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Biological sensory receptors provide excellent examples of microscopic scale information trans-
duction amidst stochastic noise. We argue that stochasticity is not always a hindrance to sensing.
Instead, it could allow a single stochastic sensor to perform multiplexing: simultaneously transduc-
ing multiple types of environmental information to the downstream sensory network. Through a
Langevin dynamics simulation of a ligand-receptor sensor in a bath of ligands, we demonstrate that
a binary-state receptor can simultaneously encode multiple independent environmental variables,
such as ligand concentration and the speed of media flow. We develop a general theory of stochastic
sensory multiplexing and suggest two theoretical upper bounds. Furthermore, we conjecture that
randomly generated sensors typically saturate the tighter upper bound. The theoretical framework
developed in this study, which involves a rank-deficient maximum likelihood analysis (rd-MLE),
provides a systematic approach to comprehensively assess a sensor’s sensory ability without any
initial assumptions. This theoretical framework can inspire the design of more efficient artificial

Sensors.

I. INTRODUCTION

Sensory receptors are essential to cells. These molec-
ular complexes perceive information from external envi-
ronments and transmit it into the cell via various signal-
ing mechanisms, despite thermal, and other, noise [1-4].
A classic example is the ligand-receptor mechanism that
estimates the ligand concentration. A receptor has the
ability to bind with ligands and sense the ligand concen-
tration by estimating the average fraction of them when
it is bound with a ligand [5, 6]. The accuracy of the
estimate, as a result, is determined by the ability to av-
erage out thermal fluctuations from the desired average
binding fraction.

The accuracy of ligand-receptor sensory mechanisms
has been intensively studied at various levels of model
complexity. The seminal work of Berg and Purcell [5]
first discussed the diffusion of ligand molecules around
a sensor and showed that there exists a limitation to
a receptor’s accuracy due to noise. Later, Bialek and
Setayeshgar sharpened the Berg and Purcell’s accuracy
bound by including the receptor’s kinetic back actions to
the surrounding ligand solution [6]. Kaizu et al. utilized
the theory of diffusion-influenced reactions to improve
the result [7]. Recently, Mora and Nemenman developed
a theory for temporal concentration sensing where the
environment concentration changes over time [8]. Efforts
to understand ligand-receptor sensing have also been ex-
tended to even more complex models involving more than
one sensor [9, 10], a single-sensor sensing multiple types
of ligands [11, 12], and complex ligand-receptor networks
[13-15]. Additionally, Markovian signal detection [16]
and receptor diffusion [17] have been considered in the
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studies of ligand-receptor sensory mechanisms.

Most previous studies have shared an underlying as-
sumption that the sole sensory task of the receptor is
measuring the ligand concentration of the bath ¢, esti-
mated from statistical averaging. For example, sketched
in Fig. 1, the receptor is immersed in a bath of ligands,
let us denote the bound state as s = 1 and unbound
state as s = 0. Over time, the sensor’s dynamics is a
binary stochastic sequence s(t). It is straightforward to
argue that at the steady state, the local concentration of
ligands is approximately equal to the bath’s ligand con-
centration, and the concentration can be estimated by
measuring the ratio of the average bound fraction and
unbound fraction:
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where k4 is the binding rate constant and k_ is the un-
binding rate constant, AF is the free energy change be-
tween the bound and the unbound configurations. § =
1/(kpT) is the inverse temperature, and we have chosen
units such that the Boltzmann constant kg = 1. Here the
average binding fraction s can be obtained by statistical
averaging over a long period of time:
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In this concentration-sensing regime, one can construct
a simple response curve

5= 1(0) = —mr — (3)

that allows one to infer ligand concentration ¢ from the
statistical estimation of 3.

In this work, we recognize that a sensor in realistic
environments can be impacted by many facets of the en-
vironment in addition to ligand concentration. In Fig. 1,
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a realistic bath (sketched as a tube) is specified by multi-
dimensional environmental information 8 = (u,T,v,),
where the dimensionless p = In(¢/c®) is the natural log-
arithm of the ratio between concentration ¢ and a refer-
ence concentration ¢®, T is temperature, and v, is the
speed of media flow along z-direction. In this regime, the
simple statistical estimation of 5 could be impacted by
all environmental factors, and Eq. 3 becomes

5= g(c, T, 'Uz) (4)

Thus, one cannot determine ¢ unless (1) T and v, are
fixed and known, or (2) the response function g(c, T, v,,)
is insensitive to T and wv,. For the second case, the
sensor needs to be designed such that dg/0T = 0 and
0g/0v, = 0. In biology, it has been shown that vari-
ous processes can behave independently of certain envi-
ronmental properties [18]. An example of such a mecha-
nism is the temperature compensation in circadian clocks
[19, 20].

A more ambitious approach, in contrast to the “vari-
able compensation” mechanism, is to infer all multi-
dimensional environmental information from the single
sensor. This concept is called multiplexing in information
science [21]. Multiplexing sensing refers to a single infor-
mation channel that can transduce multiple independent
information channels. In biological sensory networks, it
has been recently discovered by Minas et al. that NF-xB
regulatory networks are capable of performing multiplex-
ing [22]. In addition, Singh and Nemenman have demon-
strated that a single receptor with two types of outputs
can simultaneously report concentrations of two types of
ligands [12]. However, still unanswered is the question
that if a simple binary-state receptor could perform gen-
eral multiplexing, i.e., sensing not only concentrations
but also other physical quantities such as temperature or
flow speed.

In this work, we demonstrate that a single receptor
can function as a multiplexing information channel and
embed different physical properties of the surroundings
in its stochastic dynamics. Due to the interaction be-
tween the sensor, the local surrounding of the sensor,
and the background bath, one can resolve more than one
physical quantity from temperature, flow speed, and lig-
and concentration. Moreover, we develop a general theo-
retical upper bound of multiplexing and connect it with
maximum likelihood estimations [22-24] that are rank-
deficient [25, 26].

The paper is ordered as follows. First, we demonstrate
via an in silico experiment that a simple binary-state re-
ceptor can simultaneously encode multiple physical quan-
tities, such as ligand concentration and flow speed. Then,
we provide a universal theory of multiplexing through
which we predict a theoretical upper bound for multiplex-
ing. We also argue that the upper bound can be sharp-
ened if the number of symmetries in the system is known.
Then, we develop a rank-deficient maximum likelihood
estimation (rd-MLE) approach to comprehensively esti-
mate the sensing capability of an arbitrary stochastic sen-
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FIG. 1. A ligand-receptor sensor (big pink sphere) with bi-
nary states 0 (unbound state) and 1 (bound with a ligand)
immersed in a tube-shaped bath of ligands. The ligand bath
is confined in a smooth tube with periodic boundary condi-
tions on its two ends.
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II. MULTI-CHANNEL INFORMATION
INFERENCE BY LIGAND-RECEPTOR SENSOR

In this section, we utilize a simple example of a ligand-
receptor sensor to demonstrate that even if a simple sen-
sor does not compensate for changes in irrelevant param-
eters, it is still possible that the sensor can perform mul-
tiplexing sensing and infer multiple environmental vari-
ables.

A. In silico experiment of ligand-receptor sensor.

Here we demonstrate an in silico experiment of an in-
dividual ligand-receptor sensor within a ligand bath (see
Fig. 1). The system is characterized by ligand concen-
tration ¢, temperature 7', and flow speed v,. The bath
tube has a periodic boundary condition at the two ends
allowing for a steady media flow along the z-axis. In the
simulation, we control the flow speed along the z-axis di-
rection n, with magnitude v,,, while keeping the receptor
fixed at the center. The free ligand particles within the
bath are simulated by over-damped Langevin dynamics
that capture the stochastic Brownian motions, determin-
istic drift due to v,, and interaction with the receptor at
the center:

1
i = tate + Do F 4 a(t) (5)

where r; is the position of the i-th ligand molecule, m
is its mass, « is the friction coefficient, v,n, is the ve-
locity of media along the z-axis unit vector n,, F; is
the total deterministic force experienced by each ligand
molecule (in a detailed simulation, this force accounts
for the sum of pairwise interactions between ligand pairs
and the ligand-receptor attraction), and 7 is the Gaussian
noise characterized by (n;(t)n;(t')) = 2vkpTd;;0(t — '),
where kp is the Boltzmann constant (See Appendix A
for details of the simulation). The ligand-ligand inter-
action can adopt a short-range repulsive WCA potential



[27] or can be modeled as free Brownian particles to re-
duce the computational cost, this simplification does not
qualitatively change the result (as shown by Figs. 7,8,9
in Appendix B).

We assume that the receptor can bind with up to one
ligand molecule. The binding and unbinding events are
modeled by stochastic dynamics following two Poisson
rates:

ki = nle—ﬂ(Eb—Eoff) (6)

where n; is the number of ligands within a cutoff distance
r. from the receptor, § = 1/(kgT) is the inverse temper-
ature, Fog is the energy of an empty receptor, and Fj, is
the energy barrier for the binding-unbinding transition,

Notice that n; is a fluctuating dimensionless quantity
related to a fluctuating local concentration ¢’ as
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where Viupe is the volume of the whole simulation tube,
r. is the cutoff radius around the receptor, and we have
chosen a reference concentration (unit concentration) ¢®
defined by the situation where there is only one ligand
molecule within the whole tube. To estimate binding
rate k4 in the Langevin dynamics simulation, we do not
explicitly evaluate ¢’ but only need to count n;, which is
the number of ligand particles within the cutoff radius.
(See Appendix A for the numerical value of this cutoff
radius and the dimensions of the simulation tube.) We
can also define the unbinding rate as

k_ — efﬁ(Ebeon*’Yo‘vI) (8)

where F,, is the energy of the receptor when it is bound
with the ligand. In the numerical simulation, ¢ re-
flects the local concentration experienced by the recep-
tor, which may not be equal to the background ligand
concentration c (see Fig. 3).

To describe the media flow’s impact on the unbinding
event, we assumed that the unbinding rate is boosted
by the frictional drag that the bound ligand experiences
as it leaves the receptor. The drag force is modeled by
Yv,. When an unbinding event occurs, the bound lig-
and displaces from the center of the receptor by a dis-
placement of « in the downstream direction before it is
considered as unbound. Thus an approximated dissipa-
tive work of yaw, assists the unbinding event. When the
flow’s impacts on the binding and unbinding rates are
negligible, one can simply remove the yawv, term, and
the system satisfies the detailed balance condition. No-
tice that by ignoring the dissipative work, the flow speed
does not explicitly impact the sensor’s dynamics. How-
ever, without an explicit dependence on the speed, the
sensor can still perform multiplexing to sense both con-
centration and flow speed (see Fig. 10 in Appendix C).

B. Simple ligand-receptor sensors do not
compensate for T and v,.

The response function for a ligand-receptor sensor s
should, in general, depend on all environmental variables,
i.e., ¢, T, and v,. In other words, a sensor’s ability to
respond to ¢ can not compensate for changes in environ-
mental condition T" and v,;.

On the one hand, in a thermally equilibrated environ-
ment without media flow (v, = 0), it is clearly shown
that the response function Eq. 3 depends both on ¢ and
T. On the other hand, at a constant temperature envi-
ronment, the average binding fraction § would depend on
the flow speed v,. Such dependence can only disappear
by removing the dissipative work term in the unbinding
rate Eq. 8. Such flow-speed dependence can be seen in
Fig. 2a. In summary, knowing the single response func-
tion 5 is insufficient for simultaneously determining the
values of both ¢ = ¢®e* and v, (or T).

C. Simultaneously inferring multiple parameters
(multiplexing).

Here we demonstrate that by extracting the sensor’s
trajectory information, one can simultaneously infer mul-
tiple environmental information (e.g., ¢, T, and v,), and
there is no need for compensation.

In addition to the existing response function s, one can
extract from the sensor’s trajectory s(t), an additional
response function:

(s(ti)s(ti +1))
(s(ti)s(ti))

where C] is the auto-correlation of the sensor’s state s(t)
evaluated at a time lag equal to unity. A downstream re-
action network can realize such a response function with a
delayed-on activation: the downstream signaling reaction
is only turned on if the sensor remains at the bound state
for times longer than a time lag. Such a delay-activated
signaling network is indeed less common than that of the
simple response 8, it can be realized by kinetic proofread-
ing reactions [28-30]. As it will become obvious in the
next subsection, the specific choice of the time lag in Cy
(i.e. the delay time set by the kinetic-proofreading-like
reaction) will only impact the sensitivity of multiplex-
ing but does not qualitatively change the multiplexing
behavior.

Multiplexing is demonstrated by a contour-line cross-
ing technique shown in Fig. 2c. 'When both response
functions § and C; are obtained from the statistics of
the sensor’s trajectory s(t), one can simultaneously de-
termine both flow speed v, and ligand concentration of
the bath ¢ = ¢®e* by contour-line crossing (see Fig. 2).
Notice that even when the flow speed does not impact
the binding and unbinding rates, the contour-line cross-
ing still demonstrates that the sensor can simultaneously
infer both concentration ¢ = ¢®e* and flow speed v, (see

Cl (N7T7 Ux) = (9)
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FIG. 2. By sampling 2-point trajectories at simulations per-
formed at various environmental conditions, one obtains the
contour plot of §(u,v,) shown in (a), and of C1(u, v,) shown
in (b). If one obtains the values of 5 and C1 from a set of
measured trajectories at an unknown environmental condi-
tion, then (u,vs) can be simultaneously inferred by crossing
the two contour lines shown in (c).

Fig. 10 in Appendix C). Similarly, with the two response
functions, a receptor can do multiplexing for not only ¢
and vy, but also ¢ and T or T' and v, (see Appendix D).
A universal theory of multiplexing and its upper bound
is discussed in Sec. IIT
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FIG. 3. Effect of flow speed on the local concentration ¢’
(Eq. A4) of ligands experienced by a receptor. (a) In the small
speed regime, the local concentration evolution after a ligand
is returned to the bath via receptor-unbinding is dominated
by diffusion, shown as the blue Gaussian cloud. (b) In the
large speed regime, the local concentration of ligands around
the receptor is rapidly replenished by the background bath,
and the added ligand from the unbinding event is flushed away
from the receptor.

D. Kinetic intuition behind inexplicit speed sensing

It may appear surprising that flow speed v, can be
sensed even if the kinetics of the sensor does not depend
on the flow speed (Appendix C). Here we illustrate in
Fig. 3 that the flow speed v, impacts the relaxation of the
local ligand concentration ¢’ around the sensor and thus
can be inferred by the time-correlation of the receptor’s
dynamics. Consider that the local concentration ¢’ is
initially equal to the background ligand concentration c.
Right after an unbinding event (s transitioning from 1 to
0), one additional ligand is deposited back into the local
bath, causing a temporary increase of local concentration
¢’ > c. Then over time, the local concentration ¢ tends
to relax back to ¢ as shown by the dispersing blue blob
in Fig. 3. The rates of such relaxations depend on both
the flow speed and the diffusion of the ligands. If the
velocity is close to zero, as in Fig. 3a, the ¢’ relaxation
is dominated by diffusion alone, and thus ¢ > ¢ for a
long period of time. In this time period, the receptor
has a higher possibility of binding with a ligand due to
¢ > c¢. In comparison, if the flow speed is large, as in
Fig. 3b, then the additional ligand that unbinds from the
receptor quickly moves in the x direction n,, and the local
concentration ¢’ is replenished by the background medial
c. As a result, lower flow speed could result in stronger
auto-correlation in binding events, and higher flow speed
removes this auto-correlation by quickly resetting local
concentration ¢’ back to the background concentration c.

The analysis above illustrates that even if the flow
speed v, does not impact the unbinding rate (i.e., no
dissipative work term in Eq. 8), the sensor is still able
to perform concentration and flow speed multiplexing by
using the proposed contour-line crossing. (See Fig. 10 in
Appendix C)



III. UNIVERSAL THEORY OF MULTIPLEXING
BY A STOCHASTIC SENSOR

In this section, we theoretically derive a simple yet uni-
versal upper bound of multiplexing for generic biological
sensors (Eq. 11). Furthermore, we provide a systematic
approach (rank-deficient maximum likelihood analysis)
to analyze a sensor’s sensitivity in sensing multiple envi-
ronmental variables.

A. Theoretical Upper Bound for Multiplexing

Let us start with a general description of a microscopic
sensor sensing information from its environment: a sin-
gle sensor with internal degrees of freedom x; interacts
with a stationary stochastic environment with the de-
grees of freedom denoted by x.. The environment is
characterized by a few stationary macroscopic variables
that are denoted by the n-dim vector 8 (e.g., tempera-
ture, chemical concentration, pressure, flow speed, pH,
etc.). Notice that even though the macroscopic param-
eters are fixed, the environment’s microscopic states x.
evolve erratically in time due to thermal fluctuations and
the interaction with the sensor. The sensor, through its
interaction with the environment, can read environmen-
tal information @ and transduce such information to the
downstream sensory network. In summary, from a mi-
croscopic perspective, both the sensor and environment
evolve stochastically due to the thermal fluctuations; the
state of the environment can impact the dynamics of the
sensor, and the sensor’s state change can in turn perform
a back action to the local environment (see Fig. 3). A
general equation of motion of the composite system of
the sensor and the environment’s microscopic state can
be written as

d(xs,Xe)

gr = F(xs,Xc;0) (10)

where F(-;0) is a function of both x; and x. and is pa-
rameterized by the stationary environmental properties
6 = (61, ,0,) such as temperature, concentration, etc.
Here, n denotes the number of independent environment
variables. For biological sensing, the composite system
of a sensor and environment is in contact with a larger
background thermal environment, and thus one can in-
terpret the above equation as Langevin dynamics where
F(xs,%¢;0) contains both the deterministic dynamics
and the stochastic terms due to the thermal fluctuations.
Notice that not all information in the microscopic state of
the sensor (i.e., the full solution to Eq. 10, x4(t)) can be
transduced to the downstream network. The limitations
to accurately sensing x, at infinitely high time resolution
can be formulated by the following two assumptions:
Discrete-state sensor assumption: x,(t) repre-
sents the full microscopic state of the sensor at time ¢
(i.e., the locations and momentum of each atom in the
receptor molecule), and it is unrealistic to expect the

downstream bio-sensory network to observe or record a
full micro-state trajectory of the sensor. Rather, the
downstream sensory network may only read the sensor
as in one of a few coarse-grained states s(xs). As a
consequence, the coarse-grained state s(x;) reduces the
high-dimension micro-state space of x into a discrete
state space. For a simple receptor, one can naturally
assume that the sensor’s coarse-grained state is binary:
s € {0,1}, which assumes state ‘0’ when the receptor is
unbound from any ligand, and assumes state ‘1’ when the
receptor is bound to a ligand. Given the thermal fluctu-
ations and the stochastic dynamics of x4(t), we take an
assumption that s(t) is a discrete-state stochastic pro-
cess.

Discrete-time trajectory approximation: In
practice, accurately recording a continuous-time trajec-
tory s(t) with infinitely high time resolution comes with
infinitely high information cost and thermodynamic cost,
and is unrealistic for living organisms [31]. Rather, typi-
cal downstream sensory networks can be considered as a
noisy “kernel” [4] with a finite time-resolution and finite
memory lifespan, applied to the signal s(t) over a long
time. The output of the kernel integral is the accumu-
lated downstream signaling molecules generated by the
downstream network, whose rates depend on the sensor
state s(t). On the one hand, consider a kernel whose
memory lifespan is very short compared to the transition
time of the sensor; then, even if it has infinitely high time
resolution, the accumulated output from the “kernel” is
no more than single-time-point statistics. In this case,
information about the time-auto-correlation information
of s(t) is lost. On the other hand, if the kernel has a very
long memory lifespan but an extremely low time resolu-
tion (i.e., sampling time lag is approximately equal to the
memory lifespan), then effectively, the kernel can at most
encode information of two-time trajectories with time lag
equal to the memory lifespan. With these considerations,
we can simplify the downstream reaction network, given
its time-resolution and memory lifespan, into a statistical
estimator based on n;-point discrete-time trajectories. In
other words, only “visible” to the downstream network is
the accumulated statistics of an ensemble of discrete-time
trajectories S’s, where each S = (s(1),s(2),- -, s(ns)) is
a discrete-time trajectory, whose trajectory time length
ny is limited by the kernel’s memory length divided by
the kernel’s time resolution.[32]

Under the “Discrete-State Sensor Assumption” and
the “Discrete-Time Trajectory Approximation”, the in-
formation visible to the downstream sensory network over
a long period of time is a collection of discrete trajecto-
ries {S}, where S = (s(1),s(2),---,s(nt)). For a sensor
with ng coarse-grained states and trajectory time length
of ny, there are n* different possible trajectories, e.g.,
for n, = 2, a binary state sensor (ns=2) can produce
S € {00, 01, 10, 11}. Via the statistics over all possible
trajectories, the sensor maps information of the n-dim en-
vironmental parameter into a trajectory probability sim-
plex, and if the dimension of the probability simplex is
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FIG. 4. A complex environment can be characterized by n independent variables 8, forming a n-dim parameter space shown
by (a). At a given condition @, the ligand-receptor sensor sketched in (b) evolves with a stochastic trajectory s(t). From the
statistics of 2-point trajectories S = “00”, “01”, “10”, or “11” one can obtain the 2-point trajectory probabilities Pg[S], shown
in (c) for two choices of 8’s. As shown in (d), when ns = 2 and ns = 2, the trajectory probability lives in a 3-simplex. Moreover,
due to Pg[01] = P»[10] (see Appendix E), the probability space is reduced to a 2-dim triangle ABC within the 3-simplex. The
sensor then establishes a map between the @ and probability spaces: an ensemble of environmental conditions 6’s (shown by
the solid blob in (a)) is mapped to an ensemble of Pg[S]’s (shown by a dashed blob in the 2-dim triangle ABC in (d)). In this
example, ns = 2 and n; = 2, because the probability has an irreducible dimension 2, the sensor can infer up to 2 independent

environmental variables.

lower than n, not all environmental information can be
fully determined.

Universal upper bound of multiplexing. The sta-
tistical map of the sensor allows us to obtain a universal
upper bound of multiplexing for any arbitrary sensor-
environment system. With the statistics of the trajec-
tories, a sensor establishes a map from the @-space into
the trajectory probability space of Pp[S] confined in a
dy(ne,ms) = (n?t—1) dimensional simplex. As illustrated
by Fig. 4, a n-dim solid blob in @-space (an ensemble of
environments) is mapped by a sensor to the dashed blob
in the trajectory probability space. The sensor’s ability
to infer @ is thus limited by one’s ability to construct an
inverse map from Pyg[S]-space back to the 8-space. Fur-
thermore, we assume that the microscopic sensor is well
below the thermodynamic limit and thus free from any
discontinuity (e.g., caused by phase transition [33]). To
infer @ from the trajectory probability, one needs to find
an injective continuous inverse map, which can only be
constructed from the d,(n¢, ns)-dim simplex to a sub-6-
space of dimension lower than or equal to the simplex’s
dimension. As a result, the maximum independent en-
vironmental degrees of freedom that one can infer from
the sensor must obey a theoretical upper bound of multi-
plexing:

rs < dg(ng,ng) =nit —1 (11)

Such upper bound predicts the maximum number of inde-
pendent environmental variables that one can infer from
a sensor’s statistics of n;-time trajectories {S}.

B. Tightened upper bound of multiplexing.

The universal upper bound, Eq. 11, can be sharp-
ened if more information of the sensor-environmental sys-
tem is known. For specific sensors with a given number

of coarse-grained states and given connectivity in their
state space, the trajectory probabilities may be further
restricted by symmetries. The number of independent
symmetries d,, reduces the trajectory probability space
from the full d, (n, ng)-dim simplex to a lower-dimension
subspace of irreducible dimension d = d, — ds,. Based
on the continuity argument, we can sharpen the upper
bound of multiplexing as

rs < dir(”h”s) = n?t -1- dsy (12)

Notice that the number of symmetries d,, can not be
expressed in a closed analytical form for arbitrary sen-
sors as it can depend on the topology of the sensor-
environment kinetics. However, for simple two-state sen-
sors, we can find the value of the dyy = 1 for n;, = 2
and n; = 3: In the example of n; = 2 and ny = 2 all
possible trajectories are “00”, “01”, “10”, and “11” and
we can easily argue the symmetry of Pp[01] = Py[10]:
Consider that we obtain the statistic probabilities of tra-
jectories by chopping an infinitely long trajectory into
many two-time segments. The number of “01” segments
and the number of “10” must be equal or differ by +1
(also discussed in Appendix E). As a result, given suffi-
cient statistics, the frequency of “01” must be equal to
that of “10”. Given the above analysis, we can obtain
the general sharper bound of multiplexing by two-state
sensors reporting 2-point trajectories as

rs(ns = 2,m = 2) <22 — 1 —dgy(ny = 2,n5 = 2) =2

(13)
where ds,(n, = 2,ns = 2) = 1. This agrees with our
observation in the ligand-receptor system: from 2-point
trajectories of the receptor, one can simultaneously in-
fer only 2 out of 3 environmental variables. In this
case, shown in Fig. 4(d), the irreducible trajectory prob-
ability space is a 2-dimensional plane (ABC) in the 3-
dimensional simplex.



For n; = 3 and ng = 2, the 7-simplex is reduced to a
4-dim manifold due to ds, = 3 symmetries, similar to the
argument for the 2-point trajectories, one can find that
there are 3 symmetries: Pp[001] = Pp[100], Py[011] =
Py[110], and Py[001] 4+ Pg[101] = Py[010] + Pp[110] (see
Appendix E). In this case, for binary state sensors:

rs(ns =2,n; = 3) < 2° — 1 —dgy(ny = 3,ns =2) =4
(14)
where dg, = 3. One can argue that if 3-point trajectory
statistics are obtained from a sensor, it could be used to
infer up to 4 independent environmental variables.

In the Discussion, it is conjectured and demonstrated,
through a simple Markov model, that a simple sensor can
saturate the tightened upper bound with a probability of
approximately 1.

C. Rank-deficient maximum likelihood analysis

The contour-line crossing technique in Sec. IT demon-
strates that the ligand-receptor sensor can perform
velocity-concentration multiplexing. However, it is im-
portant to develop a general framework to determine (1)
how many independent environmental variables the re-
ceptor can simultaneously sense, and (2) how accurately
can each environmental property be sensed. This can be
done with the rank-deficient maximum likelihood analy-
sis of two-step trajectories.

The choices of the two response functions s and C in
the previous section rely on the physical intuition of a
specific system. They thus can not be easily generalized
to other types of sensors or other tasks. To provide a gen-
eral framework, here we utilize trajectory probability for
environment 6, Pp[S] as a systematic representation of
the response functions to study multiplexing in general.
The trajectory S represents the sensor-state trajectory
S = s(to), s(t1), s(t2),---. It can be shown that the
response functions used in the last section can both be
obtained from trajectory probabilities of 2-point trajec-
tories of time lag equal to unity:

_ Pp[01] 4 P[10]

5(0) = . + Py[11] (15)

and

Ppl[11]
(Pg[Ol] + Pg[lO])/Q + Pg[ll]

C1(0) = (16)

Given the trajectory probability distributions and
the ability to perform statistical measurements of var-
ious sensor-state trajectories, one can adopt a non-
conventional maximum likelihood estimation (MLE)
analysis to characterize the number of independent vari-
ables that can be sensed by the sensor as well as the
estimation accuracy. The conventional MLE method has
been proven very useful in estimating the sensory capa-
bility of biological sensors [22, 23].

Here we utilize a rank-deficient MLE (rd-MLE) anal-
ysis to characterize the sensor’s information capabil-
ity. Consider a fixed multi-dimensional environmen-
tal condition 0%, let the sensor observe and accumu-
late m independent trajectories of the sensor’s state,
{§*1,8*2 ... §*m}  without knowing the values of 6.
One can perform an MLE of 8* where the log-likelihood
function (1If) of environmental variables € is defined as

1(0) = % f: In Pp[S*] (17)
i=1

where the probability of observing each possible trajec-
tory is denoted by Pp+[S]. In the limit of abundant sam-
pling, m — oo, the lIf reduces to a simple expression
depending on the trajectory probabilities

1(6) = P+ [S]In Py[S] (18)
S

The conventional MLE theory then states that the ac-
curate estimation of the environmental variables are
achieved at the maximum of the log-likelihood function:

Best = argmax (1(0)) (19)

In this work, we do not assume the existence of a so-
lution to the optimization problem defined in the tradi-
tional MLE, where the Hessian matrix of /() is negative-
definite. Instead, we acknowledge that the sensor may
not be able to infer all degrees of freedom of the un-
known parameters, as [(6) may not be a strictly concave
surface, and the Hessian may not be full-rank. Here we
argue that the number of independent degrees of freedom
that the sensor can infer from the repeated statistics of
trajectories is determined by the rank of the Hessian ma-
trix, rs. Here 75 equals the number of non-zero (negative
eigenvalues) of the Hessian matrix.

Here we demonstrate that the non-zero-eigenvalues
and their corresponding eigenvectors contain informa-
tion on the sensor’s sensitivity to different types of en-
vironmental variables: the magnitude of the negative
eigenvalues corresponds to the sensory accuracy and thus
the sampling size necessary to determine the environ-
mental status along the direction of the corresponding
eigenvector. The eigenvector’s direction corresponding to
the largest magnitude eigenvalue reflects the most sensi-
tive variable that the sensor can sense. This is demon-
strated through numerical calculations on the data ob-
tained through simulation in the following section.

IV. DISCUSSION
A. rd-MLE analysis on Ligand-receptor sensor
Recall the Egs. (15) and (16), measuring § and C is

equivalent to sampling the trajectory probabilities of 2-
point trajectories S = “00”, “01”, “10”, and “11” where



the time lag between the two time points is unity (which
is 100 time-steps in the numerical simulation with time
resolution dt = 0.01). Using the statistics of 2-point tra-
jectories, we numerically obtain the 1If function and the
Hessian matrix for environmental condition (p, T, v,,). As
predicted by the tightened upper bound, the 3-by-3 Hes-
sian matrix is rank-deficient with rank r, = 2, indicating
that the statistics of 2-point trajectories can only infer up
to two out of three independent environmental variables
among (:ua Ta U.L)

To demonstrate the rank-deficient MLE, we numeri-
cally obtained [34] the Hessian matrix of the 1lf I(6) at a
given condition 8 = (u*, T*,v¥) = (In100,1.0,0.2) (See

xT
Appendix F for numerical details of the simulation):

(—2.247 £0.003) x 1071
(—3.6£0.1) x 1072
(6.95 £0.02) x 10!

(3.6 £0.1) x 1072 (6.95 £0.02) x 107!
(—2.254 £ 0.007) x 1071 (—2.47 £0.02) x 107*
(—2.47 £0.02) x 1071 (—2.23 £0.03)

We numerically verify that the Hessian matrix is rank-
deficient, with two negative eigenvalues (A1 and Ay) and
a zero eigenvalue (\3):

AT — 9 48 +0.03 (21)
)\‘Q"T’”m = (—2.060 £ 0.008) x 10+ (22)
M — (24 4) x 1073 =~ 0 (23)
The above Hessian is rank rs = 2 and negative-semi-

definite, and thus only up to 2 variables can be inferred.

The above analysis demonstrates that by measuring
statistics of 2-point trajectories, a single receptor can si-
multaneously report two out of three environmental vari-
ables, which is in agreement with the predicted tightened
upper bound of multiplexing for a binary sensor report-
ing two-point trajectories. We can apply the analysis to
the receptor by obtaining the eigenvectors corresponding
to the 3 eigenvalues starting from the smallest eigenvalue

(20)  to the zero eigenvalue:
J
v ={(-2.95+0.04) x 1071, (1.09 £+ 0.02) x 107*,(9.49 + 0.01) x 107!} (24)
vi ={(2.15£0.04) x 1071, (9.755 £ 0.008) x 107!, (—4.5 £ 0.2) x 1072} (25)
v ={(9.31£0.01) x 107", (=191 4 0.04) x 107*,(3.11 £ 0.04) x 107!} (26)

Given the limitation of two-time trajectories and
choice of time lag unity, the dominant eigenvector v;
is in most alignment in the direction (0,0, 1), which cor-
responds to the flow speed wv,, and then the direction
corresponding to u; the second dominant eigenvector is
in most alignment with 7" and then p. In other words,
if the downstream signaling network receives information
of 2-point trajectories rather than a simple time-average
S, then a ligand-receptor sensory system is most sensi-
tive to flow speed v,, and only secondary sensitive to the
logarithm of the concentration, .

This general framework or rd-MLE and the procedures
demonstrated above can be applied to other stochastic
receptors or sensors. It reveals the number of indepen-
dent variables that a sensor can sense; it also numerically
estimates the sensitivity of each variable. Moreover, by
repeating the procedures for different trajectory length
(ny), time lag, and even the number of sensor states that
is distinguishable to the downstream network (ng), one
can optimize the downstream reaction network to better
infer a desired environmental variable. In the following,
this approach is applied to a general Markov model of a
sensor-environment system.

B. Conjecture of upper bound saturation

General Markov model. Let us study a generic

(

Markov model of a sensor—environment system. Within
the Markov model framework, we focus on randomly
generated sensors and analyze their multiplexing perfor-
mance by using the rd-MLE approach described in this

paper.

TABLE I. Non-zero elements of the transfer probability ma-
trix W

Wi Value Wi Value
Wi 1—-6;—063 Waa 1—60;—063
W12 92 W45 92
Wis 04 Wae 04
Wa1 01 Wiss k1
Waa 1—02—ks W4 01
er k4 W55 1- 92 - k2
W31 03 Wea ks
Was 1—604— k1 Wea 03
Was ko Wes 1—604— ks

We construct a discrete-time 6-state Markov model
(see Fig. 5) to describe a binary-state sensor coupled
to a 3-state environment. This is an extremely simple
sensor in a simple environment, yet we can demonstrate
that the sensor can perform multiplexing. The environ-
ment is simplified into 3-states: Eq, Fs, and E3. At each
time step, the environment can stay in the previous state
(solid curved lines) or make a transition between state
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FIG. 5. A simple 6-state Markov model constructed by com-
bining a 3-state environment with a binary-state sensor. Each
transparent plane denotes one state of the sensor (s = 0 or
1) and each sphere on a plane denotes one possible environ-
mental state F1, F2, and F3. The transition between F; and
E;, and between E; and E3 (two solid lines) correspond to
the dynamics of the environment independent of the sensor’s
state. The dashed lines denote the transition between envi-
ronmental states F2 and FEs, which is accompanied by the
state change of the sensor. After each time step, the system
could remain unchanged, which is characterized by curved
loops starting and ending at the same sphere. The transition
probability for each allowed transition is summarized into a
transition probability matrix in Table. I.

E; and E5 or between E; and Ej (solid straight lines),
regardless of the state of the sensor. The 4 transitions,
i.e., b1 - E3, F5 — Fy, EF1 — E3, and EF5 — Fp, are
impacted by the nature of the environment, and their
Markov transition probabilities are dictated by the en-
vironmental condition 8. Thus we represent these four
transition probabilities by @ = (61, 602,03,04). The com-
posite dynamics of the sensor and the environment can be
captured by a 6-state discrete-time Markov Process [35]:
the sensor can also transition between states s = 0 and
s = 1 while such transitions are coupled to the change
of the environment. E.g., when the environment is in
state F5 and the sensor is at state s = 0, the sensor can
switch to state s = 1, and causing the environment to
change into F3 due to the sensor—environment interac-
tions (2 dashed straight lines). There are 4 such tran-
sitions (two from each dashed straight line), and their
transition probabilities are ky, ko, k3, k4. As a con-
sequence, 8 = (01,6,03,60,) characterizes the environ-
ment’s kinetics and k = (k1, k2, k3, k4) characterizes the
sensor’s kinetics. In summary, the composite system of
the environment and the sensor with 6 possible compos-
ite states 1 — “(F1,50)”, 2 — “(Ea,80)", 3 — “(E3,0)7,
4 - “(E1,81)",5— “(Fa,81)”, 6~ “(Es3,s1)” that evolves
according to the Markov transition probability matrix
W whose non-zero elements are listed in Table I. Notice
that if the system is conditioned at state j, after a unit
time, the probability of finding the system at state ¢ is
the transfer probability, W;;. Also, each element of the
matrix (transition probability) must take the value be-

tween 0 and 1, and each column of the matrix must sum
to 1.

We present a rank-deficient Hessian analysis to charac-
terize the number of independent environment variables
that a receptor can sense. For a given sensor and given
trajectory length, this number is evaluated by the rank
of the corresponding Hessian matrix, rs. Moreover, we
have argued that the value of rg is bounded tightly by
rs < dir(nt»ns)a in Eq. 12.

Multiplexing upper bound saturation. We con-
jecture that an arbitrarily designed sensor with the given
network connectivity (Fig. 5) can typically saturate the
tightened bound, Eq. 12. In other words, with a prob-
ability of approximately 1, a sensor with randomly cho-
sen kinetic parameters corresponds to a Hessian matrix
whose rank fully saturates the irreducible dimension of
the trajectory probability space, rs = d;;..

For the simple Markov model, the sensor’s trajectory
probabilities can be used to obtain the Hessian matrices
as described below. By randomly choosing a designated
environmental condition @ and randomly choosing the
design of the sensor k, we solve for steady-state trajectory
probabilities, Pg[00], Py[01], Pp[10] and Py[11] (see Ap-
pendix G). Notice that we are interested in inferring the
values of environmental parameters 8 = (61,0s,03,04),
then we obtain a 4 x 4 Hessian matrix for any ran-
domly chosen composite system of sensor and environ-
ment. Then steady-state Hessian matrix of the lIf for
any 0 and any k can be solved, and the {i,j}—th ele-
ment of the Hessian matrix is expressed by Eq. G23 in
Appendix G.

Given the Hessian matrix of each composite system,
one can perform the rd-MLE analysis and study the sens-
ing capability of any randomly generated sensor in the
3-state environment. Here we randomly generate 107
composite systems by sampling entries 8 and k from
the range (0.0,0.2) with uniform probability. With these
randomly generated composite systems, we can inquire
about the histograms of the eigenvalues corresponding
to their hessian matrix. In Fig. 6(a) we demonstrate for
ny = 2 and in Fig. 6(b) for n; = 3, the histograms of the
non-zero eigenvalues of Hessian for randomly generated
composite systems (6 and k). For n; = 2 we verify that
almost all (with probability 1) randomly generated en-
vironments and randomly generated sensors give us only
2 negative eigenvalues, saturating the tightened upper
bound of multiplexing (rs = di(ny = 2,ns = 2) =
(n™ — 1) — 1 = 2); and for n; = 3, typically, there
are 4 negative eigenvalues, also saturating tightened up-
per bound of multiplexing (rs = d;-(ny = 3,ns = 2) =
(n?t —1)—3 = 4). The plots in Fig. 6 show the histogram
of the eigenvalues ordered from the most negative to the
least negative.
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FIG. 6. The probability density of (a) the two non-zero eigenvalues (A1 < A2 < 0) for the llf’s Hessian matrix obtained from
ny = 2-point trajectories (A3 = A4 = 0) and (b) the four non-zero eigenvalues for n; = 3-point trajectories (A1 < A2 < Az <
A1 < 0). Notice that there are 4 eigenvalues for both (a) and (b), and two eigenvalues for (a) are strictly zero. By comparing
the 2 leading eigenvalues A\ and A2 for both cases ny = 2 and n; = 3, one finds that their distributions are similar. Thus, in
this case, increasing the number of time steps in the trajectory can increase the number of independent variables that a sensor
can sense but can not significantly improve the accuracy of sensing for variables that can already be sensed.

V. CONCLUSION

In this work, we demonstrate that from the informa-
tion science perspective, a simple ligand-receptor sensor
has the capacity to sense more than the ligand concen-
tration. Multiple dimensions of environmental informa-
tion, including temperature, ligand concentration, and
flow speed, are embedded in the temporal trajectory of
the receptor’s state. A simple contour-line crossing tech-
nique demonstrates that one can simultaneously infer
flow speed v, and ligand concentration ¢ from the statis-
tics of 2-point trajectories of the sensor’s state. In other
words, a simple binary-state sensor can perform multi-
plexing.

A general theoretical framework is presented for under-
standing multiplexing by noisy sensors in general. This
theory predicts a theoretical upper bound on the multi-
plexing capacity. Specifically, the number of independent
environmental variables that a sensor can infer is limited
by rs < dy(ne,ns) = n* — 1, where ng is the number of
states of the sensor and n; denotes the time-length of sen-
sor’s trajectory that the downstream signaling network
can memorize. We have also shown that the universal
upper bound can be tightened by the inherent symme-
tries of the trajectory probability, whose analytical form
cannot be obtained in general.

This work also presents a general tool (rd-MLE) to
analyze the multiplexing capacity of a sensor in general.

The rd-MLE predicts not only the multiplexing capac-
ity r4, but also provides an objective estimation of the
sensor’s sensitivities to multiple environmental variables.
Moreover, by applying the rd-MLE to 107 randomly gen-
erated sensors (described by Markov models), we conjec-
ture that a randomly generated sensor can typically sat-
urate the tightened upper bound of multiplexing without
the need to carefully tune its parameters.

Combining information science and stochastic ther-
modynamics, this work provides an all-inclusive picture
to describe the sensor-environment interaction, and pro-
vides a comprehensive and unbiased perspective on the
sensor’s ability to sense multi-dimensional environmental
information.
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Appendix A: Simulation details
1. Ligand dynamics

The simulation tube used in this study has dimensions
100 x 20 x 20 in the z, y, and z directions. There are peri-
odic boundary conditions in the z-direction while reflec-
tive boundary conditions along the y- and z-directions.
A single receptor is fixed at the center of the tube.
The system is specified by multi-dimensional environ-
mental information 8 = (u, T, v,), where the dimension-
less p = In(¢/c®) is the natural logarithm of the ratio
between concentration ¢ and a reference concentration
c®, T is temperature, and v, is the speed of media flow
along z-direction. The ligands are modeled by Langevin
dynamics according to Eq. 5:

1
= veny + —Fy(r; t Al
f=vm t LR 0 (A

where r; is the position of the i-th ligand molecule, m
is the ligand’s mass which is set to 1, = is the friction
coefficient set to 10, v,n, accounts for the background
flow velocity of the media along the z-axis (n,), F(r) is
the total deterministic force experienced by each ligand
molecule (in a detailed simulation, this force accounts for
the sum of pairwise interactions between ligand pairs and
the ligand-receptor attraction), and 1 is the Gaussian
noise characterized by (n;(t)n;(t')) = 2vkpTd;;0(t — '),
where kg is the Boltzmann constant. The unit is chosen
such that kg = 1. The ligand-ligand interaction can
either be ignored (ideal solution) or it can adopt a short-
range repulsive WCA potential [27]:

o 12 o \6 .
U, = 46((du) - (ﬁ) ) +e, ifdy <2Y%

0, otherwise

(A2)
Here d; ; is the distance between two ligand particles, and
the cutoff distance is equal to 2'/65. The parameter val-
ues were fixed to e = 0.01 and o = 1.5. In the simulation,
we choose the integrator time step as dt = 0.01. Taking
the ideal solution limit by ignoring the ligand-ligand in-
teraction can significantly reduce the computational time
yet the result is qualitatively the same as that obtained
with the WCA potential. See the comparison in Ap-
pendix B.

2. Receptor dynamics

The interaction between the receptor and the ligand,
and in particular the state-dynamics of the receptor is
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modeled by a stochastic transition process. At each sim-
ulation time step, the receptor can bind or unbind with a
ligand, and its probability is determined by the environ-
ment and the ligand’s state at the simulation snapshot.
At any time step, if the receptor is empty, then there is
a probability for binding, which is impacted by the num-
ber of free ligands around its vicinity. A ligand within a
cutoff radius r. of 2.249 from the receptor is considered
as within the binding vicinity. The binding probability
rate of the receptor is expressed as

ki = nge PEvForr) (A3)

where n; is the number of ligands within the cutoff ra-
dius, Eog is the energy of an empty receptor, and Fj is
the energy barrier for the binding-unbinding transition.
ny is a fluctuating dimensionless quantity related to a

fluctuating local concentration ¢’ as
3 /
dnre ¢

B 3Viube *

ny (A4)
where Viupe is the volume of the whole simulation tube,
r¢ is the cutoff radius around the receptor, and we have
chosen a reference concentration (unit concentration) ¢®
defined by the situation where there is only one ligand
molecule within the whole tube. To estimate binding
rate k4 in the Langevin dynamics simulation, we do not
explicitly evaluate ¢’ but only need to count n;, which is
the number of ligand particles within the cutoff radius.
At each time step, if the receptor is empty, the probability
of “on” is

Py = Rop - dt (A5)

where dt = 0.01 is the simulation time step. When the
binding occurs, the number of free ligands in the local
environment (and the whole simulation tube) reduces by
1.

If the receptor is already bound with one ligand, then
the unbinding event could occur, resulting in one ligand
returning back into the bath. Considering the effect of
the media flow speed v, and the friction coefficient that
each ligand experiences -y, the unbinding occurs at the
rate of

k= ¢ B(Bs—Eon—vave) (A6)

where F,, is the energy of the receptor when it is bound
with the ligand set to be equal to —1.0, and the term
yaw, is the frictional work done by the flowing media to
assist the ligand’s dissociation from the receptor. Here
we have assumed that the ligand needs to displace from
the receptor by a distance a = 0.1 to be considered as
unbound from the ligand. However, the dissipative term
can be ignored and will not qualitatively change the sen-
sor’s ability to sense multiple environmental variables (as
illustrated in Fig. 10). At each time step, if the receptor
is bound with a ligand, the probability of “off” is

P_ = Ry - dt (A7)



where dt = 0.01 is the simulation time step. When un-
binding occurs, one ligand is returned to be the free lig-
and in the solution.

Appendix B: Two approaches to Ligand—ligand
interactions

As mentioned in Appendix A, the results shown in
Figs. 2, 11 and 12 are obtained through simulations where
the ligands were considered as free particles and did not
interact with each other.

To make sure the result is independent of the choice
of model for the ligand-ligand interactions, we also per-
formed simulations where the ligands interacted with
each other through the WCA potential given by Eq. A2.
These results are summarized and compared with simi-
lar simulations performed for ideal ligand solutions (no
ligand-ligand interaction) in Figs. 7, 8, and 9. These
contour plots clearly show that the results remain quali-
tatively unchanged regardless of whether the interactions
between the ligand particles are considered WCA repul-
sions or ignored. It demonstrates that our result is robust
against details of the specific model.

Appendix C: Multiplexing in the absence of
frictional drag

As described in Appendix A, the unbinding kinetics
of the sensor are impacted by a frictional drag that is
caused due to the flow in the system. However, to verify
that the system can perform multiplexing even without
the explicit effect of the flow on the receptor’s dynamics,
we performed simulations without this term in the un-
binding kinetics. As shown in Fig. 10, the receptor can
still sense flow speed and concentration simultaneously
and hence perform multiplexing. This implies that mul-
tiplexing demonstrated in this work is independent of the
explicit dynamics of the receptor.

Appendix D: Contour plots

We presented the contour plots for the case where
T = 1.0 was fixed and p € [In25,1n398] v, € [0.0,0.4] in
Fig. 2. There we have shown a contour-line crossing tech-
nique: if the values of 5 and C are known, then one can
simultaneously resolve the values for the two variables p
and v,. Here, we present the contour plots of the other
two combinations of the variables: p € [In25,1n398] and
T €[0.2,1.8], with a fixed v, = 0.2, shown in Fig. 11; and
T € [0.2,1.8] and v, € [0.0,0.4] with a fixed p = In 100,
as shown in Fig. 12. It is clear from these contour plots
that the contour lines corresponding to § and C; respec-
tively are not parallel to each other, except for a small
region in Fig. 12. Thus for most range of parameters, the
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contour-line crossing technique can be used to simulta-
neously infer two independent environmental values from
two-point trajectory statistics.

Appendix E: Symmetries
1. 2-point trajectories

When n; = 2, the possible trajectories are S €
{00,01,10,11}. For a sensor that is sensing for a long
enough time, the probability Pg[01] = Pp[10]. This is
true for a binary-state sensor: over a long time, regardless
of the length of the trajectory, the total binding events
(01) must be almost equal to the total unbinding events
(10) and their difference’s absolute value must be smaller
than or equal to 1. Averaged over a long trajectory, we
must have

Py[01] = Pp[10] (E1)

2. 3-point trajectories

When n; = 3, the possible trajectories are S €
{000,001, 010,011,100,101,110,111}. In this case, the
symmetries for a binary state sensor, similar to the ar-
gument from above can be shown to be 3-fold:

Pg[001] = Pg[100] (E2)
Pg[011] = Py[110] (E3)
Pg[001] + Po[101] = Po[010] + Pp[110]  (E4)

The symmetries listed above will be discussed in detail
in future work focusing on the optimal design of good
sensors for multiplexing.

Appendix F: Numerical simulations for obtaining
the Hessian matrix

The Hessian of the ligand-receptor demonstrated in
Eq. 20 was obtained through the simulation with the
following parameters: ng = 2 (binary-state sensor), the
length of a trajectory N = 100, time step dt = 0.01,
and (pu*,T*,v%) = (In100,1.0,0.2). The Hessian involves
second-order derivatives, which are computed as finite
differences with 60 = (4.8459% of u*,5% of T*,5% of
v¥). The result was acquired for n; = 2 with only
2-point trajectories, and the trajectories are taken as

S = (s(t), s(t+100dt)).

Appendix G: Analysis of Markov model
1. Solution to the Trajectory Probabilities

For the Markov model described in Sec. IV.B, the
discrete-time evolution of the probability of the compos-
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FIG. 7. The contour plots of § and C; plotted against the variables ¢ and T when the ligand particles were modeled using (a)
the WCA potential and (b) free particles. The simulations were performed for 100 million time-steps with 20 repetitions and

10 billion time-steps in the case of (a) and (b), respectively.

ite environment-sensor system p can be written as

p(tiv1) =W p(t:) (G1)
where p(t = t;) is a 6-by-1 probability vector for states
1 to 6 at time ¢ = ¢; and W is the transfer probability
matrix described by the transition rates listed in Table. I.
At any time, we can write the probability of the sensor
as P[0] = p1 + p2 + ps and P[1] = psy + ps + ps. Be-
low, we obtain the probability of trajectories rather than
probabilities of states.

At stationary environmental condition 8 and a given
design of the sensor k, W is time-homogeneous and the
system could reach non-equilibrium steady state (NESS)
with probability over the 6-state state space denoted by

Pss:

w Pss = Pss (G2)
Obtaining pss allows us to obtain the discrete-time tra-
jectory probabilities of the sensor’s state. Notice that
among the 6 states, the first 3 states correspond to the
sensor in the state “u” (s = 0) and the last 3 states cor-
respond to “b” (s = 1). For convenience let us define

the following vectors and matrices to assist the coarse-
graining from the 6-state probability vector to probabil-
ities of the sensor’s binary state:

u=(1,1,1,0,0,0) (G3)
b= (0,0,0,1,1,1) (G4)
100000
010000
. 001000
Du=1000000 (G5)
000000
000000
000000
000000
. 000000
Dv=1000100 (G6)
000010
000001

First, let us focus on the trajectory probabilities of
the sensor’s 2-point trajectories (n; = 2). Here the sen-
sor’s state at time t and at time ¢ + 1 gives 4 possible
trajectories S € {00,01,10,11}. At NESS, with a given
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FIG. 8. The contour plots of 5§ and C: plotted against the variables ¢ and v, when the ligand particles were modeled using (a)
the WCA potential and (b) free particles. The simulations were performed for 100 million time-steps with 20 repetitions and
10 billion time-steps in the case of (a) and (b), respectively.

environmental condition 8, the trajectory probability can

be written as

Po[00] = u- (W (Dy p (G7)
Po[01] =b- (W (Dy p (G8)
Py[10] = u- (W (Dy p (G9)
Po[11] =b- (W (Dy p (G10)
Then for n; = 3, where the sensor’s state at times
t, t + 1, and ¢t + 2 forms 3-point trajectories: S €

{000,001, 010,011,100,101,110,111}. One can write the

trajectory probabilities as:

Pp[000] = u- (W (Dy (W (Dy pss))))
Pp[001] = u- (W (D, (W (D pss))))
Ppl010] = u - (W (Dy (W (D pss))))
Po[011] = u- (W (Dy (W (D pss))))
Pp[100] = b - (W (Dy (W (D, pss))))
Po[101) = b - (W (D, (W (D pss))))
Po[110] = b - (W (Dy (W (Dy pss))))
Po[111] = b - (W (Dy (W (D pss))))

The analytical expression is further used to analytically
obtain the log-likelihood function (1If) and Hessian ma-
trices by methods described below. These expressions are
too long to be displayed in terms of matrix elements of
W, and were evaluated analytically using Mathematica.
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FIG. 9. The contour plots of 5 and C; plotted against the variables v, and T" when the ligand particles were modeled using
(a) the WCA potential and (b) free particles. The simulations were performed for 100 million time-steps with 20 repetitions

and 10 billion time-steps in the case of (a) and (b), respectively.

2. Rank-deficient MLE analysis

Consider a fixed environmental variable 8%, we assume
that accumulate m independent trajectories of the sen-
sor’s state, {S*1,5*2 ... S*™}. One can perform a max-
imum likelihood estimation (MLE) of 8* where the log-
likelihood function (1If) of environmental variables  un-
der sufficient sampling m > 1 can be written as

-y ros

where Py+[S]’s are probability to observe a trajectory
S at the environment condition 6%, and Py[S]’s are the
trajectory probabilities for any arbitrary parameter 6.
The maximum likelihood estimator’s job is to estimate
the true condition of the environment (6*) by varying
the value of 6 and maximizing the 1If {(#). Then 6. =
argmax{l(0)} is the best estimation of the environmental
condition 8”. In the ideal case of full multiplexing, where
all environmental variables can be simultaneously sensed
from the trajectories, 8.5 — 0 in the limit of sufficient
sampling.

The multiplexing ability is then determined by the ge-

ln Pg ] (Glg)

ometry of I(8) around 6*. If [(0) is strictly concave, then
full multiplexing can be achieved. Here the capability of
multiplexing around 6* is thus determined by the rank
of the Hessian matrix of (@) evaluated at 8*. Below let
us first analytically obtain the Hessian matrix. The 7j-th
element of the Hessian is expressed as:

%1(0)

Hy; = —7
77 960,00,

(G20)

Given the expression for the llIf under abundant sampling,
Eq. G19, the first derivative of the [(€) can be expressed
as

) = ZPB*[S] Pgl[S 3P9[§’]

(G21)

Then the ij-th element of the Hessian is

B 9°PylS] 1 0Pg[S] 9Ps]S]
_ZS:{ 00,00,  PelS] 00; 00, }6*
(G22)

The first term in Eq. G22 vanishes due to normalization,

0%1(0)
90,00




]

(a) 0.4 0.8

0.7

0.3 06

0.5
0.2

Vx

0.4
0.3
0.1
0.2

0.1

(b)
0.900
0.898

0.897

Vz

0.896

0.895

0.894

(c) 04 T

0.3

0.2 1

Vr

0.1+

0.0 T
3.5

FIG. 10. The contour plots of 5§ and C; plotted against the
variables ;1 and v, when the frictional drag term is eliminated
from the binding kinetics of the receptor.
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and hence we obtain

- 1 OP[S] OPp[S]
Hi= ZS:Pg[S] 20, 00; |,

(G23)

In the specific example of the 6-state-Markov model, we
have declared that there are 4 independent environmen-
tal variables 61, 62, 03, and 6,4, and correspondingly the
Hessian is a 4 x 4 matrices for both cases of n; = 2 and
ny; = 3. The Hessian is rank-deficient when its rank is
lower than 4.

(a) 1.8

(b) 1.8

35 40 45 50 55
u

FIG. 11. The contour plots of § and C; plotted against the
variables p and temperature 7.

Appendix H: Codes

The numerical code written in Julia language will be
made publicly available at GitHub: Stochastic Sensory
Receptor
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