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A B S T R A C T

Solute segregation to stacking faults (also known as Suzuki segregation) has been employed to stabilize the
planar defects to design desired plastic deformation mechanisms in Co- and Ni-based alloys. However, the
solute segregation behaviors in intrinsic stacking faults (ISF) and the electronic origin of the segregation remain
unclear in face-centered cubic Co- and Ni-alloys. In this study, we predicted the solute-ISF interaction energy
for 3d, 4d, and 5d transition metal elements in FCC Co and Ni, using first-principles density functional theory
calculations. The driving force of segregation can be attributed to the confluence of the local atomic distortions,
charge density redistribution, electron orbital interactions, and local magnetic interactions between the solute
and the solvent atoms. These driving forces and the relationships can be utilized in future alloy design efforts
to improve mechanical properties via Suzuki segregation to planar defects.
1. Introduction

Advanced structural alloys exhibit excellent high-temperature me-
chanical properties stemming from the dislocations and stacking faults
(SF) that interact with various obstacles. Studies have shown that solute
segregation to the stacking faults, also known as Suzuki segregation [1,
2], can (1) promote stable and effective planar barriers to dislocation
motions and (2) induce local phase transformations to improve me-
chanical properties in superalloys, steels, and multi-principal element
alloys [3–5]. The concept of utilizing Suzuki segregation to strengthen
the materials motivates researchers to understand the phenomenon and
implement it in integrated computational materials engineering (ICME)
approaches [3,6–9].

In high-strength steels, the stacking fault energy (SFE) can be modi-
ied by control of Mn additions, which has been used to design desirable
lastic deformation mechanisms to achieve good strength-ductility syn-
rgy [4]. The SFE of Fe-Mn-Al-Si steels decreases with decreasing
n content so that SFs, martensitic transformations, and twinning
an be activated as secondary deformation mechanisms [10,11]. As
result, extended dislocations in the matrix are less likely to cross-
lip and are constantly blocked by the planar structures, leading to
tronger strain hardening effects. In Co and CoNi-based superalloys,
light modifications in alloy compositions can lead to changes in which
olute species will segregate to stacking faults and the resulting pla-
ar defect energies, significantly influencing high-temperature creep
ehavior [3,6,12,13]. Extensive works have been conducted to under-
stand the Suzuki segregation in the planar defects of the 𝛾 ′−Ni3Al phase
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by high-resolution transmission electron microscopy and atom probe
tomography [3,6,8,9,12,14–16]. First-principles and thermodynamic
simulations have been used to study the driving force of segregation,
in which new models have shown the ability to quantitatively predict
the segregation concentration and energy at finite temperatures and
compositions [7,9,17].

While most of the recent studies have focused on the superlattice
planar defects in the 𝛾 ′ precipitates of superalloys, Suzuki segregation
in the face-centered cubic (FCC) disordered phase remains unclear.
The FCC phase plays an important role in Co- and Ni-based alloys.
Superalloys contain about 30 to 40 vol.% of FCC phase, serving as the
matrix phase strengthened by the cuboidal 𝛾 ′ precipitates [18]. Planar
defects that shear the 𝛾 ′ phase originate from the dislocation/stacking
fault interactions at the 𝛾 − 𝛾 ′ interfaces [18]. For example, the MP159
superalloys (CoNiCr-based) maintain high strengths at elevated temper-
atures, thanks to the change from perfect dislocation glide to partial
dislocation glide in the FCC phase [19]. The change of deformation
mechanisms can be attributed to the solute segregations to the intrinsic
stacking fault in the FCC phase by lowering the stacking fault energy,
which could affect the nucleation of 𝜖 phase at high temperatures [19].
However, the origin of the segregation was not clearly studied [19].
Recent study by Feng et al. has also stated that ‘‘local phase transforma-
tion’’ in the 𝛾 ′ could be originated from the stacking fault interaction at
the matrix-precipitate interface [20]. It is essential to understand how
alloying elements can stablize the stacking faults to provide efficient
vailable online 7 February 2023
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barriers to increase high-temperature strengths. Therefore, a funda-
mental study of Suzuki segregation in the FCC phase is important to
understand and control the dislocation interactions. Such studies can
further improve the thermodynamic modeling of stacking faults, which
has yet to be satisfied by the current thermodynamic database of the
bulk phases.

For an FCC alloy, stacking faults comprise two or four layers of the
hexagonal closed-packed planes (HCP). Because of this, the stacking
fault energy can be modeled by considering two or four layers of HCP
which comprise the stacking fault, bound by FCC/HCP interfaces [21]:

𝑆𝐹𝐸 = 𝛥𝐺𝑓𝑐𝑐→ℎ𝑐𝑝 + 2𝜎𝑓𝑐𝑐∕ℎ𝑐𝑝 (1)

n which 𝛥𝐺𝑓𝑐𝑐→ℎ𝑐𝑝 is the phase transformation energy for the two
ayers of ISF, and 2𝜎𝑓𝑐𝑐∕ℎ𝑐𝑝 represents the two interfaces between the
CC and the ISF. This approximation relies on accurate experimental
easurements of the stacking fault widths, compositions, or accurate
ree energies to determine the interfacial term.
The equilibrium composition at stacking faults can be modeled by

tilizing the segregation isotherm, developed by Ma et al. [22] and
eng et al. [9]. The interactions are composition- and temperature-
ependent such that segregation follows the segregation isotherm [22]:

𝑐𝑖
1 − 𝑐𝑖

=
𝑐∞

1 − 𝑐∞
𝑒𝑥𝑝

(

−
𝛥𝐸𝑠𝑒𝑔

𝑖
𝑘𝑇

)

(2)

in which 𝑐𝑖 is the solute concentration of plane-𝑖 adjacent to the
stacking fault, 𝑐∞ is the solute concentration far from the stacking
fault, 𝛥𝐸𝑠𝑒𝑔

𝑖 is the segregation energy, 𝑘 is Boltzmann constant and 𝑇 is
temperature. A negative value of the segregation energy indicates the
driving force of segregation. Feng et al. considered the excess exchange
potential and gradient contributions to 𝛥𝐸𝑠𝑒𝑔

𝑖 [9,22], given by:

𝛥𝐸𝑠𝑒𝑔
𝑖 = 𝛥𝐸𝑋

𝑖 + 𝛥𝜇𝑒𝑥
𝑐𝑖

− 𝛥𝜇𝑒𝑥
𝑐∞

− 𝜅 𝑑2𝑐
𝑑𝑥2

(3)

in which the 𝛥𝐸𝑋
𝑖 is the solute-SF interaction energy, 𝛥𝜇𝑒𝑥 is the excess

exchange potential beyond the ideal mixing, and the last term is the
energy related to the gradient of the segregation profile. When the
solute concentration is dilute (< 5𝑎𝑡.%), the interaction energy likely
dominates this expression, and thus can be used as surrogate to predict
equilibrium concentration of solute at stacking faults. However, Feng
et al. have shown that the excess potential and gradient contributions
can be comparable to interaction energy in concentrated ranges [9].
Thus, in this work, we use the interaction energy as a surrogate for
segregation energy.

Further applications rely on calculating the terms in Eq. (3) quan-
titatively. Rao et al. have calculated the interaction energies for Co,
Cr, Nb, and Ta in the superlattice intrinsic stacking faults in 𝛾 ′ phase
through first-principles calculations [7]. And Feng et al. demonstrated
that the excess exchange potential could be modeled by the energies
of ordered/disordered interactions using thermodynamic data [9,23].
This requires determining the solute interaction coefficients for the HCP
and FCC phases beyond the ideal mixture, such as regular solution
and subregular solution models [9]. The first-principles studies of
the Suzuki segregation in FCC Co-Ni binary alloys have shown that
the ISF cannot be treated by the bulk close-packed hexagonal phase
(HCP), even though the ISF maintains the stacking sequence of the
HCP phase across 2 to 4 layers (see Fig. 1(a)) [17]. In addition, the
supercell method by including an ISF within the FCC matrix is useful
to quantify the excess energy due to interfacial interactions [3,17,24].
The first-principles approach can be generally applied to concentrated
systems and do not simply rely on the bulk phase energies to determine
segregation.

To incorporate Suzuki segregation in alloy design within the ICME
practices, current knowledge gaps should be addressed: (1) A sys-
tematic study has not been conducted across the important alloying
2

t

elements in the periodic table for Co- and Ni-alloys to determine the
solute interaction energies; (2) the electronic origin of the segrega-
tion behavior has not been fully understood. Therefore, this study
employs first-principles supercell method to investigate the 3d, 4d and
5d elements in the intrinsic stacking fault of FCC Co and Ni alloys.

2. Methodology

2.1. Supercell methods for interaction energy calculations

Starting with the segregation energy Eq. (3), the interaction energy
𝛥𝐸𝑋

𝑖 can be evaluated by the supercell method through first-principles
simulations. The interaction energy is calculated by comparing the
energy of the supercell with a solute atom in layer-𝑖 and the energy
of the supercell with the solute in the FCC [7,9,17]:

𝛥𝐸𝑋
𝑖 = 𝐸𝑋

𝑖 − 𝐸𝑋
∞ (4)

in which 𝛥𝐸𝑋
𝑖 is the interaction energy of solute-X in layer-𝑖 near the

stacking fault, 𝐸𝑋
𝑖 is the total energy of the tilted supercell containing

one X atom in layer-𝑖, and 𝐸𝑋
∞ is the total energy of the tilted supercell

with one X atom far away from the stacking fault.
To quantify 𝛥𝐸𝑖, we utilize a defected supercell containing an ISF

by shifting the perfect FCC structure by a vector of 𝑏 = 𝑎∕6[1̄1̄2] on
the (111) plane, see Fig. 1(a) and (b). In this way, a tilted supercell
along the [111] direction can be created from the FCC supercell with
3n number of (111) planes, as seen in Fig. 1(c) and (d). This study uses
a 9-layered tilted supercell with four atoms per layer, see Fig. 1(d).
The two innermost ISF planes are layer-1 and layer-9 when periodic
boundary condition is applied. Previous studies have shown that nine
atomic layers are sufficient to reduce the interactions between the ISF
phase in two adjacent periodic images [17,24].

In the tilted supercell in Fig. 1(d), layer-1 is the ISF plane and layer-
5 can be used to approximate 𝐸𝑋

∞. Negative interaction energy implies
solute segregation to the stacking faults, and a positive value implies
solute depletion from the stacking fault. DFT calculations are performed
to calculate the interaction energies of 3d, 4d and 5d elements in the
tilted supercells of Co and Ni. For simplicity throughout the paper, the
term ‘X-1’ is used exclusively to represent the supercell with the solute-
X atom in layer-1 (ISF plane). Similarly, ‘X-5’ is used exclusively for the
supercell with the solute-X atom in layer-5 (FCC plane).

2.2. Density functional theory calculations

In this study, the tilted supercells contain nine (111) planes with
four atoms per layer, as shown in Fig. 1(d). To quantify the energy
dependence on cell sizes, larger supercells (81-atom) were constructed
with nine atoms on the (111) plane. The ground state total energies
of the supercells are calculated using the Vienna Ab-initio Simulation
Package (VASP) [25,26]. The projector augmented-wave method [27]
was used to model the ions and electrons interactions with a global cut-
off energy of 450 eV. We used the Generalized Gradient Approximation
(PBE-GGA) to approximate the exchange–correlation functionals [28].
Colinear spin polarization was considered for all supercells, and the
initial magnetic moments for Co and Ni were set to 2 and 1 𝜇𝐵 , re-
spectively. We used a 𝛤 -centered 16 × 16 × 4 k-mesh for the 9-layered
6-atom supercell. The energy integration was done by the Methfessel–
axton method [29] in the reciprocal space with 0.2 eV smearing for
onic relaxations. We used 10−4 eV and 10−5 eV energy differences for
he convergence criteria of the ionic relaxation and the self-consistent
oops, respectively. After ionic relaxations, a highly-accurate electronic
alculation was carried out with the tetrahedron-Blochl method [30].
he tilted supercells of pure Co and Ni were fully relaxed before doping

he solute atoms into the layers for ionic relaxation.
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Fig. 1. Schematics of creating intrinsic stacking fault supercells. (a) Stacking sequence of the intrinsic stacking fault. (b) Displacement vector 𝑏 = 𝑎∕6[1̄1̄2] for creating an intrinsic
stacking fault on the (111) planes of the FCC structure. (c) The 9-layered supercell for FCC structure with a solute atom (yellow sphere) in layer-1. (d) The 9-layered tilted supercell
with a solute atom (yellow sphere) in layer-1, layer-1 and layer-9 are ISF planes.
Source: Recreated from Ref. [17] with permission from Elsevier.
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2.3. Charge density difference

Charge density analysis can be used to reveal the local bonding
environments. The number of electrons is fixed for a system in which
the charge density will redistribute when the solute shifts its position
from an FCC plane to an ISF plane. This redistribution can be used
to indicate bonding characteristics in the lattice. Therefore, the charge
density difference (CDD) calculations were used to analyze the spatial
redistributions of charge density around the solute placed in the ISF and
the FCC planes. The charge density difference is defined by subtracting
the atomic densities from the total density:

𝛥𝜌 = 𝜌𝐴+𝑋 − 𝜌𝐴 − 𝜌𝑋 (5)

In our application, 𝜌𝐴+𝑋 is the charge density of the tilted supercell
containing both the solvent-A and solute-X, 𝜌𝑋 is the charge density of
the tilted supercell with only the doped solute-X atom, and 𝜌𝐴 is the
charge density of the tilted supercell with only the solvent-A atoms.
For example, the supercells for the 𝜌𝐴+𝑋 , 𝜌𝐴, and 𝜌𝑋 are illustrated in
Fig. 2(a). The net density difference over the whole supercell is zero
because the total number of electrons in A+X is the same as the sum in
A and X. However, the A-X bonding and the A-A bonding will be dif-
ferent, and the charge density will adapt to the new environment. The
charge density calculations have been proved useful to various studies,
including uncovering the deformation mode of materials under applied
loads [31,32], determination of surface properties of adhesion [33],
nd the type of bondings of that leads to different ferroelectricity
roperties [34]. Therefore, to provide insights into the segregation, we
ocus on the difference in the charge densities for the solutes placed
n the ISF and the FCC planes. The relative CDD shown in Fig. 2(b) is
efined by 𝛥𝜌′ = 𝛥𝜌1 − 𝛥𝜌5, in which 𝛥𝜌1 and 𝛥𝜌5 are the CDDs of X-1
nd X-5 calculated by Eq. (5), respectively.

. Results and discussions

.1. Solute interaction energy in Co and Ni

The interaction energies of solutes in the innermost plane of the ISF
re shown in Fig. 3 for Co and Ni systems. In Co, most of the elements
3

m

Fig. 2. (a) Schematics of the charge density difference calculation for solute-X (yellow
atom) in layer-1 of the tilted supercell. (b) Schematics of the relative charge density
difference calculation for solute-X in layer-1 and layer-5.

from V-group to Co-group exhibit driving forces of segregation in the
ISF (negative interaction energy), while Mn, Fe, W, and others show
depletion (positive interaction energy). It has been shown that a segre-
gation energy of about -20 meV can raise the Co concentration in the
superlattice intrinsic stacking fault by about 25% [9]. The interaction
energy ranges from −105 meV (Cr) to 151 meV (Mn), indicating that
the SFE can be manipulated by controlling the alloying concentration.

In Ni, all the investigated elements show a driving force for seg-
regation, ranging from −120 meV (Re) to −15 meV (Pt), as shown in
Fig. 3(b). This implies that the solute elements may lower the stacking
fault energy of pure Ni. According to experimental measurements, the
probability of observing stacking faults increases with solute concen-
trations, ranking from Ti > Mo > W > V > Cr > Mn > Co > Cu >
Fe [35,36]. This largely agrees with our interaction energy from low
segregating) to high (depleting): Mo < W < V < Ti < Cr < Co < Fe <
n < Cu. The reasons for the discrepancies between the theoretical and
xperimental ranking can be manifold. The first and most important
eason could be the accuracy of the experiments that measured the
tacking fault density [35]. The uncertainty of the stacking fault density
easured by the X-ray diffraction technique can be up to 0.002, which
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Fig. 3. Solute interaction energies in the ISF for 3d, 4d and 5d elements. (a) Co alloys.
b) Ni alloys.

s significant for the absolute densities of about 0.005 to 0.01 for Ni-
ased alloys [35]. Second, the stacking fault segregation and energy are
ompositionally dependent. The ranking determined from the experi-
ents (SF density: 0.01–0.03) is actually from concentrated solutions
igher than 10 at.%, in which configurational entropy can play an
mportant role. Third, the heat treatment history can also influence the
F density; however, the recrystallization temperature and time were
nclear for the alloys. All the above reasons can lead to discrepancies
n the theoretical and experimental measurements. The 4d and 5d
lements exhibit similar trends of interaction energy: from left to right,
he energy decreases to group-7 elements and then increases. However,
d elements, especially Cr, Mn, and Fe, show different behaviors. This
an be partly attributed to the magnetism of Cr, Mn, and Fe. Niu et al.
ave shown that in CrMnFeCoNi and CrCoNi alloys, Cr, Mn, and Fe
toms have higher magnetic moments than Ni, and their magnetic
oments can change significantly within the FCC/HCP supercells [5].

3.2. Local atomic distortion

Solutes with different atomic radii create local lattice distortions in
the supercell. The local atomic distortion (LAD) is quantified by the net
displacement of an atom from the input structure [37]:

LAD = ‖𝑝 − 𝑝 ‖ (6)
4

0

in which 𝑝0 = (𝑥0, 𝑦0, 𝑧0) and 𝑝 = (𝑥, 𝑦, 𝑧) are absolute coordinates of an
atom before and after ionic relaxation, respectively. This definition may
not be able to exclude cooperative displacements of all atoms after ionic
relaxation, which results in non-zero LAD even when the true distortion
is negligible. To avoid the cooperative displacements, we introduce an
correction term for each atomic plane-𝑖:

LAD = ‖𝑝 − 𝑝0 − 𝑑𝑖‖ (7)

here 𝑑𝑖 is the cooperative displacement vector defined by 𝑑𝑖 = 𝑐𝑖−𝑐𝑖,0,
n which 𝑐𝑖,0 =

∑𝑛
𝑗 𝑝𝑗,0
𝑛 and 𝑐𝑖 =

∑𝑛
𝑗 𝑝𝑗
𝑛 are the averaged position of the

four atoms before and after relaxation on plane-𝑖, respectively, and 𝑛
represents the number of atoms on plane-𝑖.

In this way, the cooperative displacements on plane-𝑖 can be avoided
and the local displacements in the plane can be properly captured. The
means and standard deviations of the LAD for the four atoms in each
(111) plane can quantify the planar atomic distortions from layer-1 to
layer-9, which are shown in Fig. 4. To compare the lattice distortion
TAD) in the whole supercell, TAD can be calculated by summing the
AD for all the atoms in the supercell, as shown in Fig. 5.
The planar LADs for ‘X-1’ and ‘X-5’ structures show that distortion

is stronger in the planes adjacent to the doped-plane, see Fig. 4(a)
for Co and Fig. 4(b) for Ni. For the X-1 structure, layer-2 and layer-9
show substantial distortions while the doped layer-1 is distorted mildly,
and the distortion decays to negligible with increasing distances from
the doped plane. Similar behaviors can be seen in the X-5 structure,
in which the doped layer-5 presents negligible distortion. From top

Fig. 4. Planar atomic distortion for every (111) plane in the (a) Co tilted supercell and
(b) Ni tilted supercell. The red lines are for the solutes in the ISF plane (plane-1). The
blue lines are for the solutes in the FCC plane (plane-5). The values are the average of
the LAD of each atom in the plane. Error bars represent standard deviation in individual
LAD for the atoms in each plane.
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Fig. 5. Total atomic distortion of the supercell with a solute in the ISF (plane-1) vs.
total atomic distortion of the supercell with the solute in the FCC (plane-5). For Co-
alloys (a) and Ni-alloys (b), solutes produce similar total distortions when placed in
ISF and FCC planes.

to bottom, the middle 4d and 5d elements show relatively smaller
distortions, and the distortions gradually increase from the middle to
group 4 and to group 12 elements. Co creates negligible distortions in
the Ni supercell, and vice versa, mainly due to the similarities in atomic
radii, lattice structure, and electronic configurations between the two
elements.

For solutes in the Co supercell, the contributions of the in-plane and
out-of-plane distortions are shown in Fig. 6 where local distortions of
the planes are decomposed into three different vectors of the supercell.
For example, when the Ti atom is placed in layer-1, the magnitudes of
the in-plane (𝑎 and 𝑏) and out-of-plane (𝑐) distortions are comparable
for each plane, see Fig. 6(a). The largest distortions are within layer-
2, followed by layer-9. In contrast, when the Ti atom is placed in
layer-5, layer-4 and layer-6 exhibit the largest distortions, see Fig. 6(b).
The curves in Fig. 6(b) exhibit a symmetrical manner on both sides of
layer-5. This can be attributed to the geometry of the tilted supercell
that layer-5 is the middle plane of the cell. Similarly, the discrepancy
between the distortions of layer-9 and layer-2 can be attributed to the
fact that layer-9 is one of the ISF planes while layer-2 is outside the
ISF.

For solutes in the Ni supercell, the trends of local distortions are
similar to the Co supercell mentioned above, see Fig. 7. Compared with
the Co supercell, the magnitudes of distortions in the Ni supercell are
lower. Another difference in the distortions between the Ni-Ti supercell
and the Co-Ti supercell is that, for Ti-1 in the Ni supercell, the 2NN
planes also exhibit distortions along the 𝑐-direction, see Fig. 7(a). This
out-of-plane interaction might be because the ISF is more stable in Co

2

5

with a stacking fault energy of about −110 mJ∕m , while the SFE of
Fig. 6. Ti in Co supercells: Local distortions in three directions of the tilted supercell. 𝑎
and 𝑏 are for the (111) in-plane distortion, and 𝑐 is for the (111) out-of-plane distortion.
(a) is for the Ti atom placed in layer-1 of the Co supercell. The yellow-highlighted
planes represent the ISF planes. (b) is for the Ti atom placed in layer-5 of the Co
supercell. The blue-highlighted plane represents the FCC plane with the solute atom.

Fig. 7. Ti in Ni supercells: Local distortions in three directions of the tilted supercell. 𝑎
and 𝑏 are for the (111) in-plane distortion, and 𝑐 is for the (111) out-of-plane distortion.
(a) is for the Ti atom placed in layer-1 of the Ni supercell. The yellow-highlighted planes
represent the ISF planes. (b) is for the Ti atom placed in layer-5 of the Ni supercell.
The blue-highlighted plane represents the FCC plane with the solute atom.
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Ni is about 125 mJ∕m2 [17]. For other solutes in both systems, similar
bservations can be made. With such observations, it can be confirmed
hat solute atoms generate local distortions, which will fade away with
ncreasing atomic distances. Therefore, the interaction energy can be
artially related to the differences between the distortions in the 1NN
onds formed in the ISF and FCC layers.

Fig. 8. The ordered structure of Co3X or Ni3X for a four-atom (111) plane containing
one solute atom (yellow) and three solvent atoms (gray).

It is important to note that the solute-doped planes exhibit lower
distortions, see layer-1 in Fig. 6(a) and layer-5 in Fig. 6(b). This is
because each (111) plane contains four atoms that, when replacing a Co
atom with the solute atom, an ordered structure will be formed within
the plane with a composition of Co3X, see Fig. 8. This ordered structure
reduces the in-plane distortion of the solute plane while causing distor-
tions in the adjacent planes. For the larger 81-atom supercells without
6

the in-plane ordered structure, the in-plane distortions are higher for
the solute-plane (See the example in Figure S2 in the supplementary
document). In addition, it is also noted that the Ti-1 plane shows larger
distortions than the Ti-5 plane even though they maintain the same
ordered structure. It is more likely that the ISF structure causes the
distortions.

Fig. 5 shows that the total distortions are comparable for X-ISF
and X-FCC supercells. The relationship between the interaction energy
and the total lattice distortion is weak (not shown here, see Figure S3
in the supplementary document). Therefore, it is reasonable that the
solute interacting with the adjacent atoms locally by affecting the bond
lengths between the solute and solvents. To link the interaction energy
with the local bond lengths, the averaged bond length can be defined
by the mean of the first nearest-neighbor bonds between the solute and
solvent atoms:

𝑅[𝑋] =

∑12
𝑗 ‖𝑝𝑗 − 𝑝𝑠‖

12
(8)

in which 𝑝𝑗 represents the positions of the 1NN solvent atoms around
he solute atom with the position of 𝑝𝑠. The coordination number is 12
for solutes in both the ISF and FCC planes. Using Eq. (8), the averaged
bond lengths of X-ISF (R[X-ISF]) and those of X-FCC (R[X-FCC]) are
calculated.

The correlation between the interaction energy and the differences
of the bond lengths for X-ISF and X-FCC solutes are shown in Fig. 9. For
Fig. 9. Relationship between the interaction energy and the 1NN bond length difference with solutes in the ISF and the FCC layers. For Co supercells: (a) Interaction energy vs.
he difference between the 1NN bond lengths of the X-ISF (layer-1) and the X-FCC (layer-5); (b) the 1NN bond lengths of X-ISF increases with the radius mismatch between the
olute atom and the Co atom, except for 3d elements. For Ni supercells: (c) Interaction energy vs. the difference between the 1NN bond lengths of the X-ISF (layer-1) and the
-FCC (layer-5); (d) the 1NN bond lengths of X-ISF increases with the radius mismatch between the solute atom and the Ni atom, except for 3d elements.
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both Co and Ni supercells, the interaction energy generally increases
when the difference between the bond lengths of the X-ISF and X-
FCC supercells increases (see Fig. 9(a) and (c)). As also pointed out
by Feng et al. in the study of solute-defect interaction in the Ni-based
superalloys, the magnitude of the interaction is generally related to
the distortion, and the change of positions around the dislocation core
and grain boundary [9]. The distortion can first be related to the
atomic misfit between the solute and solvent atoms. The 1NN bond
lengths of X-ISF generally increase with increasing atomic radius misfits
(r(X)-r(Co or Ni)) calculated by the Wigner–Seitz radius (r(X), r(Co)
and r(Ni)) of the PBE pseudopotentials [28], especially for 4d and 5d
elements, as shown Fig. 9(b) and (d). For 3d elements with similar
atomic misfits, the correlation between the 1NN bond lengths and the
atomic misfit is weaker. For these 3d elements, the planar distortions
are generally smaller than those by the 4d and 5d elements, see Fig. 4.
The valence electronic configurations of 3d elements are 4s3d, shar-
ing similarities with Co (4s23d7) and Ni (4s23d8). This indicates that
other interactions may be involved, such as electronic and magnetic
interactions, which will be discussed later.

3.3. Charge density difference

Charge density difference reflects the formation of bonding, which
can be visualized by the spatial mapping of charge density redis-
tribution around the solute atoms. The redistributions mainly occur
between the 1NN atoms and the solute, and the CDD in other regions is
negligible. The strength of the bonding can be qualitatively interpreted
from the morphology of the contours of the CDD between the solute
and solvent. For example, Fig. 10(a) shows the CDD around the Cr and
NN Co atoms in the ISF plane. The cyan isosurface around the Cr atom
n the middle shows a depletion zone of charge density, and the yellow
sosurfaces show an accumulation zone of charge density. It can be seen
hat the accumulation zone is in between the Cr-Co bonds, indicating
hat Cr is contributing the charge density to the bonding region, see
ig. 10(a) and (b). The morphology of the isosurfaces in the ISF and
he FCC planes are different regarding the different stacking below the
iddle plane. For the Cr in the ISF plane (Fig. 10(a)), the upper and
ower planes have the same stacking structure, leading to symmetrical
atterns of isosurfaces. For the Cr in the FCC plane (Fig. 10(b)), the
ower plane is C-stacking, and the accumulation zone is adapted to the
r-Co bonds.

Fig. 10. Charge density difference isosurface around the Cr and the 1NN Co atoms
n (a) the ISF and (b) the FCC planes. The blue spheres are 1NN Co atoms and the
r atom is in the middle of the A plane. The yellow and cyan regions represent the
ositive and negative values of CDD, respectively.

The shapes and magnitudes of the accumulation zones around the
olutes are related to the strengths of the bondings. For the in-plane
istribution, the hexagonal accumulation zones on the ISF/FCC plane
how that charge redistributes around the solute and adjacent solvent
toms, while the intensity can be slightly different (see the middle
lanes in Fig. 11(a) and Fig. 11(b)). The in-plane CDDs of Cr-1 in
Fig. 11(a) show solutes’ abilities to contribute charge densities to the
bondings between the Cr and Co atoms. The planar CDDs for other
solutes are shown in Figure S6 in the supplementary document. In
7

Fig. 11. (a) For the Cr-1 in the Co supercell, CDD contour plots of the layer-9 (bottom),
layer-1 (middle) and layer-2 (top). (b) For the Cr-5 Co supercell, CDD contour plots
of the layer-4 (bottom), layer-5 (middle) and layer-6. (c) Relative CDD between the
layers in (a) and (b): Bottom: comparison between layer-9 of Cr-1 and layer-4 of Cr-5;
Middle: comparison between layer-1 of Cr-1 and layer-5 of Cr-5; and Top: comparison
between layer-2 of Cr-1 and layer-6 of Cr-5. Yellow and gray spheres represents the
Cr and Co atoms.

general, the accumulation zones slightly shrink from the left to right
side of the periodic table, indicating that the solute–solvent interactions
are weakened. For the out-of-plane distribution, layer-9 and layer-
2 near the solute-doped layer-1 exhibit slightly different CDD even
though they have the same atomic stacking (see the bottom and top
layers of Fig. 11(a)). The CDDs of layer-3 and layer-5 are rotated 60◦
about the center (see the bottom and top layers of Fig. 11(b)). However,
the CDD intensities of the upper and lower planes drop below 1/5 to
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Fig. 12. (a) Co-alloys and (b) Ni-alloys: Relative CDD contour plots of the X-1 planes with the solute atom in the middle, the yellow sphere denotes the solute and gray spheres
enote the solvent atoms in the first plot. The red and blue regions represent positive and negative values of relative CDD, respectively. The black lines represent the zero contour
arked on the scale bar. The elemental labels in red color represent the negative interaction energies.
/10 of the intensity of the solute plane, see the top and bottom layers
n Fig. 11(a) and Fig. 11(b).
The relative CDD is introduced by comparing the CDDs around X-1

and X-5, as shown in Fig. 11(c) for Cr in the Co supercell. Although
the in-plane structures of the ISF and FCC planes are similar, charge
is redistributed differently around Cr-1 and Cr-5, which can be linked
to the segregation behaviors of solute and solvent atoms. The peaks
and valleys on the relative CDD plot indicate preferential bonding
directions. As shown in Fig. 4, Fig. 7, and Fig. 6, the in-plane distortion
is lower than 0.001 Å on the solute planes; therefore, the differences of
redistribution are less likely to be related to the in-plane relaxation.
The relative CDD mappings for all the solutes are shown in Fig. 12
for Co and Ni supercells. The charge density redistributes with distinct
stronger peaks and deeper valleys around the solute atoms, especially
for Ti, V, Cr, Fe, Ni, Zr, Mo, Ru, Rh, Re, Ir, and Pt. Their relative
CDDs exhibit redistribution mainly around the solute center in different
directions not necessarily aligned with the solute-solvent bondings.
For these elements in Co (Fig. 12(a)), although most of them tend
to segregate to the stacking fault, including V, Cr, Ni, Mo, Ru, Rh,
Re, and Ir, the morphology is complicated that one cannot rely on a
simple pattern to indicate negative segregation. For the Cu- and Zn-
groups, the relative CDD intensities are weaker, which is due to the
facts that their CDDs are comparable and weaker around X-1 and X-5.
When solutes are placed in the Ni supercells, the charge redistributions
intensify not only around the solute atom but also around the 1NN
Ni atoms, see Fig. 12(b). For example, the relative CDD shows two
distinct peaks around the Ni atoms in the Ni-Ti plot 12(b). Because the
accumulation regions strongly correlate to the 1NN bonding directions,
it can be confirmed that the Ni-X bondings within the ISF plane are
enhanced. This can also explain that all the solutes in the Ni system
8

exhibit segregation tendency while only some of them show segregation
to the Co ISF.

3.4. Density of states

The bonding environment can be revealed by the site projected
density of states (DOS) of solutes and the 1NN solvent atoms. For solute
elements from left to right in the periodic table, the projected d-orbital
DOSs of the elements exhibit shifting of the high energy states of the
majority spin from above the Fermi level to lower energy states, see
Figure S4 in the supplementary. This change of DOS is also observed
for the investigated elements in their pure states [38]. This results in
different solute–solvent interactions through the d-d interactions. For
example, the role of d-d hybridization between the Ti-1 and 1NN Co
leads to the coexisting peaks of PDOS at around 1.5 eV above the
Fermi level, as indicated by the shaded box in Fig. 13(a). For the Co
atom in layer-5 (far away from the Ti-1) in the same supercell, no d-
d interaction can be detected. Similarly, for the Co atoms in layer-2,
layer-3, and layer-4, only weak interaction was observed for layer-2,
and no interaction can be detected for layer-3 and layer-4 atoms, see
Figure S3 in the supplementary document. This can further confirm
that d-d interactions can be formed between 1NN neighbors but are not
likely to influence atoms with longer distances. When Ti is in the FCC
plane, the 1NN Co atoms also show d-d hybridization (see Fig. 13(b)).
With similar observations across all the investigated elements in both
Co and Ni supercells, it can be concluded that the d-d interaction
between the solute and solvent atoms cuts off within the 1NN.

The d-d hybridization influences the solute interactions in the ISF
and FCC structures, which may be reflected around the Fermi level in
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Fig. 13. (a) Partial density of states of d-orbitals of selected sites in the Ti-1 supercell: Ti-1 is for the Ti site, Co-1 is for the 1NN Co in layer-1, and Co-5 is for the Co atom in
ayer-5. (b) Partial density of states of d-orbitals of selected sites in the Ti-FCC supercell: Ti-5 is for Ti in layer-5, Co-5 is for the 1NN Co in layer-5, and Co-1 is for the Co in
ayer-1. The 1NN Co and Ti present coexisting peaks at around 1.5 eV above the Fermi level. The Co atoms far away from the Ti presents no peaks at the same energy level.
Fig. 14. Projected DOS of the solutes (a) Cr, (b) Mo, (c) W, (d) Mn, (e) Tc, and (f) Re in layer-1 and layer-5 of the Co supercells. The deeper gap of Cr-1 than Cr-5 indicates
hat Cr is more stable in the ISF than in the FCC plane of the supercell, corresponding to a negative interaction energy. For Mo and W, the gaps are closer and can be related to
he higher interaction energies of these two elements. For Mn, Tc, and Re, same trend can be observed.
he DOS. It has been shown that the stability of a structure may be
valuated by the pseudo-gap at the Fermi level [39–41]. A lower DOS
(or a deeper pseudo-gap) at the Fermi level may indicate a more stable
structure, which means a larger distance between the pseudo-gaps of
the X-ISF and X-FCC indicates negative interaction energy. For Cr, Mo,
and W in the same group, the projected DOSs at the Fermi level of
the solute in layer-1 (ISF) is lower than those when the solute is in
layer-5 (FCC) (see Fig. 14(a)), implying that these elements favor the
ISF structure with a covalent-like environment [39]. In addition, at the
Fermi level, the difference between the pseudo-gaps of Cr-1 and Cr-5
is larger than that for Mo and W, which can be linked to the lower
interaction energy of Cr than Mo and W in the ISF. For the Mn-Tc-Re
group, the same trend can be observed: Mn has the highest interaction
energy with the narrowest pseudo-gap difference, followed by Re and
Tc. It is also noticed that the sign of the pseudo-gap difference may
9

not be directly reflected in the sign of the interaction energy. For Mn
with the highest positive interaction energy, the pseudo-gap of the Mn-
ISF is still slightly lower than that of the Mn-FCC. We observe similar
behaviors in the V-Ta-Nb and Fe-Ru-Os groups in the Co supercell.

To further relate the interaction energy to the pseudo-gap differ-
ence, a direct and linear correlation can be observed for 3d elements in
the Co supercells, see Fig. 15(a). A more negative pseudo-gap difference
indicates that the solute is energetically-favorable in the ISF plane over
the FCC plane. As discussed previously, the interaction energies for 3d
metals are less likely to be contributed by atomic misfits due to lower
lattice misfit, as shown in Fig. 9. Therefore, the pseudo-gap plays an
important role in comparing the solute-ISF and solute-FCC interactions
for the 3d metals. For 4d and 5d elements, the correlation is not strong
(Fig. 15(b), (c), (e), and (f)), which can be due to the stronger lattice
misfit interactions, shown in Fig. 9. For 3d elements in Ni, the linear
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Fig. 15. Interaction energy vs. the pseudo-gap difference between the X-ISF and X-FCC partial DOS. (a)–(c) are for 3d, 4d, and 5d elements in Co supercells. (d)–(f) are for Ni
upercells.
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elationship may be maintained for V, Cr, Fe, Cu, and Zn, while Ti,
n, and Co remain unclear. This may be related to the findings that
d elements exhibit more subtle d-d interactions with Ni [39].

3.5. Magnetization

The d-d hybridization changes the local magnetizations in the su-
percell within the 1NN bonds. As shown in Fig. 16, the differences
between the total magnetic moments of the X-1 and X-5 supercells are
less than one 𝜇𝐵 . For 3d elements in Co, no direct relationship can be
drawn between the interaction energy and the magnetization difference
between the X-1 and X-5 supercells (Fig. 16(a)). For 4d and 5d elements
n Co and Ni, we found that the interaction energy generally becomes
ore negative when the magnetic difference decreases between the X-
and X-5 supercells, as seen in Fig. 16(b)–(c) and Fig. 16(e)–(f). The
lectronic magnetization originates from the difference between the
ajority and minority spins up to the Fermi level, indicating that d-d
ybridization influences the majority spin more than the minority spin.
or 3d elements in the Ni supercell, a relationship may be observed
hat lower magnetization in the X-ISF cell leads to lower interaction
nergy (except for Cr), see Fig. 16(d). This can be related to the
ocal magnetization around the solute plane for the Cr-containing Ni
upercells, which will be discussed later.
10
In order to show how the solute atoms enhance/frustrate the local
agnetic moments, Fig. 17 plots the planar magnetizations across the
111) layers in the supercell. The local magnetic fluctuation vanishes
ith increasing distances from the solute plane, see Fig. 17(a). The
ame trends can be seen for solutes in the FCC plane of the supercell.
e notice that for Cr-, Tc-, and Os-added supercells, the magnetiza-
ions of the 1NN planes to the solute plane are slightly affected, see
ig. 17(a), (c), and (e). A closer inspection of the planar magnetization
eveals the lengths of magnetic interactions in the supercell. For ex-
mple, when doping Cr in the plane, the magnetizations of the upper
nd lower planes to the solute plane are not at the solvent level, see
ig. 17(a); similar observations can be made for Tc (Fig. 17(b)) and
s (Fig. 17(c)) for the Co system or Fig. 17(g), (i) and (k) for the Ni

system. However, for elements such as Mn, Ru, and Ir, the magnetic
frustration/enhancement is confined only to the solute plane and the
rest of the atomic planes maintain the same level of pure Co or Ni
(see Fig. 17(b), (d) and (f) for Co or Fig. 17(h), (j) and (l) for Ni).
In the periodic table of the transition metals, longer-range magnetic
interactions are observed for elements on the left side, such as Ti-, V-,
and Cr-group. For groups after the Fe-group, the magnetic interactions
are only within the solute-plane. This may partially explain the energy-
magnetization trends in Fig. 16 that Ti, V, Zr, Nb, Mo, Ru, Tc, Hf,
Ta, W, Re, and Os exhibit relatively lower interaction energies. As
seen in Fig. 17(g), Cr enhances the local magnetic moment on the
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Fig. 16. Interaction energy vs. the difference between the magnetic moments of the supercells with solutes in the ISF (layer-1) and the FCC plane (layer-5). (a)–(c) are for Co-alloys
and (d)–(f) are for Ni-alloys.

Fig. 17. Planar magnetic moments (normalized to per atom) of the tilted supercells with solute-X in layer-1 and layer-5. (a)–(f) are for Co supercells: (a) Cr, (b) Mn, (c) Tc, (d)
Ru, (e) Os and (f) Ir. (g)–(l) are for Co supercells: (g) Cr, (h) Mn, (i) Tc, (j) Ru, (k) Os and (l) Ir. Red lines are for solutes in layer-1, blue lines are for solutes in layer-5, and
the dashed gray lines are for magnetizations of pure Co or pure Ni.
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solute plane but frustrates the moments on the adjacent planes with
a comparable magnitude, which is unique among all the elements
investigated. In fact, Cr and Mn are well-known to disturb the local
magnetic moments and exhibit different magnetic states in the Cantor
alloy [5]. Such interaction may be the reason for the breakaway from
the energy-magnetization relationship observed in Fig. 16(d).

4. Conclusions

We studied the Suzuki segregation of the 3d, 4d, and 5d transition
metals in the intrinsic stacking fault of the FCC Co and Ni alloys. For
Ni alloys, all the investigated elements exhibit negative interaction
energies and hence the driving force of ISF segregation at 0 K. For
Co alloys, elements from group-5 to group-9 show driving forces of
segregation, except for Mn, Fe, and W. The interaction energy can be
related to the lattice distortions, redistribution of charge density, and
the density of states. The interaction energies are essential to thermo-
dynamic models to determine stacking fault energies. The relationships
between the energy and first-principles properties can be useful to
determine materials property descriptors for machine learning or active
learning models to guide the materials design using the stacking fault
and local phase transformation strengthening in both FCC and 𝛾 ′ phases
of Ni- and Co-based alloys.

1. Solutes generate different lattice distortions when placed in the
ISF and the FCC planes. We found that interaction energies increase
when the difference between the 1NN bond lengths in the ISF and the
FCC regions increases. The interaction energies of 3d transition metal
elements with lower lattice misfits are more likely to be controlled by
electronic and magnetic interactions.

2. The charge density redistribution around the solute atoms shows
that V, Cr, Ni, Mo, Ru, Rh, Re, and Ir are more likely to redistribute
charge density to the 1NN bonding in the ISF relative to the FCC region,
leading to negative interaction energies in Co. For the Ni system,
the redistribution around the Ni atoms are stronger when the solutes
are placed in the ISF plane compared to the FCC region, resulting in
negative interaction energies for all the elements.

3. The bonding environment is governed by the d-d hybridization
between the solutes and Co/Ni atoms. Pseudo-gap analysis reveals that
the interaction energies of 3d elements are more likely to be controlled
by the gap differences between ISF and FCC planes.

4. The d-d hybridization leads to changes in the local magnetizations
around the solute plane of the supercell. The interaction energy gener-
ally becomes more negative when the magnetic difference decreases
between the ISF and FCC regions after adding the solute atoms. 3d
elements show only weak correlation with differences in the magnetic
moment between the ISF and FCC regions. For Cr and Mn, Cr interacts
with adjacent (111) planes of the supercell while Mn only interact with
the solute plane, which may further leads to a change in the interaction
energies in Co and Ni.
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