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This paper focuses on realistic hybrid SIR models that take into account stochasticity. The
proposed systems are applicable to most incidence rates that are used in the literature
including the bilinear incidence rate, the Beddington-DeAngelis incidence rate, and a
Holling type II functional response. Given that many diseases can lead to asymptomatic
infections, this paper looks at a system of stochastic differential equations that also
includes a class of hidden state individuals, for which the infection status is unknown.
Assuming that the direct observation of the percentage of hidden state individuals being
infected, «(t), is not given and only a noise-corrupted observation process is available.
Using nonlinear filtering techniques in conjunction with an invasion type analysis, this
paper shows that the long-term behavior of the disease is governed by a threshold A € R
that depends on the model parameters. It turns out that if A < 0 the number I(t) of
infected individuals converges to zero exponentially fast (extinction). However, if A > 0,
the infection is endemic and the system is persistent. We showcase our theorems by
applying them in some illuminating examples.

© 2023 Elsevier Ltd. All rights reserved.

1. Introduction

The SIR epidemic models introduced first by [1,2] look at the dynamics of susceptible, infected, and recovered
individuals, whose densities at the time t are denoted by S(t), I(t), and R(t), respectively. In the absence of random effects,
the dynamics are described by the following system of differential equations

ds(t) = [ar — psS(e) — F(S(t), I(t))]dt,
di(t) = [—(pr + 1I(t) + F(S(t), I(t))]dt, (1.1)

dR(t

—
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Here a; > 0 is the recruitment rate of the population, us, u;, ug > 0 are the death rates of the susceptible, infected,
and recovered individuals, r > 0 is the recovery rate of the infected individuals and F(S(t), I(t)) is the incidence rate.
The dynamics of recovered individuals has no effect on that of the disease transmission. As a result, it is common not
to consider the recovered individuals as part of the problem formulation. We adopt this practice throughout this paper.
Various types of incidence rates F(S, I) have been considered in the literature, for example, the Holling type II functional

response F(S,I) = % [3], the bilinear functional response F(S,I) = BSI [4,5], the nonlinear functional response
F(S,I)= psi [6-8], and the Beddington-DeAngelis functional response F(S, ) = —2_ [9-11].

D Apmplh b . . . T+myShmpl = .
It is by now widely known that in order to have a realistic model, one cannot ignore random environmental fluctuations

(temperature, climate, water resources, etc.). This fact leads to extensive studies of stochastic epidemic models of the
form

dS(t) = [a — byS(t) — I(t)(S(¢), I(t))]dt + 01S(t)dB(t),
dI(t) = [=baI(t) + IO (S(t), I(t))]dt + 021 (t)dBy(t),

where B4(t) and B;(t) are independent Brownian motions and o1, 03 7# 0 are the noise intensities. Moreover, in the above
we have rewritten the coefficients: by := us, b, := u; +r and F(S, I) = If(S, I) (compare this to (1.1)). This system has
been analyzed in a general setting in [12].

It is well-known that there are diseases for which certain infected individuals are asymptomatic. Covid-19 is one such
example — there have been many reports of infections where the infected exhibit no symptoms. We aim to capture this
type of behavior in our model. In order to do this, we assume that the group of infected individuals that has incidence rate
I(£)f(S(t), I(t)) (the rate that describes how the disease spreads from infected groups to susceptible groups) in the classical
setting, now contains 2 sub-groups. The first group contains individuals who have been confirmed to be infected and with
the incidence rate I(t)f;(S(t), I(t)) (we will still denote this incidence rate by I(t)f(S(t), I(t)) for notational simplicity). The
second group has incidence rate I(t)h(S(t), I(t)) and contains people whose infection status is unknown or hidden. Let
«(t) be a Markov process taking values in M = [0, 1]. We suppose that «(t) represents the percentage of individuals in
the hidden-status class that are infected at time t > 0 and that only noise-corrupted observations of «(t) are available.
More specifically, one can only observe «(t) with additive white noise.

It is natural to assume that the hidden status of potentially infected individuals affects the spread of the disease. As
a result, we let the functions f and h depend on «(t). With the hidden state dynamics in (1.2), we obtain the following
hybrid stochastic epidemic system

(1.2)

s(t) = [a — biS(e) = () (@(©), S(0). 1(0) = «(OO(@(e), S(e), 1(e)]de + 15(6)dB (©), )
1.
di(e) = [ =bal(£) + IO (@(e), S(E), 1(6)) + a(M(O(a(e), S(), 1(6)|de + o2l(E)B (o).

Remark 1. One can understand the dynamics by looking at individuals from group S, in which susceptible individuals
are infected at the rate If(S, I). We assume that «(t) percent of the potentially infected individuals are actually infected.
Then we can say that members of the hidden group infect susceptible individuals at the rate «lIh(S, I).

Remark 2. We could combine I(t)f(«(t), S(t), I(t)) + a(t)I(t)h(a(t), S(t), I(t)) to produce a new function. However, we
choose the current setup to make the formulation and motivation clear. Moreover, this will also be more convenient for
later discussions.

Our results can be summarized as follows. Because the infection status of certain individuals is hidden, and «(t) is
not directly available, the dynamics of (1.3) are difficult to study. To overcome the difficulty, we use nonlinear filtering
techniques by considering the conditional distribution of the process «(t) given the observations. This enables us to replace
the hidden Markov process «(t) in (2.3) with the corresponding conditional distribution. We start by studying the well-
posedness of the equation under consideration together with the positivity of solutions, the Markov-Feller property, and
some moment estimates. Next, we study the long-term behavior of the system. Under the assumption for ergodicity of
nonlinear filtering [13,14] and using ideas from dynamical systems, by considering the boundary equation and growth
rate (see e.g., [4,12,15]), we are able to prove that there is a threshold A such that if A < 0, the number of the infected
individuals I(t) tends to zero exponentially fast and if A > 0, all invariant probability measures of the system concentrate
on Ri’" := (0, 00)?, and then the system is permanent. We show that the threshold A also characterizes the permanence
and extinction of the original (hidden) system (1.3). We also study the case when the process «(t) is a hidden Markov
chain taking values in a finite set. Next, we demonstrate our results using simple examples and numerical simulations.

The rest of the paper is organized as follows. We give the mathematical formulation of our problem in Section 2.
Section 3 introduces the threshold A. The sign of A will be used to characterize the longtime behavior of the underlying
system. Section 4 is devoted to the characterization of the longtime dynamics of our system. Section 5 offers some
interpretations and implications of our results. Finally, Section 6 provides some simple examples and simulations to
illustrate our theoretical results.



N. Du, A. Hening, N. Nguyen et al. Nonlinear Analysis: Hybrid Systems 49 (2023) 101368
2. Problem formulation

Throughout this paper we use R, := [0, 00), R} := (0, 00), Ri = [0, c0) x [0, c0), and R?f = (0, c0) x (0, c0). Let
(82, F, {Ft}t>0, P) be a complete probability space with filtration {F;};>¢ satisfying the usual conditions, and By(t), By(t),
and W(t) be mutually independent standard Brownian motions. The process «(t) (termed a signal process) is assumed to
be an adapted stochastic process taking values in [0, 1] that is independent of By(t), By(t), and W(t). Moreover, M will
denote the space of probability measures on ([0, 1], B([0, 1])) endowed with the weak topology, and C[0, 1] the spaces
of all real-valued continuous functions on [0, 1]. For any function | € C[0, 1] and x € M, set

1
u(l) = / ().
0

As discussed above, we consider the setting where the precise values «(t) are not available and only noisy observations
are available. The observation process y(t) of the signal process «(t) is given by

dy(t) = gla(t))dt + dW(t), y(0)=0, (2.1)

where g : [0, 1] — R is a continuous function. Let 7/ := o {y(s) : 0 < s < t}\/ o((0)), where \/ denotes the smallest
o-algebra generated by the union of some o -algebras. Let I7;(-) € M be the conditional distribution of the signal process
«(t) given the observation y(t) and the initial data, i.e.,

IT,(A) = Pla(t) € A|F1, A € B([0, 1]).

Such {IT;(-)} is called nonlinear filtering.

The field of nonlinear filtering has a long history. The main idea stems from replacing the unknown state by its
conditional distributions. The earliest result was the well-known Kushner’s equation [16]. Subsequently, the Duncan-
Mortensen-Zakai equation came into being [17-19]. In this paper, we make use of the version of filtering developed by
Fujisaki-Kallianpur-Kunita [20]. We will also make use of the Wonham filter for hidden Markov chains, which is one of
the handful finite-dimensional filters in existence [21].

To proceed, we next detail the results of Fujisaki-Kallianpur-Kunita [20] (see also [22]), which involve a differential
equation for the nonlinear filtering IT;(-). Define

B(E) = y(t) — / My(g)ds,
0

and note that the process B(t) is a one-dimensional Wiener process, see e.g., [23, Theorem 7.2]. Moreover, o {(t;)— B(t2) :
t, > t; > t}and 7 are independent for all t > 0. If the signal process a(t) is a Markov process with infinitesimal generator
A, then IT;(-) is the solution of

t t
IT(l) = 170(1)+/ Hs(Al)d5+/ (1(Ig) — M(D11(g)) dB(s), VI e D(A). (2.2)
0 0

The interested reader is referred to the detailed analysis given in [20,22].

We will not make use of (2.2) often in our analysis, except for establishing some preliminary properties. The stochastic
differential equation for IT;(-) is rather complex and is not the main concern of the current paper. As will be seen in the
next section, we only need to establish the related ergodicity. Thus, for us, it suffices to consider IT,(-) as a stochastic
process taking values in M. In addition, we use the continuous measurable modification of I7,(-); it is well known that
such a modification always exists [14].

Under the premise that one only observes a noisy version of «(t), we proceed to study system (1.3) by using the
nonlinear filter {I7;(-)} with given the information of the observation process y(t). More precisely, we consider the system

ds(t) =[ ar — biS(t) — [ 16 (x, S(¢), 1(£))T,(dx)

—I(t) [, xh(x, S(t), I(t))[T(dx) ] dt + o1S(t)dBy(t),
di(t) :[ —byI(t) + [ I(E)F(x, S(E), 1(£))T(dx)

HI(t) [ xh(x, S(t), 1(£))T(dx) ] dt + o, I(£)dBy(t),

(2.3)

where
IT,(A) = Pla(t) € Al 1, VA € B([0, 1),
dy(t) = g(a(t))dt +dW(t), y(0)=D0.

Denote by P, ,  and E, , , the probability and expectation corresponding to the initial values S(0) = u, I(0) = v, [Ty = 7,
and the distribution of «(0), respectively. We next make some assumptions that will be used throughout this paper.

Assumption 2.1. The following conditions hold:
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e The function f : [0, 1]xRi — R, is nonnegative, f(x, 0,i) = 0, Vx € [0, 1],i > 0. Furthermore, f is Lipschitz continuous,
i.e., there exists a positive constant Ly such that for all x,, x, € [0, 1], s1, S2, 11,12 > 0

f(x1, 51, 01) = f(X2, $2, 12)| < Li(|%1 — x2| + [s1 — Sa| + [i1 — iz]).

e The function h : [0, 1] x Ri — R, satisfies h(x, 0, i) = 0, and is Lipschitz continuous with Lipschitz constant L,, i.e., for
all s1, 53, 11,12 > 0, %1, %2 € [0, 1],

[(x1, s1, i1) = h(X2, $2, 2)] < La(lx1 — Xa| + s1 — 2| + liy — ial).
e For each x € [0, 1], functions h(x, -, 0) and f(x, -, 0) are non-decreasing.

Remark 3. We note that almost all of the incidence rate functions used in the literature (such as the bilinear incidence
rate, the Beddington-DeAngelis incidence rate, the Holling type II functional response, etc.) satisfy these conditions. Recall
that the incidence rate in our setting is If (S, I) rather than f(S, I).

The third condition is imposed because the incidence rate and the growth rate of the hidden class should increase
when S(t) and I(t) increase. Since we have rewritten these rates as If(S, I) and Ih(«, S, I), only an increasing condition on
S is assumed.

Assumption 2.2. The signal process «a(t) is a Markov-Feller process that has a unique invariant measure ©* and

lim [|P(t, x,-) = u*()llv = 0,

t—o00

where P(t, x, -) is the transition probability and | - ||1v is the total variation norm.

Remark 4. This assumption is needed to guarantee the ergodicity of the nonlinear filtering as discussed in Section 3.1
later. Using this, we can then define a threshold that fully characterizes the longtime behavior of the underlying system;
see Section 3.2.

For V(s,i) : R — R, define the operator £V by
, Vv I ,
LV]s, i, 7] :g [a1 — bys —if(s, i) — 1 xh(x, s, l)T[(dX)]
0
wvre ! ,
n E[—bzl—i-lf(s, i+i | xhix,s, l)n(dx)]
0
ols? 9%V oFi* 9%V
2 09s? 2 02’
In the above, (s, i, 7) € R? x M represents the variable of £V rather than that of V.
Discrete state space and Wonham filter. If the Markov process «(t) takes values in a finite space {m;, ..., my} C [0, 1]

and has generator {qik}ie(1,... n+}, the formulation will be simpler and more explicit. We can formulate the problem as
follows. Let

ex(t) == P(a(t) = m|F) = Ellg()=my | F 1 k= 1,...,n%,
e(t) = (eq(t), . . ., enx(t)),

n*
Spr = {62(31,..”611*)6]&“*Zekzoyzek: 1},
k=1

n*
g=gm), k=1,...,n%, gle):= ngek» e=(er,...,enx) € Spr.
k=1

It was shown in [21] that the posterior probability e(t) satisfies the following system of stochastic differential equations

de(t) = |:Z qcei(t) — (& — E(e(f)))g(e(t))ek(tﬂdﬂr(gk — gle(t))en(t)dy(t), k=1,....n" (2.4)
i=1 .

ex(0)=¢e), k=1,...,n%
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In this case, instead of considering system (2.3), one can study the following system of stochastic differential equation

ds(t) = [al — biS(8) — 1(6) X, fmy, S(E), 1(£))e(t)
Zk myh(my, S(E), 1(6))e (t)] dt + 01S(t)dBs (t).

di(t) = [ —byl(E) + 1) X0, F(my, S(E), 1(E))en(t) (2.5)
Zk mh(my, (6. 1(E)ex(t) | dt + o21(£)dBs(t),

dey(t) = [Z,-:1 qicei(t) — (g — &(e(t)))g(e(t))ex(t) | dt + (g — gle(t))ex(t)dy(t), k=1,...,n*.

Moreover, the process
t
W(E) = y(t) — / &(e(s))ds
0

is a one-dimensional Brownian motion adapted to F!; see e.g., [23, Theorem 7.2]. Therefore, system (2.5) can be rewritten
as

ds(t) = [al—b15 (6) i FOmie, S(e), I ex(t)
Zk s mih(m, S(E), 1(EDe(t) | de -+ onS(e)dBa(e),

i) = =bal(6) + 1(0) Y4 fme. S(0). (e ex(t) (26)
Zk meh(ms, S(O. HEeid?) | de -+ o21(dBy(0),

dek<t)=2?:l qmei( )+ et)(ege — ZeONdW(t), k=1,....n"

This system is easier to analyze than (2.3). However, in this case, we need to assume that the signal process «(t)
representing the portion of the rate of the infection in the group of individuals with hidden infection status takes only
finitely many values. This significantly limits the setting as well as the possible applications to real-world problems.

One may simplify the problem further by assuming that «(t) takes values in {0, 1}. This would mean that at any given
time all individuals in the hidden status group are either susceptible or infected.

3. Ergodicity of nonlinear filter and threshold for permanence and extinction
3.1. Ergodicity of nonlinear filter

The study of the asymptotic properties of the nonlinear filter has a long history in the literature. We briefly summarize
the developments. One of the first works is Kunita’s paper [ 14]. We restate the main result (Theorem 3.3) of this reference
as follows.
Proposition 3.1. (Kunita 1971) Assume that the signal process «a(t) taking values in a compact separable Hausdorff space is

a Markov-Feller process with semigroup P; that has a unique invariant measure u* and

t—00

lim sup/ [Pel(x) — w*(D|u(dx) = 0, VI € C([0, 1]).

Then the process IT;(-) is an M-valued Markov-Feller process that has unique invariant measure ®*. Moreover, u* is the
barycenter of @*, i.e.,

w () = f v()@*(dv), VI € C[O0, 1].
M

Unfortunately, it was pointed out in [24] that there was a serious gap in the proof of the main result in [14]. A key
role in the verification of the uniqueness for the invariant measure of I7;(-) is the following identity

ﬂ]:[o ) \/0 15>t} = Fo o) \/ (Nezoofa(s) s > t}), (3.1)
t>0
where F . = \/,-o 7. This identity is indispensable in the proof of the uniqueness of the invariant measure of

nonlinear filtering; see the counterexample given in [24]. Moreover, the exchange of intersection and supremum is not
always permitted in general.° However, in Kunita’s proof, this identity was not proved. On the other hand, it is important
to note that all the known counterexamples are based on the degeneracy of the observation, i.e., there is no added noise.
Therefore, it was tempting to conjecture that the identity (3.1) still holds provided the nondegeneracy of the observation.

6 According to Williams [25] this incorrect identity “..tripped up even Kolmogorov and Wiener”; see [26, p. 837], and [27, pp. 91-93]

5
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In 2009, R. Handel [ 13] has partially solved this open problem in a general setting. In fact, [ 13, Theorem 4.2] proved that
identity (3.1) does indeed hold under conditions of ergodicity of signal process [13, Assumption3.1] and nondegeneracy
of the observation process [13, Assumption3.2], which are only mildly stronger than those in [14].” Finally, we state the
following theorem on the ergodicity of the filter I7;(-) under our setting and our assumption.

Proposition 3.2. Under Assumption 2.2, the process IT.(-) is an M-valued Markov-Feller process and has a unique invariant
measure &*. Moreover, * is the barycenter of @*, i.e.,

wi(l) = f v(l)@*(dv), vl € C[0, 1].
M

Moreover, let Mg+ C M be the support of the invariant measure @* of the nonlinear filter I7,(-). In general, one
should not expect that Mg+ = M. In fact, this does not hold even in the simple setting of the Wonham filter when the
state space has only 3 states [28, Section 4].

3.2. Threshold for permanence and extinction

We next use the ergodicity of the nonlinear filter developed in the previous section in conjunction with a Lyapunov
exponent analysis (sometimes called invasion type analysis in population dynamics) coming from dynamical systems [4,
12,15]. This allows us to introduce a threshold A, which characterizes the longtime behavior of system (2.3).

Consider the equation on boundary when the infected individuals are absent, i.e.,

do(t) = (a1 — big(t))dt + a19()dBi(t), ¢(0) =u = O. (32)

By solving the Fokker-Planck equation, Eq. (3.2) has a unique stationary distribution £ with density given by
b? b
——y @t lemy 0 3.3
r@’ . y>0, (33)
O'lz ZC] 201 . .. . .
where ¢; = by + 7 = —,b = — and I'(-) is the Gamma function. The main idea is to determine whether I(¢)
01 o}
Ini(t

converges to 0 or not by looking at the Lyapunov exponent lim sup;_, ., HT() when I(t) is small. Using Ito’s formula
yields

InI(t) In By(

t()_JJr"“ / /fo $)(dx)ds
(3.4)
/ / xh(x, S(s), I(s))ITs(dx)ds,

where ¢; = b, + —= Intumvely, lim sup;_, o “”t(t) < 0 implies lim;_, o, I(t) = 0. As a result, if I(t) is small then S(t) is
close to ¢(t) prov1cﬁed 5(0) = ¢(0). Therefore, when t is sufficiently large we have

//fx S(s), I(s))Ts(dx)ds + — //xh(xs (s))IT(dx)ds
~f//fx<p IT,(dx)ds + — [/xhqu(s IT(dx)ds

By the strong law of large numbers for ¢(t) and I7; from (3.4), we obtain that the Lyapunov exponent of I, ,(t) can be
approximated by

) +/ / (f(x,y, 0)v(dx)) @*(dv)a(dy) + / / (/ xh(x,y, )u(dx)) @*(dv)(dy). (3.5)

Since u* is the barycenter of @*, the Lyapunov exponent of I(t) is approximated by

—c2+/ /f(x,y, *dx)i dy)+/ /xhxy, “(dX)(y).
0 0

Therefore, we define the threshold A by

= —cz—i—/ f fx,y, 0)u*(dx)in dy)—f—/ / xh(x, y, 0)u*(dx)ia(dy). (3.6)

7 According to Handel [13] whether Kunita’s condition is already sufficient to guarantee uniqueness of the invariant measure with barycenter u*
remains an open problem.
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In the next section, we prove that the sign of A characterizes the longtime behavior of the system (2.3). It is also noted
that when «(t) is available, so is (1.3), and the permanence or extinction of (1.3) is also determined by the sign of A
defined in (3.6) (see e.g., [29]).

4. Characterization of longtime properties: Permanence and extinction
4.1. The existence and uniqueness of the solution and preliminary results

We begin with the following theorem on the existence and uniqueness of the solution of (2.3) and then proceed with
a complete characterization of its positivity and some other important properties.

Theorem 4.1. For any (u, v, ) € Ri X M, there exists a unique global solution to system (2.3) with initial value (u, v, 7).
The three-component process {(S(t), I(t), IT;), t > 0} is a Markov process.

Proof. We prove the existence and uniqueness of the solution of (2.3) first. It is noted that although we have assumed
f(s, 1) is Lipschitz continuous, the coefficient if(s, i) in the system (2.3) is not globally Lipschitz in general. Since the
coefficients of the equation are locally Lipschitz continuous, there is a unique solution (S(t), I(t)) with the initial value
(u,v,m) € Ri x M, defined on maximal interval t € [0, t.), T := inf{t > 0 : S(t) v I(t) = oo} with the convention
inf() = oo; see e.g., [30, Theorem 3.8 and Remark3.10]. We need to show t, = oo a.s. If we define

n=inflt = 0:5(0) VIO > k.

then 1, = limy_, o, 7. Consider Vy(s, i) = s + i, then we have from definition of £V; that
LVi(s,i, ) = a; — bys — bpi < ag V(s, i, w) € RZ x M.

Hence, by applying It6’s formula and taking expectation, we obtain
Euv.2 Vi (S(tie A £), I(Tie A 1)) < Vi(u, v) + ast,

which together with Markov’s inequality implies that
Pu,u,rz{‘fk < t} <Pyyn [Vl (S(fk A ), (T A L), alTie A t)) = k]

< Vl(u, U) + aqt

- k
Therefore, we have P, , {te <t} =0or Py, {t. > t} = 1forall t > 0. As a consequence, P, , ,{t. = 0o} = 1. Hence,
system (2.3) has a unique, global, and continuous solution.

We proceed to prove the Markov property. Since IT; is a Markov process and is independent of B(t) and B,(t), the
Markov property of the joint process (S(t), I(t), I1;) follows by standard arguments; see for example, [30, Theorem 3.27
and Lemma 3.2] or [20, Lemma 6.1]. To see why the argument in [30] can be applied, note that I7; satisfies the stochastic
Eq. (2.2) driven by f(t) and the o-algebra generated by increments {8(t;) — B(t1) : t; > t; > t} is independent of /. O

— 0as k — oo.

Next, using Lyapunov functions, we estimate the moments of S(t) and I(t), and obtain some related results. Define

o? = max{o?, 0}}.

Lemma 4.1. The following assertions hold:

(i) Forany 0 < p < ng there is a constant Q such that
*

limsup Ey,p(S(t) + 1(0))"? < Qi V(u,v,7) € R: x M.

t—o00

(ii) Forany ¢ > 0, H > 1, T > 0, there is H = H(e, H, T) such that
1 -
Py vz {ﬁ <S(t)<H, vtelo, T]} >1—¢ if (u,v,m)e[H ' H] x [0;H] x M,
and
Puy {0 <S(t),I(t) <H, YVt e[0, T} > 1—¢ if (uv,7)e[0,H]x[0;H] x M.

Proof. Consider the Lyapunov function Vs(s, i) = (s 4 i)'*P. By directly calculation with the differential operator £V; and
using Assumption 2.1, we obtain

LV3(s, i, ) =(1+ p)(s + i)’(a1 — bis — bai) + @

(s+ i)”fl(o]zs2 —|—022i2>
<—(1+p)s+ i)p_1[—§af(s +if —ay(s+1)], ¥(s.i,m) € RE x M.

7
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Let0 < G4 < @oﬁ. By some standard calculations, we get

G = sup {£Vs(s, 1, m) + C4V3(s, i)} < o0.

(s.i.m)eRE x M
This implies
LV3 < C5 — C4V5s. (41)

Applying [31, Theorem 5.2, p.157] proves part (i) of the lemma. The proof of part (ii) follows from part (i) and standard
arguments; see [12, Lemma 2.1]. O

Theorem 4.2. The process (S(t), I(t), I1;) is a strong Markov and Feller process. Moreover, we have Py, ,, {S(t) > 0,t > 0} = 1
and P, o ,{I(t)=0,t > 0} = 1, Py, - {I(t) > 0,t > 0} = 1 provided v > 0.

Proof. It is easily seen that the solution of (2.3) is a homogeneous strong Markov and Feller process provided that the
coefficients are globally Lipschitz; see e.g., [31, Theorem 2.9.3] and [32, Section 2.5]. It is noted that the space M of
probability measures in [0, 1] endowed with the weak topology can be metricized by the bounded Lipschitz metric defined
by

I(x) — 1
lr1 — m2lpL := sup {|7T1(l)—7T2(l)| <1, sup ) = ()l < 1}.
xAyel0,11 X — Y

Therefore, by using the results in Lemma 4.1, we obtain from the local Lipschitz property of coefficients of (2.3) and a
truncation argument that (S(t), I(t), I1;) is a homogeneous strong Markov and Feller process. The details of this truncated
argument and this result can be found in [33, Theorem 5.1].

Next, we establish the positivity of solutions. First, suppose that u,v > 0. Let us consider the Lyapunov function
Vo i RZ - Ry

Vo(s,i)=(s—1—1Ins)+ (i — 1 —Ini).
By direct calculations, we have

o2s?

1

LVy(s,i,m) = (1 — %) (al — byis —if(x, s, 1) — i/ xh(x, s, i)n(dx)) + o
0

2

1 .. Y ) o}
+11- n —byi + if (x, s,1)+1/ xh(x, s, D (dx) ) + e
0

It follows from Assumption 2.1 that f(x,s,i) = [f(x,s,i) — f(x,0,i)] < L;s and h(x, s, i) = |h(x, s, i) — h(x, 0,i)] < L,s.
Therefore, it is easily seen that

fls. i, i [ h(x, s, D) (dx)
S S

LVy(s,1) < C +
<G+ (L +L)s+1),

0'2 0'2 .
where C; = a1 + by + 5 + by + . As aresult, if we let G =Ly + L, + 1 and G = C; + 2G; In G + 2C; then
LVy(s,i,m)— GV(s,i) < C; —s —i+ Cy(Ins+ Ini) + 2C,

(4.2)
< C] + 2C2 1HC2 + 2C2 = C3.
For k > 1, denote
n=inf{t > 0:S(t) AI(t) <0},
. 1
e = 1nf{t >0:S(6) A (L) < E}'
Then n = limy_, o nk. Therefore, by using the same argument as above, we obtain from (4.2) that
Vo(u, v) + Gst
Puyx{me <t} < m — 0as k — oo.
As a result, Py, » {n- = 00} = 1. This implies that
Py {S(t) > 0:t >0} =Py {I(t)>0:t >0} =1Vu,v>0. (4.3)
If u > 0,v = 0, the result P, ,,{S(t) > 0 : t > 0} = 1 can be shown similarly. Moreover, it is obvious that

Puor{I(t)=0:t>0}=1.
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We are in a position to consider the case u = 0 and v > 0 and prove the positivity of S(t). Let ¢ > 0 be sufficiently
small such that
. .. . a
a; — byt — ¥ sup (f(x, &, )+ h(x, i, D)) > - (4.4)
x€[0,1] 2
for any (i1, v) € R? satisfying i + |v — v| < . Such an ¢ exists due to Assumption 2.1. Set
=inf{t > 0:S(t)+ |I(t) — v| > €}.

By the continuity of (S(t), I(t)) it is clear that Py , ,{7T; > 0} = 1. It follows from (4.4) that

a; — biS(t) — I(t)/lf(x, S(¢), I(t)) T (dx) +I(t)/1xh(x, S(e), It (dx) > 0 if t € (0, 74].
This and the variation of ionstants formula (see [31, Ch(;pter 3]) imply that

Pou {S(t) > 0,t € (0, 1]} = 1,
which combined with (4.3) and the strong Markov property of (S(t), X(t), I1(t)) yields that

Py, {S(t) > 0,t € (0, 00)} = 1.
The theorem is therefore proved. O

4.2. Extinction

Consider the case 1 < 0. We shall show that the number of the infected individuals I(t) tends to zero at an exponential
rate while the number of the susceptible individuals S(t) converges to ¢(t).

Theorem 4.3. Assume that A < 0. Then for any initial point (u, v, ) € ]Ri" X M, the number of the infected individuals I(t)
tends to zero at an exponential rate, i.e.,

. InI(t)
Py . 1 limsup : =Af =1,

t—o00

and the susceptible class S(t) converges weakly to the solution ¢(t) on the boundary.

In order to prove Theorem 4.3, we need the following auxiliary results.

Lemma 4.2. ForanyT,H > 1,& > 0,6 > 0, thereisa § = 8(H, T, ¢, 0) such that
Puvn{tg =T} >1—¢, V(u,v,m)e€[0,H]x(0,8] x M,

where 7y = inf{t > 0: I, ,(t) > 6}.

. . . . &
Proof. By the exponential martingale inequality [31, Theorem 7.4, p. 44], we have P, ,(£21) > 1 — X where
622t 2
21 = Usz(t) < 7 +In—-Vt>0;.
&

- - &
In view of part (ii) Lemma 4.1, there exists a H = H(T, H, ¢) such that Py, (§2;) > 1 — X where

={0<S(t),I(t)<H vt [0, T]}.
Applying Ito’s formula to Eq. (2.3) yields that
Ini(t) = lnl—czt—f—/ / F(x, Suu(S), Ly($))T(dx)ds
(4.5)
/ / xh(x, S(s), I(s))[1s(dx)ds + 03B, (t).

Therefore, for any (s, i, ) € [0, H] x (0, H] x M and w € £2; N §£2, we have from (4.5) and the Lipschitz continuity of f
and h that

_ _ 2
Ini(t) < Ini—bT +T(2L1H 4+ 2L,H) + In =, vVt € [0, T].
&

Hence, we can choose a sufficiently small § = §(H,T,s,0) < H such that for all (s,i,7) € [0,H] x (0,8] x M and
0<t<T,InI(t) <Inb,Vw € £21 N £2,. The proof is complete. O

9
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Proposition 4.1. Suppose that the assumptions from Theorem 4.3 hold. For any 0 < ¢ < min{%, —%} and H > 1, there
exists § = 8(e, H) € (0, H™1) such that

t—o0

. Ini(t) 1 -
Py y.» 4limsup : =A¢>1—4¢e, Y(u,v,m) e [H "; H] x (0; §] X Mg=.

Proof. Let Oy = Oy(e) < M‘ETLZ A L]H be such that
ar +6o(L1 + Ly + L16o + L26)  ay €
- — < . (4.6)
by — (L1 + Ly)6 by Li+1L
Consider the following stochastic differential equation
dp(t) = (a1 — b1@(t))dt + o1@(t)dBs (1), (4.7)

where @; = a; + Ly + Ly + L160 + L6, b1 = by — (L1 + L)f > 0. A comparison result shows that ¢(t) < @(t), t > 0 a.s.
provided that ¢(0) = ¢(0). Moreover, the strong law of large numbers yields that

/ / flx 0)I7(dx) ds—i—f / xh(x, ¢(s), 0)IT;(dx)ds
//fxq) Hsdxds—//xhxw s), 0)ITy(dx)ds
(4.8)

= lim ; (L1 + L2)(@(s) — g(s))ds

t—o00

aq aq
Li+ L — — ) as.
= (L 2)(bl b1>

Combining (4.6) and (4.8) implies that

lim —
t—oo t

lim —
t—oo t

1
/ f f(x, @(s (dx)ds+/ xh(x, @(s), 0)I1s(dx)ds

—/ / fx, o(s), 0)I1s(dx) ds—/ / xh(x, ¢(s), 0)IT;(dx)ds
0o Jo

Therefore, there exists T; = T1(¢) such that P(£23) > 1 — ¢, where

.Q3:=H //f 0)ITs(dx)ds + — //xh)up 0)I1s(dx)ds
—f//.fxgo IT,(dx) s—f//xhxgo I1s(dx)ds

By definition of A and ergodicity of ¢(t), IT;, we obtain

(4.9)

< é&as.

<2, Vt>T,

t—o00

1 [t ! 1 [t
Py {—Cz + [lim ;/ / f(x, o(s), 0)IT(dx)ds + lim 7/ / xh(x, ¢(s), 0)1s(dx)ds = 1Ly = 1,
- o Jo o Jo

where Py , indicates the initial values of (¢(t), IT;). As a result, there exists T, = T(H, ¢) > 1 such that Py ,(§24) > 1—e¢,
where

1 t 1
94:{—c2+?f/f(x,¢(s), s(dx)ds + — //xhxw IT(dx)ds < A + ¢, Vt>T2}
o Jo

In view of the uniqueness of solutions, we have for all u € [0, H] that ¢,(s) < @g(s),s > 0 almost surely where the

subscript of ¢(s) indicates the initial value ¢(0). This implies that P, ,(§24) > 1 — ¢ for all (u, ) € [0, H] X Mg=.

. . o (L
Since lim;_, oo ——

.95 = {O’szt(t) = } .

=0 as,, there is a T3 = T3(¢) > 1 such that P(§25) > 1 — ¢ where

10
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Let T = max{Ty, Ty, Ts}. By Lemma 4.2, there is a § = 8(e, H) < 6, such that for all (u, v, 7) € [0, H] x (0, 8] x M,
Pyv.2(826) = 1 — &, where

26 = {19, = T}

Now, it follows from (4.5) that V(u, v, w) € [0, H] x (0, §] X Mg+ we have in ﬂf:3 £2;, for all t € [T, 74,] that

t, 1 1
InI(t) =lnv — cat +/ (f f(x, S(s), I(s))Ts(dx) +/ xh(x, S(s), I(s))Hs(dx))ds + 03By (t)
0o Vo 0

¢ 1 1
:lnv—czt+/ (/ f(x, S(s), O)Hs(dx)—f-/ xh(x, S(s), O)Hs(dx)> ds + 02B,(t)
0
1
/ (/ f(x,S(s), I(s))IT,(dx) + / xh(x, S(s), I(s))Ts(dx)
0

1
/ f(x, S(s), 0)I,(dx) — / xh(x, S(s), O)Hs(dx)) ds
0

1
<Inv —cpt —i—/ (/ f(x, @(s), 0)IIs(dx) —i—/ xh(x, @(s), O)Hs(dx)> ds
0 0 0

t
+8f+(L1 +L2)/ I(S)dS
0

(4.10)

t 1 1
<Ilnv—oct+ / (/ f(x, o(s), 0)I1(dx) + / xh(x, ¢(s), O)Hs(dx)) ds + 3et
0 0 0
<Inv+ (h +4e)t < Ind < In6by.

In the above, we have used the fact of that whenever I(t) < 6y, one has

1
I(S)/ xh(x, S(s), 1(s))I1s(dx) < 6p(h(0, 0, 0) + L, + L,S(s) + LI(s))
0
< Oo(Ly + Lr6p) + L2605(s),

0 5(s) < ¢(s) for all t € [0, g, ].

As a result of (4.10), we must have 75, = oo for w € ﬂ§:3 £2;. We obtain this claim by a contradiction argument
as follows. If the claim is false then we have a set £2; C ()_; §2; with P(£2;) > 0 and 7y, < oo for any w € ;7. We
already proved that 75y > T for w € ﬂ?:3 £2;. Moreover, in view of (4.10), we have I(t) < § < 6 for any t € [T, 7o, 1.
Because I(t) is continuous almost surely, for almost all w € £2; we have that limt_,% I(t) = I(tg,) < 6 < 6, which is
a contradiction. So, 75, = oo for @ € ﬂle £2;. We deduce from 753, = oo and (4.10) that lim,_, I(t) = O for almost
w € mj6:3 Qj.

Next, because I(t) < 6, for any t > 0 for almost all w € ﬂf:3 £2;, we have shown that 5(t) < ¢(t), Vt > 0 almost surely
in ﬂ;; £2;. Similar to (3.2), since b1 > 0, the solution to (4.7) has a unique invariant measure, say ji. Then we have from
the ergodicity of ¢(t) that for some small p > 0,

100 1 [t 6
lim sup ?/ S"P(u)du < lim — | " P(u)du = / x"P i(dx) < oo almost surely in ﬂ(z (4.11)
0 0

t—00 t—00
j=3

Using (4.11), the fact that lim,_, - I(t) = 0, and the compactness of M, the family of random occupation measures

~ 1 [t
t .
Uy p () = T /0 1(s(5),1(5), 1)1 dS

is tight for almost all w € ﬂ 1 §2;. From [15, Lemma 5.6], with probability 1, any weak limit of U u vr()ast — oo (ifit
exists) is an invariant probablllty measure, which has support on [0, co) x {0} x M. Because [i ><8 x @*, where § is the Dirac

measure concentrated at 0, is an invariant probability measure on [0, o0) x {0} x M, the famlly u ».z(+) converges weakly
to py x § almost surely in ﬂ 5 §2j as t tends to oo. One has from the weak convergence and the uniform integrability in

11
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(4.11) that
2 t 1
fim MO _ iy 1 [—bzt _nt / / £(x, S(s), 1(5))Ty(dx)ds
t—00 t t—oo t 2 o Jo
t 1 B,(t
+ / / xh(x, S(s), I(s))HS(ds)ds:| + lim o2B3(t)
0 0 — 00
1 1 -
= lim [—c2+ / F(x.y, D(dx) + / xh(x, y, i)v(dx)]u;”(dy, di, dv)
t=0JR2 xp(M 0 0 o

o] 1
o+ / f [ f fx.y. O)v(e) | o+ (dv)i(ay)
0 M 0

00 1
+ / / [ / xh(x,y,O)v(dx)]q§*(dv)ﬂ(dy)
0 M 0
=\ <0,

for almost every w € ﬂf=3 £2j, (u,v, ) € [0,H] x (O, 3] X Mg=+. The proof is complete by noting that P(ﬂ;; £2;) >
1—4e. O

Proof of Theorem 4.3. Let ¢ > 0 be arbitrary. In view of Proposition 4.1, the process (S(t), I(t)) is transient (see e.g., [34]
for definition) in Ri". Thus, the process has no invariant probability measure in R3°. Thus i x 8 x @* is the unique
invariant probability measure of (S(t), I(t), IT;) in R% x Mg+.

Let H be sufficiently large that £((0, H)) > 1 — ¢. Thanks to Lemma 4.1 part (i) and compactness of M, the process
(S(¢), I(t), I1;) is tight. Consequently, the occupation measure

1 t
Upnim 7 [ P (5050160, 1) € 1 ds
0

is tight in Ri X M. Since any weak limit of U,ﬁ,m as t — oo must be an invariant probability measure of (S(t), I(t), IT;)

(see [15]), we have that Uf,,v,n converges weakly to (i x § x @* as t — o0. As a result, for any § > 0, there exists a T>0
such that
Ul ((0,H) x (0,8) x Mg+) > 1—s,

u,v,mw

or equivalently,

T
% / P (S(E), (), TT,) € (0, H) x (0, 8) x Mon}dt > 1—&.
0

As a result, we have

Py {T < f"} >1—¢,
where T = inf{t > 0 : (S(t), I(t), I[1;) € (0, H) x (0, §) x Mg=}. Using the strong Markov property and Proposition 4.1, we
have that

Ini(¢) <A+4e;>1-—c¢,

Py { lim
t—o00
for any (u, v, ) € Ri’* x M. Therefore, since ¢ > 0 is arbitrary, the assertion in convergence of I(t) follows. Once we

have the exponentially fast convergence to 0 of I(t), the convergence of S(t) to ¢(t) follows from standard arguments;
see, for example, [4,12]. O

4.3. Permanence
In this section, we deal with the case A > 0 and prove that the system is permanent in the following sense.
Definition 4.1. We say that system (2.3) is permanent (in mean) if for any initial value (u, v, 7) € Rff) X M

1 [t 1 [t
liminf — / Eyp2S(s)ds > 0, lim inf;/‘ Eyv1(s)ds > 0.
0 0

t—>oo t—00

Theorem 4.4. Assume that A > 0. Then for any initial data (u, v, w) € ]Ri’" X M, system (2.3) is permanent (in mean).

12
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Proof. We first prove that all invariant measures of (5(t), I(t), I7(t)) concentrate on R>° x M. We assume by contradiction
that there is no invariant measure on Ri(’ of (S(t), I(t)). Therefore, there is no invariant measure on Ri’* since the solutions
starting in Ri’* will enter and remain in Ri’o due to Theorem 4.1. As a result, & x § x @* (the unique invariant on the

boundary R, x {0} x M) is the unique invariant probability measure of the process {S(t), I(t), I1;} on Ri x M. Therefore,
by applying [15, Lemma 3.4], we have

11m IEuU,,//fo IT,(dx)ds

- / / Flx . Ddy)di)D* (dv) (412)
RZ xMm Jo

o] 1
_ / / F(x y. O (dR(dy).
0 0

tlll’l‘l tIEuU f/xhxs , 1(s))ITs(dx)ds

= / / xh(x, y, )v(dx)Q(dy)8(di)®*(dv)
RZ x M

1
_ / / xh(x, y, O)(dx)(dy) " (dv)
RyxM JO

o] 1
_ f f xh(x, y, 0" (dOR(dy)
0 0

On the other hand,

and

(4.13)

t 1
Buor ot =B, + 1, ( / f F0x, S(5). 1(s)) ()
0
/ / xh(x, S(s ))Hs(dx)ds) —HEW%M.
As a result, we have
lnI( )
limE —_—
t—o0
=—C+ 11m IExy (f / f(x, S(s), I(s))ITs dx)ds—i—/ / xh(x, S(s), (s))Hs(dx)ds>
=—c2+f /fxy, “(d0R(dy) + [ /xhxy, dx)idy)
=i > 0.

This contradicts the fact that

InI(t I(t
lim Ey , 7 n () < lim Ey (t)=0

t—o00 t T t—>oo

because Iny <y whlle Lemma 4.1 implies lim;_, o Ey 7,’“ = 0. As a result, all invariant measures of (S(t), I(t), I1(t))

concentrate on R% 7% X Mg+ (the existence of an invariant measure follows from Lemma 4.1).
By the moment boundedness in Lemma 4.1, we obtain that there exists a sequence T, — oo as k — oo such that

1 t 1 Tk
liminf?/ Eyy.2S(s)ds = lim —/ Ey v.2S(s)ds,
0 0

t—o0 k—o0 T}

1 [t 1 (T
liminf;/ Eyv7I(s)ds = lim —/ Eyv.21(s)ds.
0 0

t—o0 k—o0 T}

Therefore, by applying [15, Lemma 3.4] and the fact that all invariant measures of (S(t), I(t), I1(t)) concentrate on
R%° X Mg+, we obtain the desired result. O

13
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4.4. Hidden Markov chain

This section is devoted to the case when the signal process «(t) takes values in a finite set {my, ..., my} C [0, 1] and
admits a unique invariant measure (u7, ..., u}) € Sy« In this case, system (2.3) is replaced by (2.6). We first have the
following well-posedness and other preliminary results.

Theorem 4.5. Consider system (2.6). For any (u, v,e) € Ri X Sy#, there exists a unique global solution to system (2.6) with
initial data (u, v, e). The three-component process {(S(t), I(t), IT;) : t > 0} is a Markov-Feller process. Moreover, we have
PyyefS(t) > 0,t >0} =1and Py o ,{I(t)=0,t > 0} =1, Py, {I(t) > 0, ¢t > 0} = 1 provided v > 0.

Proof. The proof of this Theorem is as same as that of Theorems 4.1 and 4.2, and is thus omitted. O

To proceed, we classify the persistence and extinction of system (2.6) by the following threshold A:
n* 00 n* 00
him et 2o [ fmy O)atdy) + Y m [ by, 03y (4.14)
k=1 0 k=1 0

Theorem 4.6. The following results hold.

(i) If A < 0O then for any initial point (u, v, e) € Ri’" X Spx, the number of the infected individuals I(t) tends to zero at an
exponential rate, that is,
. InI(t)
Pyyeylimsup—— =i =1,
' t—00 t

and the susceptible class S(t) converges weakly to the solution ¢(t) on the boundary.
(ii) If A > 0, then for any initial point (u, v, e) € Ri’" X Sp, System (2.6) is permanent (in mean).
(iii) Moreover, the observable system (2.6) and original system (1.3) share the same threshold for the persistence and extinction.

Proof. The proofs of part (i) and (ii) in this Theorem are the same as that of Theorems 4.3, and 4.3 and, therefore are
omitted. Part (iii) follows immediately from the formulation of A given in (4.14) and the threshold for system (1.3) given
in[29]. O

Remark 5. Note that in Theorem 4.6, we have collected several results. These results may be presented in separate
theorems. Given that they are all related to the same hidden process and that we have carried out an extensive analysis
in the last section, it seemed reasonable to collect these results in one theorem.

In Section 6.2, we present numerical examples for Theorem 4.6. The reader can see that although the observable system
(2.6) may not approximate well the original at every point in time, it preserves the longtime properties (permanence or
extinction).

5. Discussion and interpretation

When a pandemic arises, there are usually multiple options one can take in order to control it. If we apply an extreme
policy to control the disease transmission (i.e., we try to reduce the infection rate to be very small or almost 0), we
can certainly control the pandemic. This can be seen by looking at A defined in the previous section and noting that if
f(S,I) =~ 0 then L & —c; < 0. However, this type of highly restrictive policy may hurt the economy. It is important to
balance public health and the economic issues. In our context, this is equivalent to ensuring that A < 0, which ensures
the pandemic is under control, but not making A too negative, since in the process of doing this (lockdowns, bankruptcy
of businesses, unemployment) the economy could suffer significantly.

Definition 5.1. We say a proposed threshold A; is overcautious if it is greater than the exact threshold, that is A; > .
We say a proposed threshold A is incautious if it is less than the exact threshold, that is A; < A.

Remark 6. We say a threshold A; > A (the exact one) is an overcautious proposed threshold because if this threshold
is implemented, we tend to apply a policy to make A; < 0. But this may not be necessary because the exact threshold
is A < Aj. Conversely, a threshold A; < A is an incautious one because reducing A, to be less than 0 may not be enough
and the pandemic would still not be controlled.

Let us consider the case when «(t) takes the finitely many values 0 = m; < my < --- < my+ = 1. We note that our
analysis is still true for the general case when « takes values in [0, 1]. Recall that we assume «(t) has a unique invariant
(discrete) measure (7, ..., i)

14



N. Du, A. Hening, N. Nguyen et al. Nonlinear Analysis: Hybrid Systems 49 (2023) 101368

Since «(t) is not directly available, we have two options. One option is to use filtering to estimate «(t) and then consider
the corresponding system with filtering. It was shown that this method preserves the longtime behavior of the original
system. In particular, from Section 4.4 the exact threshold for this method is

n* 00 n* 00
b=t Yo [ Fmey,0)idy) + Yo mu [ homi,y. 0)(ay)
k=1 k=1

Another possible option is to estimate some prediction for «(t) and give that value for «(t). Let kg € {1,2,...,n*}.
Assume that we estimate «(t) = my, and consider the system

ds(t) =[ ar — b1S(t) = I(t)f (my,, S(t), 1(2))

—aol(t)h(my,, S(t), (1)) ] dt + 01S(t)dB(t),
di(t) =[ —bal(t) 4 I(t)f (my,, S(t), 1(£))

o I()h(my,, S(t), I(t)) ] dt + o1(t)dBy(t).

(5.1)

Using the results from [29], the threshold for persistence and extinction of (5.1) is given by

o0 o0
hpe = —C + / F(mty. v, OV(dy) + / (g, y. 0)i(dy)
0 0
The following results tell us when Apr is an incautious or overcautious threshold.

Proposition 5.1.

(i) If

M?;O ﬁ; (f(mkosy7 0) + mkoh(mkgsy7 0))ﬂ(dy)

n* 00 n* 00
<D0 [ mey,0vitay) + Y mas [ homi,y. O)tay)
k=1 k=1

then Ayre < A. As a result, Apre is an incautious threshold.

(ii) If

My / (f(mky, y, 0) + my, h(my,, y, 0))ix(dy)
0

n71 n*—1

> ] — M"* Z Mk/ flmy,y,0 dy) + Z ml<,lLk/ h(mg, y, O)M(dy))

then Apre > A. As a result, Apr is an overcautious threshold.

It is natural to assume that f(x, y, 0) is an increasing function w.r.t. x because the higher infection rate in the group of
potentially infected individuals would make the disease spread faster. Note that this intuition is natural but not always
true because we are examining functions at the boundary, i.e., there is no infected group.

Assumption 5.1. For each fixed y, the functions f(x, y, 0) and h(x, y, 0) are increasing in x.

Under this natural assumption, we will see that assuming that all potentially infected individuals are infected will lead
to an overcautious policy. Conversely, it will be incautious if we assume that all individuals with hidden infection status
are free of the disease. We will make this analysis clearer in the following two subsections.

5.1. The overcautious case: assuming that all individuals in the hidden group are infected

Suppose we do not use the filtering to consider the observable problem, make the assumption «(t) = 1,t > 0 and
consider the system (5.1) with my, = my» = 1. Under Assumption 5.1, this is an overcautious prediction. The following
theorem is consistent with this intuition.

15



N. Du, A. Hening, N. Nguyen et al. Nonlinear Analysis: Hybrid Systems 49 (2023) 101368

Proposition 5.2. Under Assumption 5.1,

fo (F(1,7, 0)+ h(1, y, O)ji(dy)
n *—1 n*—1 (5-2)

Zuk / flmy, y, 0)a(dy) + kauk f (my, y, O)ﬁ(dy))

As a result, Apre > A and Apre is an overcautious threshold.

.un*

Proof. The estimate (5.2) follows immediately from Assumption 5.1. We omit the details here. O
5.2. The incautious case: assuming that all individuals in the hidden group are not infected

If we make the assumption that «(t) = 0, t > 0 and consider the system (5.1) with my, = m; = 0, this is an incautious
prediction (under Assumption 5.1). The following result is consistent with this fact.

Proposition 5.3. Under Assumption 5.1,

/ (F(0,, 0) + h(0, y, 0))ji(dy)
0

*f flm, y, O)ﬂ(dy)Jerkqu h(my. y, O)ﬁ(dy))
0 k=2 0

As a result, Apre < A and Apre is an incautious threshold.
6. Examples and simulations
6.1. A simple example

In this section, we consider a simple example. Assume that all the individuals in the hidden class have the same status
(susceptible or infected). In other words, the signal Markov process «(t) has only two possible states, 0 or 1, (corresponding
to the case that all individuals in the hidden class are disease-free or infected, respectively). Assume that «(t) has the
generator

_ |70 4
Q= [ G2 —Qz] ’
We can only observe «(t) through the observation process y(t) given by

dy(t) = gla(t))dt + dW(t), y(0)=0,

where g : {0, 1} — R and set g; = g(0), g, = g(1). Let e(t) = E[l{a(t):o)l}'ﬁ/].
The dynamics of this epidemic system under the (Wonham) filter is described by

das(t) :[ ar — byS(t) — I(£)f (0, S(t), I(£))e(t) — I(E)fF (1, S(¢), 1(£))(1 — e(t))
—I(E)R(T, S(E), 1(E))(1 — e(t ]dt—i—alS(t dBy (1),

dit) =| —ballt) + ()0, S(0). IE))e() + I(EX (1, S(E) 1ONT — e(t) 6.1)
IO, S(E), 1)1 — e(t)) ]dt+021(t dBs(t),

de(t) = [q2 — (q1 + q2)e(t)]dt + (g1 — g2)e(t)(1 — e(t))dW(t).

We will also assume that q1, g; > 0 and g := g; — g2 # 0 since the other cases are trivial. Consider the equation of the
third component

de(t) = [q2 — (q1 + q2)e(t)]dt + ge(t)(1 — e(t))dW(t), e(0) € [0, 1]. (6.2)

By using the Lyapunov functional method as in Theorem 4.1, we obtain the following result.

Theorem 6.1. For any initial value in [0, 1], Eq. (6.2) has a unique solution and
P{e(t) € (0,1),Vt >0} = 1.
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Now, by solving the Fokker-Planck equation, Eq. (6.2) has a unique invariant measure supported in [0, 1] with density
given by

d*(x) = Ce’%(l - )<)2(d1_‘12_1)e_7><2(d2 4=D x e (0, 1),

where d; = 4, d; = g—%, and C is a normalizing constant.
As developed in the main results, the threshold A is defined by

A=—0 + / f(0,y,0)a(dy)

fh +Q2

(6.3)
/ F1.5. 0 + —

q1
+ q2

/ h(1,y, 0)idy),
qi + q2

where £ is the invariant measure with the density given by (3.3).

Theorem 6.2. Consider system (6.1) and A as in (6.3).

e If A < 0 then for any initial point (u, v, eg) € R_ZF'C’ X Sy, the number of the infected individuals I(t) tends to zero at an
exponential rate, i.e.,

. Ini(t)
Py v.e, 1 limsup ; <At =1,

t—o00
and the susceptible class S(t) converges weakly to the solution ¢(t) on the boundary.
e If X > 0, then for any initial point (u, v, eg) € Ri’" X Sy, all invariant probability measures of the solution (S(t), I(t), e(t))
concentrate on Rff’ x [0, 1]. Moreover, the system (6.1) is permanent.

6.2. Numerical examples

In this section, we consider a simple example and provide some numerical simulations. Consider Eq. (6.1) with
flx.s.1) = my(x)s, h(x, s, i) = 2% g(x) = x, (x € {0, 1}), i.e., consider

das(t) =[ a; — biS(t) — my(0)S(O(t)e(t) — mq(1)S(OI(E)(1 — e(t))
my(1)(1 — e(t))S(O)I(t)
SO T ] dt + o1S(t)dBy(t),
di(t) =[ —byI(t) + my(0)S(E)I(t)e(t) + my(1S(OI(E)(T — e(t)) (6.4)
my(1)(1 — e(t))S(O)I(t)
SO 210 ] dt +c_rzl(t)de(t),
de(t) = [q2 — (g1 + g2)e(t)ldt + e(t)(1 — e(t))dW(t).

The above is the corresponding system with a filtering of hidden Markov chain «(t), whereas the following system is one
under hidden process «(t)

ds(t) =[al — byS(t) — ma(e(£))S(E)I(L)
OO T (0,
14 S(t) +1(t)
di(e) =[ —ba1(6) + mi((O)S(OI(E)
o(t)my(ee(£))S(E)I(L)
14 S(t)+I(t)
Here «(t) is the Markov chain taking values in {0, 1} with the generator Q.
Suppose one does not use the filtering to consider the corresponding observable system (6.4), and considers instead
the system under some predictions for «(t). If one uses the incautious prediction and assumes that «(t) = 0 (i.e., considers
all individuals in the hidden group not to be infected), the corresponding system is

] dt + o 1(t)dBs(t).

ds(t) = [ay — b1S(¢t) — mﬂO)S(t)I(t)]dt + 01S(t)dBy(t),

(6.6)
di(t) = | —baI(t) + ml(O)S(t)I(t)]dt + ool (£)dBy(0).
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Simulator S(t) Simulator I(t)

0

Fig. 1. Left top subfigure: Sample paths of S(t), in which the red curve is for system under the hidden «(t) in (6.5), the blue curve corresponding
to the known «(t) in (6.4). Right top subfigure: Sample paths of I(t), the red curve is for system (6.5) with hidden state, the blue curve is that of
(6.4) with known «(t). Bottom subfigure: the sample path of the Markov chains, the red is of the signal process «(t), the blue is its filter e(t). (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

If one uses the overcautious prediction and assumes that «(t) = 1 (i.e., considers all individuals in the hidden group
to be infected), the corresponding system is

ds(t) = [al — byS(8) — my(DS(OI(E) — %]dr + 01S(£)dBs (£),
(6.7)
di(t) = [—bzl(t) +my(DSOIE) + %]dt + 0y1(t)dBy(t).

Example 6.1. Consider (6.4) with a; = 0.5,b1 = 1,01 = 1,b; = 2,0 = 05,m(0) = 0.1,m(1) = 4, my =
0.1, q; = 5, g2 = 25. Our computation shows that A = —1.7252, the (exact) threshold determining the longtime behavior
(persistence and extinction) for both systems (6.4) and (6.5). Similarly, we can compute Ay = —2.0750, the threshold for
system (6.6) and A, = 0.0241, the threshold for system (6.7).

Note that A; > A > A and as a result A; is an overcautious threshold. In this case, if we use system (6.7), we may
conclude that the disease may not be controlled although it will indeed be controlled. Some unnecessarily restrictive
policy might be chosen and this might lead to economic downturns. Conversely, A is an incautious threshold which
would lead to overly optimistic expectations.

As our theoretical results show the number of infected I(t) will tend to 0 as t — o0, i.e.,, the infected group goes
extinct. We have also shown that systems (6.4) and (6.5) have the same longtime behavior. We provide the numerical
simulations for this example in Fig. 1.
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Simulator S(t) Simulator I(t)

S(t) I(t).

It

(]

| d ,w 1‘|‘ J"* *:‘“‘r i : ,. “ N '|| bl\m |‘ i w

0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
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0
0 2 4 6 8 10 12 14 16 18 20

Fig. 2. Left top subfigure: Sample path of S(t), the red curve is for the system under noisy observation of «(t), the blue is the system with precise
known value of «(t). Right top subfigure: Sample path of S(t), the red curve is for system under noisy observation, the blue curve is for system
with precise known value of «(t). Bottom subfigure: the sample path of the Markov chain, the red curve is of the signal process, the blue curve is
its filter. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Example 6.2. Consider (6.4) with a; = 10,b; = 1,01 = 1,b, = 3,00, = 1,m1(0) = 0.1, my(1) = 2, my(1) = 0.1, q; =
10, g; = 1. Direct computations yield A = 14.8522, the (exact) threshold determining the longtime behavior (persistence
and extinction) for both systems (6.4) and (6.5). Similarly, we can compute Ao = —2.5000, the threshold for system (6.6)
and A1 = 16.5874, the threshold for system (6.7). Because A; > A > Xq, we note that A; is an overcautious threshold.
Conversely, Ag is an incautious threshold. [It is readily seen that the system is actually permanent, i.e., the disease will not
be controlled but Ay recommends the disease will be extinct. Conversely, A; is an overcautious threshold which would
lead to overly pessimistic expectations.]

Applying our theoretical results to this example, we get that I(t) never converges to 0 and the system is permanent.
As before, the systems (6.4) and (6.5) have the same longtime behavior. The numerical simulations of this example are
provided in Figs. 2 and 3.
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Fig. 3. Left top and right top subfigures: The density of the invariant probability measure (the marginal one in the space of (S(t), I(t))) of (6.5) in
2D and 3D settings, respectively. Bottom subfigure: The density of the invariant probability measure (the marginal one in the space of (S(t), I(t)))
of (6.6) in 2D and 3D settings, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
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