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Abstract 

Oxide growth is a complex process involving transport of reactive species, heterogeneous 

reactions, and microstructure evolution. Predicting oxidation kinetics and especially the oxide 

morphological change has been a long-standing challenge. Here we develop a phase-field model 

for predicting the oxide growth kinetics of a multicomponent alloy during high temperature 

oxidation, focusing on internal oxidation (non-protective) and its transition to external oxidation 

(protective). The predicted kinetics and oxide morphology are analyzed and compared to the 

classical Wagner’s theory and an existing analytical model by Zhao and Gleeson. Some 

assumptions used in the analytical models and the limitation are discussed. In addition, it is 

demonstrated that the morphology and distribution of the initial oxide nuclei play an important 

role in the later stage oxide connectivity and thus the transition to external oxidation. 
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1 Introduction 

High temperature applications of metallic alloys rely on the spontaneous formation of a dense, 

protective surface oxide layer from rapid oxidation, and thus our ability to predict and control the 

oxide morphology is of great importance for the design of structural alloys. During the past few 

decades, extensive experimental efforts have been devoted to investigating the formation 

mechanism and growth behavior of the protective oxide layers in a number of structural alloys, 

especially Fe-based [1-8] and Ni-based alloys [7, 9-13]. It has been known that: (1) The alloy 

composition is one of the crucial factors for the formation of protective layers  [8, 9, 14, 15]  which 

may be tuned to provide external oxidation as opposed to the internal (non-protective) oxidation, 

and achieving the transition from internal to external oxidation is a key objective for the design of 

high temperature alloys [8]; (2) The formation of the protective oxide layer depends on temperature, 

defect species present in an alloy, etc., although there has no general agreement on its formation 

mechanism for specific alloys [9, 15-18]; (3) The rate limiting process for oxidation is mostly the 

inward and/or outward diffusion of the reactants. 

There have also been extensive theoretical studies on the internal/external oxidation 

mechanisms [8, 14, 19-23]. The best known theory is the Wagner’s theory of internal oxidation 

[14] in which the volume fraction of oxide 𝑓𝑣 is determined by diffusion of reacting components 

and their boundary compositions. Although Wagner directly linked material parameters to the 

internal-to-external oxidation transition, the volume fraction 𝑓𝑣  was assumed to be a constant. 

Zhao et al. [23] improved Wagner’s model and replaced the constant oxygen diffusivity by the 

effective diffusivity of the metal/oxide system as a function of 𝑓𝑣, so that 𝑓𝑣 can evolve as the oxide 

film grows. A critical volume fraction 𝑓𝑣
∗ was then derived to determine whether an alloy with 

certain diffusivities and boundary composition values would eventually form a continuous layer. 
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Both Wagner’s and Zhao’s models, due to their analytical nature, largely ignored the detailed 

microstructures of the internal oxidation zone (IOZ) that can have a major impact on the kinetic 

process. 

 The kinetic process of oxidation is always accompanied with complex microstructure 

evolution. There have been recent attempts [20-22, 24] to apply the phase-field method (PFM) [25]  

to model and predict the diffusion-reaction processes as well as the corresponding microstructure 

evolution during high temperature oxidation. For example, the charge interaction and its effect on 

oxidation kinetics was investigated using the phase-field method  [20, 22]. In order to resolve the 

space charge region, the total length scale of these models is limited by the so-called Debye screen 

length which is typically on the order of 10-8-10-7 m in many oxides with a few exceptions [16]. In 

principle, the influence of charge interaction on ionic diffusion beyond the Debye length scale can 

be effectively incorporated by adopting the so-called ambipolar diffusion coefficient as a 

reasonable approximation [26], which can significantly reduce the computation cost. Most of these 

existing investigations have been focused on one-dimensional (1D) systems with ideal or regular 

solution thermodynamic descriptions (e.g., Al, O, electron and holes). Here we develop and 

implement a phase-field model to predict the oxidation kinetics and the morphology of the internal 

oxide particles and external layers based on a phase-field model of stoichiometric reactions and 

solid solutions [27-29]. It incorporates the most relevant diffusion and reaction mechanisms such 

as inward diffusion of oxygen and outward diffusion of metal atoms, simultaneous growth of more 

than one oxide such as a Al2O3 and NiO in a Ni-Al alloy system with different growth rates, as 

well as the competition among the diffusion and reaction processes. It also allows direct 

incorporation of thermodynamic database rather than relying on simplifying assumptions such as 

ideal or regular solution models.  
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Table 1: The description for parameters that are used in the model. 

Parameter Description Values or expressions 

𝜉 A2O3 order parameter 0 ≤ 𝜉 ≤ 1 

𝜙 BO order parameter 0 ≤ 𝜙 ≤ 1 

𝑐A 
A composition in the matrix 
phase 

0 ≤ 𝑐𝐴 ≤ 1 

𝑐𝐴
0 Initial A composition 0 ≤ 𝑐𝐴

0 ≤ 1 

𝑐O 
O composition in the matrix 
phase 

0 ≤ 𝑐𝑂 ≤ 1 

𝑐𝑆 Oxygen composition at surface 0 ≤ 𝑐𝑆 ≤ 1 

𝜇X 
Chemical potential of species X 
in the matrix phase 

Taken from database [30] 

𝜇X, 𝜇𝛾 
Chemical potential of oxide X, 
and matrix phase (γ) 

Taken from database [30] 

𝜅𝜉 , 𝜅𝜙 Gradient energy coefficients 𝜅𝜉 = 𝜅𝜙 = 3.54 × 10−8 J/m 

𝑔 Double well potential 
𝑔(𝜙, 𝜉) = 𝜙4 − 2𝜙3 + 𝜙2 + 𝜉4 − 2𝜉3 + 𝜉2

+ 50𝜙2𝜉2 

ℎ Interpolation function ℎ(𝑥) = 6𝑥5 − 15𝑥4 + 10𝑥3 

𝑀A
𝛾

, 𝑀O
𝛾 

Diffusion mobility of A and O in 
𝛾 phase 

𝑀A
𝛾

= 1.6 × 10−19 m5/(J⋅s) 
𝑀O

𝛾
= 6 × 10−18 m5/(J⋅s) 

𝑀O
A2O3 , 𝑀O

BO 
Diffusion mobility of O in A2O3 
and BO phase 

𝑀O
A2O3 = 6 × 10−20 m5/(J⋅s) 

𝑀O
BO = 3 × 10−18 m5/(J⋅s) 

𝑤 Height of double well potential 8.58 × 108 J/m3 

𝑉𝑚 Molar volume of the matrix 1.06 × 10−5 m3/mol 

𝐿𝜉  
Linear reaction coefficient for 
A2O3 

5 × 10−8 m3/(J⋅s) 

𝐿𝜙 
Linear reaction coefficient for 
BO 

5 × 10−7 m3/(J⋅s) 

𝜇O
𝛾̃

, 𝜇A
𝛾̃  

Diffusion potential of O, A and B 
in 𝛾 phase 

Taken from database [30] 
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2 Phase-field model of oxidation 

For simplicity, we start with a hypothetical binary alloy A-B with A2O3 and BO as the only 

possible oxides. Without loss of generality, we assume that A2O3 is thermodynamically more 

stable than BO.  The total free energy of an inhomogeneous microstructure consisting of A-B alloy 

and oxides A2O3 and BO is expressed as a functional of the phase-field variables 𝑐A
 , 𝑐O

 , 𝜉, 𝜙 , given 

by  

𝐹 = ∫ {𝑤 ∙ 𝑔(𝜉, 𝜙) +
1

2
𝜅𝜉(∇𝜉)2 +

1

2
𝜅𝜙(∇𝜙)2 +

1

𝑉𝑚
[ℎ(𝜉) ∙ 𝜇A2O3

+ ℎ(𝜙) ∙ 𝜇BO + (1 − ℎ(𝜉) − ℎ(𝜙)) ∙ 𝜇𝛾(𝑐O
 , 𝑐A

 )]} 𝑑𝑉
𝑉

(1) 

where the definitions of all variables and parameters are listed in Table 1. In equation (1), the first 

three terms describe the interfacial energy between the different phases. The terms 𝜇A2O3
 and 𝜇BO 

represent the chemical potentials of the corresponding oxides while the last term is the chemical 

potential of the matrix phase. In this model, the oxides are considered stoichiometric so that 𝜇A2O3
 

and 𝜇BO are constants under a given temperature while 𝜇𝛾(𝑐𝑂
 , 𝑐A

 ) is a function of composition in 

the matrix phase. For these chemical potentials, we adopt the thermodynamic database of the Al-

Ni-O system by Ross et al. [30]. The original 𝜇𝛾(𝑐𝑂
 , 𝑐A

 ) in the Al-Ni-O database is calculated 

from a sublattice model by assuming a regular solution consisting of A, B and O atoms, where up 

to three orders of mixing terms are included. In the A-B-O system, the mixing entropy terms of 

𝜇𝛾(𝑐𝑂
 , 𝑐A

 ) are removed for simplicity (see supplemental material for details), and then the model 

can be quantitatively compared with existing analytical models where diffusion equations are 

expressed based on Fick’s law [14, 23]. Since the Al2O3 is very stable with an extremely low 

equilibrium oxygen composition 𝑐O
eq

< 10−12 [31] in the matrix, 𝜇A2O3
 is designed slightly larger 

than that of Al2O3 in order to ensure the equilibrium compositions of A and O in the matrix phase 

fall within the region range of 10-4-10-3 for the sake of computational robustness.  
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Based on the reaction framework developed in [27-29], the governing evolution equations for 

the phase and concentration fields are  

𝜕𝜉

𝜕𝑡
= −𝐿𝜉

𝛿𝐹

𝛿𝜉
= −𝐿𝜉 [𝑤

𝜕𝑔

𝜕𝜉
− 𝜅𝜉∇2𝜉 +

1

𝑉𝑚

𝜕ℎ

𝜕𝜉
(

1

5
𝜇A2O3

−
2

5
𝜇A

𝛾
−

3

5
𝜇O

𝛾
)] (2) 

𝜕𝜙

𝜕𝑡
= −𝐿𝜙

𝛿𝐹

𝛿𝜙
= −𝐿𝜙 [𝑤

𝜕𝑔

𝜕𝜙
− 𝜅𝜙∇2𝜙 +

1

𝑉𝑚

𝜕ℎ

𝜕𝜙
(

1

2
𝜇BO −

1

2
𝜇B

𝛾
−

1

2
𝜇O

𝛾
)] (3) 

𝜕𝑐𝑂
 

𝜕𝑡
= ∇ ∙ 𝑀O(𝜉, 𝜙)∇𝜇O

𝛾̃
−

𝜕

𝜕𝑡
[ℎ(𝜉) (

3

5
− 𝑐𝑂

 )] −
𝜕

𝜕𝑡
[ℎ(𝜙) (

1

2
− 𝑐𝑂

 )] (4) 

𝜕𝑐A
 

𝜕𝑡
= ∇ ∙ 𝑀A(𝜉, 𝜙)∇𝜇A

𝛾̃
−

𝜕

𝜕𝑡
[ℎ(𝜉) (

2

5
− 𝑐𝐴

 )] +
𝜕ℎ(𝜙)𝑐𝐴

 

𝜕𝑡
(5) 

In equations (4) and (5), we use an interpolation function for the mobility of A and O at the oxide-

alloy interface and inside the oxides. For example, the local oxygen mobility is expressed as 

𝑀O(𝜉, 𝜙) = [1 − ℎ(𝜉) − ℎ(𝜙)]𝑀O
𝛾

+ ℎ(𝜉)𝑀O
A2O3 + ℎ(𝜙)𝑀O

BO (6) 
and the A mobility can be expressed in a similar way. The values of 𝑀O

𝛾 , 𝑀O
A2O3, and 𝑀O

BO in 

equation (6) can be found in [32]. In Equations (2) and (3), 

∆𝜇A2O3
=

1

5
𝜇A2O3

−
2

5
𝜇A

𝛾
−

3

5
𝜇O

𝛾  

and 

∆𝜇BO =
1

2
𝜇BO −

1

2
𝜇B

𝛾
−

1

2
𝜇O

𝛾  

are the chemical potential changes for the oxidation reactions leading to the formation of oxide 

A2O3 and BO, respectively. We define the driving forces for oxidation as 𝐷𝐹A2O3
= −∆𝜇A2O3

 and 

𝐷𝐹BO = −∆𝜇BO.  
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Figure 1: Driving forces for oxidation 𝐷𝐹A2O3
 and 𝐷𝐹BO plots with respect to composition of 

A and O for A2O3 and BO at 1000 ℃ and 1300 ℃. The orange area indicates that the corresponding 

oxidation reaction driving force is positive, where the formation of the corresponding oxide is 

favored. On the other hand, the grey area has a negative driving force, so the matrix phase is 

favored. 

 

We plot the values of 𝐷𝐹A2O3
 and 𝐷𝐹BO as functions of compositions of A and O at different 

temperatures in Figure 1. The orange and grey areas indicate that the corresponding driving forces 

are positive (oxidation reaction favored) and negative (reduction reaction favored), respectively. 

According to Figures 1 (a) and (b), the A2O3 has a much larger stability range than BO in terms of 
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the composition of A (or B) and O, indicating A2O3 is thermodynamically more stable than BO. 

In the following sections, we assume that the environmental oxygen partial pressure is above the 

equilibrium partial pressure for oxidizing A, but it is below the equilibrium partial pressure for 

oxidizing B.  

Below is the procedure to perform a phase-field simulation of oxidation: 

1. Assign 𝑐A
 , 𝑐O

 , 𝜉, 𝜙 as the phase-field variables representing the A composition, O composition, 

A2O3 phase and BO phase, respectively. All these variables range from 0 to 1, 𝑐A
 (𝐫)  and 

𝑐O
 (𝐫) are the atomistic composition at position r.  𝜉(𝐫) = 𝜙(𝐫) = 0 indicates the A-B matrix 

at position r,  𝜉(𝐫) = 1, 𝜙(𝐫) = 0 and 𝜉(𝐫) = 0, 𝜙(𝐫) = 1 represent A2O3 and BO phases at 

position r, respectively. The interfaces are categorized as regions with  0 < 𝜉(𝐫) < 1 and 0 <

𝜙(𝐫) < 1. 

2. Calculate the chemical potentials of A, B and O based on the existing thermodynamic database 

and the updated profiles of 𝑐A
  and 𝑐O

 . 

3. Based on the oxidation reactions: 2

5
A +

3

5
O →

1

5
A2O3  and 1

2
B +

1

2
O →

1

2
BO, determine the 

evolution of 𝜉 and 𝜙 based on the reaction driving forces 𝐷𝐹A2O3
= −∆𝜇A2O3

 and 𝐷𝐹BO =

−∆𝜇BO. The reaction rate is assumed linearly proportional to the chemical potential difference 

according to linear kinetic theory. 

4. Based on the calculated reaction rates, determine the evolution of 𝑐A
  and 𝑐O

  by solving the 

diffusion-reaction equations derived from the thermodynamic framework, Equations (4) and 

(5). 

5. Update the profiles 𝑐A
 , 𝑐O

 , 𝜉, 𝜙 and go back to step 2 until desired simulation time. 

In the simulations, the evolution equations (Equations (2)-(5)) are solved following forward 

Euler’s method where the simulation can be greatly accelerated within Message Passing Interface 
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(MPI). In addition, the reaction evolution equations, i.e., Equations (2) and (3), are evolved until 

equilibrium after diffusion equations, i.e., Equations (4) and (5), so that the diffusion-controlled 

oxidation processes are ensured. 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



 

10 
 

Figure 2: A 2D simulation example of A-B alloy by this model. (a) Simulation setup, in this 

demonstration, round nuclei with random radii and distributions in an internal oxidation zone are 

inputted in the simulation system, with initial A composition depleted near the gas-material 

interface and 𝑐A
0 = 0.1  in the matrix. (b)-(d) profiles of A2O3 (in red), 𝑐A  and 𝑐𝑂  at t=200 s, 

respectively.  

 

3 Phase-field Simulations 

Figure 2 (a) shows one possible setup of the simulation. The simulated system includes the 

oxide phases and the matrix, while the oxygen (gas) phase is not directly considered. The Dirichlet 

boundary condition for 𝑐O is applied at the left boundary of the system (Labeled in green color in 

Figure 2 (a)), which describes an equilibrium oxygen concentration at the gas-material interface 

𝑐𝑆.  The value of 𝑐𝑆 is a function of oxygen partial pressure in the environment by assuming the 

dissociation of O2 O2 → 2O  is fast and reaches equilibrium at the left boundary. Zero-flux 

boundary condition is applied to the right boundary, while periodic boundary conditions are 

applied to the upper and lower boundaries of the system. 

 First, we consider an exemplary simulation with the initial condition of randomly distributed 

A2O3 nuclei located inside a designed internal oxidation zone. Figure 2 (b) shows the oxide 

distribution at t=200 s, where a layer of A2O3 already forms near the IOZ. The composition 𝑐A is 

depleted on the left side of the A2O3 layer, as demonstrated in Fig. 2(c), which indicates that the 

A atoms are consumed by the oxidation. The oxygen concentration 𝑐O significantly drops on the 

right side of the A2O3 layer, as shown in Fig. 2(d), which is caused by the blocking effect of the 

oxide. 
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3.1 Comparison with predictions from Wagner’s theory 

In 1950s, Wagner proposed that the thickness of the oxide film should follow a parabolic 

growth law 𝑙 = 𝑘√𝐷𝑂𝑡 based on the assumption that the oxygen diffusion is the rate-limiting 

process[14], while the coefficient k is determined by solving the couple-flux equation at the 

oxidation front, i.e. the flux of reactant metal and oxygen at the interface should match the 

stoichiometric ratio of the oxide. As a result, the volume fraction of the oxide in the internal 

oxidation zone can be predicted from Wagner’s theory by calculating the ratio between the flux of 

the components at the oxidation front and the thickening rate of the oxide. Although the details of 

the oxide morphology and the evolution inside the internal oxidation zone are neglected, Wagner’s 

theory provides the value of the oxide volume fraction for the internal oxidation process at the 

steady state as a function of diffusivities and initial compositions. In our current model, most of 

the assumptions can be kept or lifted as the evolution equations (i.e. Equations (2) and (3) in 

Section 2.1) naturally consider the coupling of diffusion and reaction processes without assuming 

an instantaneous reaction as in Wagner’s theory. The reaction rate in our model is determined by 

both the reaction coefficient L and the reaction driving force.  

To validate our model, we first simulated the oxidation process by keeping the assumptions 

in Wagner’s theory. In this simulation, we proposed an A-B alloy with A being the only reactive 

component with oxygen to form an oxide A2O3, and we analyze the same situation based on 

Wagner’s theory. A 10 nm layer of A2O3 with a uniform profile of 𝑐𝐴
0 = 0.1 and a depleted 𝑐𝑂

0 =

0.001 is initially set in a 1D system with number of grid points nx=1600 and mesh size Δ𝑥=5 nm 

each, as illustrated in Fig. 3(a). The oxidation rate from our simulation matches well with Wagner’s 

analytical model, as shown in Figure 3 (b). Figures 3 (c) and (d) show the profile of  𝑐𝐴, 𝑐𝑂 and the 

order parameter 𝜉 representing the oxide A2O3 at t=50 and t=400, respectively. The analytical 
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solutions of theses profiles are also plotted. As shown in Figures 3 (b)-(d), the profiles show good 

agreement with Wagner’s theory, whereas the most notable discrepancies come from the 

composition profile near the reaction front and within the IOZ. This is because Wagner’s theory 

assumes an instantaneous reaction at the oxidation front while taking the equilibrium composition 

of both components as zero. On the other hand, the oxidation rate in the phase-field model depends 

on the local chemical potential of oxygen and component A. As a result, the equilibrium 

compositions must be finite, which would then lead to the finite compositions beyond the oxidation 

front. 

 

Figure 3: Simulation results compared with Wagner’s theory. (a) Initial setup in an A-B alloy 

with A the only reactive component with oxygen, the initial composition of A is uniform while the 

composition of oxygen is initially depleted. The order parameter 𝜉 representing the oxide A2O3 is 

finite only within 10 nm near the oxygen-material interface. (b) the oxide thickness growth rate 

d𝐿/d𝑡 with respect to oxide thickness L plot in the simulation compared with the analytical results 
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by Wagner’s theory. (c)-(d), the A2O3, cA and cO profiles compared with analytical results by 

Wagner’s theory at t=50 s and t=400 s, respectively. 

 

Figure 4: Oxidation results of the phase-field model comparing with Zhao’s analytical model. 

(a)-(c) The prediction of oxidation results by Zhao’s analytical model using different Z values (i.e., 

different diffusivities and initial compositions). (d)-(f) evolutionary profiles of A2O3 (red) by the 

phase-field model using the parameters specified in (a)-(c), respectively. (g)-(i) evolutionary 
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profiles of A2O3 (red) by the phase-field model with the assumption of blocking the diffusion of 

A inside the internal oxidation zone. 

 

3.2 Model comparison with higher dimensional analytical models 

More useful information can be collected from high-dimensional analytical model for oxidation 

with respect to the evolution of the internal oxidation zone, especially the morphological factors. 

Meanwhile, however, more assumptions should be made in order to reach an explicit and reliable 

solution in such an analytical model. A notable analytical model for oxidation in 2D and 3D is 

proposed by Zhao et al. [23]. In Zhao’s model, the diffusivity of oxygen is varied as a function of 

the oxide volume fraction in the internal oxidation zone, in contrast to the constant oxygen 

diffusivity in Wagner’s model. The effective diffusivity of oxygen is expressed by 

𝐷𝑂
𝑒𝑓𝑓

= 𝐷𝑂
0 ⋅

2(1 − 𝑓𝑉)

2 + 𝑓𝑉

(7) 

which is obtained by fitting experimental measurements.  

By using Equation (7), and solving the couple-flux equation in a manner similar to the 

Wagner’s model, Zhao et al. quantitatively derived how the oxide volume fraction 𝑓𝑉  in the 

internal oxidation zone would change during the oxidation process, instead of being a constant as 

in Wagner’s theory. The evolution of  𝑓𝑉 is described by a recursion equation of 𝑓𝑉: 

𝑓𝑉
′ =

𝜈

𝜈 + (𝑍 ⋅
1 − 𝑓𝑉

2 + 𝑓𝑉
− 1)

(8) 

where 𝑓𝑉 and 𝑓𝑉
′ represent the volume fraction of the oxidation front and the newly forming oxide 

layer, respectively, 𝜈 = 𝑉𝑚
𝑜𝑥𝑖𝑑𝑒/𝑉𝑚

𝑚𝑎𝑡𝑟𝑖𝑥  is the ratio of the molar volume of the oxide and the 

matrix. Equation (8) reveals a quantitative relationship between the evolution of 𝑓𝑉 and parameter 
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Z, where 𝑍 =
2𝜋𝑐𝑆𝐷𝑂

0

3𝐷𝐴(𝑐𝐴
0)

2 for the proposed oxide A2O3. That is, the coefficient Z is related to surface 

composition of oxygen 𝑐𝑆, initial composition of A in the matrix 𝑐𝐴
0 as well as the diffusivities 𝐷𝐴 

and 𝐷𝑂 in the matrix. As the next step, the relative location between the curves 𝑓𝑉
′(𝑓𝑉) based on 

Equation (8) and the line 𝑓𝑉
′ = 𝑓𝑉 is analyzed, as shown in Figures 4 (a)-(c). In these plots, we 

choose three different sets of material parameters with decreasing Z values representing the 

situations of internal oxidation, transition states, and external oxidation, respectively. When Z is 

large, the curve 𝑓𝑉
′(𝑓𝑉) for Equation (8) would intersect with line 𝑓𝑉

′ = 𝑓𝑉 at the point (𝑓𝑉
⋆, 𝑓𝑉

⋆), 

which indicates a steady columnar growth with an equilibrium volume fraction 𝑓𝑉
⋆, as shown in 

Figure 4 (a). On the other hand, when Z is small and there are no intersections between the curve 

𝑓𝑉
′(𝑓𝑉) and the line 𝑓𝑉

′ = 𝑓𝑉 , the recursion Equation (8) would lead to an increasing 𝑓𝑉  until it 

reaches unity, as shown in Figure 4 (c). Therefore, the recursion of Equation (8) results in two 

distinctive oxidation morphologies: an eventually continuous layer with 𝑓𝑉 = 1 or a steady state 

growth internal oxide layer with 𝑓𝑉 = 𝑓𝑉
⋆. It should be noted that Equation (8) is valid only when 

𝑐𝑆/𝑐𝐴
0 ≪ 𝐷𝐴/𝐷𝑂 ≪ 1 [14]. That is, the parameters should be carefully chosen while adopting the 

analytical model. 

Next, we employ our phase-field model using the same parameters as in Figures 4 (a)-(c), and 

we plot the corresponding oxide evolutionary profiles in Figures 4 (d)-(f). The simulation results 

indicate that the predictions by our phase-field model are qualitatively consistent with Zhao’s 

analytical model while notable differences exist. Similar to the analytical predictions, our phase-

field model predicts a clear transition from internal oxidation to external oxidation as Z decreases 

based on the same sets of parameters. However, two outstanding differences can be noticed: (1) 

After comparing Figures 4 (a) and (d), the steady state oxide volume fraction 𝑓𝑉
⋆ is significantly 

different as Zhao’s model predicts that  𝑓𝑉
⋆ is less than 0.1 while our phase-field model shows that 
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𝑓𝑉
⋆ ≈ 0.6, which is much larger; (2) In terms of parameter Z, it is easier to form a continuous layer 

in the phase-field model compared with Zhao’s analytical model. The main reasons for these 

differences include the assumptions in the analytical models, the deviation of 𝐷𝑂
𝑒𝑓𝑓

− 𝑓𝑉 relation 

as well as the effect of shape and distribution of oxide nuclei. Among these reasons, the assumption 

of an IOZ is of pivotal importance, as the analytical model prohibits reactions and diffusion of A 

inside IOZ, while the diffusion of oxygen is allowed. In Figures 4 (g)-(i), we examine the influence 

of the IOZ assumption by blocking the diffusion of A within IOZ artificially. As the initial 

condition, regular initial oxide nuclei with the semi-circle shape are added at the oxygen-material 

interface (left). During the evolution, the oxide would grow to the matrix (right) with a straight 

internal oxidation front (IOF) line. The simulation results show great consistency with those from 

the analytical model, indicating the importance of the IOZ assumption on the analytical model and 

how this would modify the prediction in the phase-field model. A detailed analysis to the other 

factors that may result in the discrepancy between the two models is discussed in Section 4.2.  

It should be noted that Zhao’s analytical model cannot be applied to some practical cases as 

the prerequisite 𝑐𝑆/𝑐𝐴
0 ≪ 𝐷𝐴/𝐷𝑂 ≪ 1 is not valid in some alloy systems with certain combinations 

of oxygen partial pressure and initial A compositions, and thus an explicit recursive 𝑓𝑉 − 𝑓𝑉
′ 

relation may not exist. On the other hand, our phase-field model gives consistent and continuous 

predictions on the evolutionary profiles regardless of the prerequisite, and one series of simulations 

are shown in Figure 5, where we only change the magnitude of initial A composition 𝑐A
0. The 

simulation results clearly show the transition from internal oxidation to external oxidation as the 

initial A composition increases. These simulations may be of experimental interests as they help 

design alloy systems that endure oxidation with minimum A composition at certain working 

conditions.  
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Figure 5: Phase-field simulation results for 2D system with initial round oxide nuclei 

randomly distributed near the matrix-oxygen interface (left bound of the simulation box) for (a) 

𝑐A
0 = 0.05, (b) 𝑐A

0 = 0.1, (c) 𝑐A
0 = 0.2, respectively. 

 

4 Discussions 

In Section 3.2, we compared the simulation results from our phase-field model with those 

from the analytical model by Zhao et al. The results are qualitatively consistent while quantitative 

differences exist in the critical Z value which tells apart internal and external oxidation, as well as 

in the steady state oxide volume fraction 𝑓𝑉
⋆ when a steady internal oxidation process is predicted 

in both models. Here we investigate the origin of the discrepancies between our phase-field model 

and Zhao’s analytical model in detail. 
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Figure 6: Driving force analysis of a representative time frame at t=27000 s during the 

oxidation process. (a) Oxidation profile t=27000 s showing two oxide particles (red) in a matrix 

(blue). (b) The sequential interfacial points determined by an isosurface tracking approach. (c) 

Interfacial point number as a function of weighed distance between the point and the point of 

oxidation front. (d) A and O compositions and reaction driving force as functions of weighed 

distance. (e) overall driving force 𝛿𝐹/𝛿𝜉 as a function of weighed distance. 

 

4.1 The evolution of the internal oxidation zone 

One of the most outstanding differences between our phase-field model and Zhao’s analytical 

oxidation model is the treatment of oxidation process inside the IOZ. In Zhao’s model, the reaction 
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process is only allowed at the internal oxidation front (which possesses zero thickness) and frozen 

inside the IOZ. In our phase-field simulation, the driving force for oxidation process at every mesh 

point in the material system is calculated by the chemical potential difference between the reactants 

and the product, so the oxidation reaction is allowed at any oxide-matrix interfaces as long as there 

are sufficient reactants supplies.  

To examine whether oxidation can happen and evaluate possible oxide growth direction 

(lateral vs. horizontal) inside the IOZ, the oxidation reaction driving force is analyzed along the 

oxide-matrix interfaces using an isosurface tracking approach based on the value of 𝜉. Figure 6 

shows the driving force analysis for a simulation with surface oxygen composition 𝑐𝑠 = 0.005 and 

initial A composition 𝑐𝐴
0 = 0.05 . Figures 6(a) and 6(b) show the A2O3 morphology and the 

corresponding interfacial mesh points tracked for the bottom oxide particle at t=27000 s, 

respectively. In order to visualize the driving forces and fields in a 1D plot, we calculate the 

distances between all the points on the isosurface and the center of the isosurface (i.e., point 131 

in Figure 6 (b) and also the internal oxidation front), and assign a negative weighed distances 

(“dist”) to the points whose y value is smaller than that of the isosurface center. Figure 6 (c) plots 

the weighed distances (“dist”) versus point indices, and the compositions and reaction driving 

force are plotted in Figure 6 (d). It shows a smaller oxygen composition and a larger A composition 

at internal oxidation front compared with those at the gas-material interface. Although the reaction 

driving force reaches its maximum at the oxidation front, its value inside the IOZ is still significant 

that cannot be neglected. According to Figure 6 (e), the overall driving force, which can be 

obtained by dividing oxidation rate 𝑑𝜉/𝑑𝑡 by coefficient 𝐿𝜉 , is significant for the points with -

50<dist<50 despite a sharp decrease of the driving force at |dist| ≈ 30. This indicates a small yet 

important lateral (side) growth rate during the oxidation process, which could determine whether 
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a continuous oxide film can form. Moreover, when the oxide volume fraction is small, e.g., in the 

initial stages of the oxidation process upon nuclei form near the oxygen-matrix interface, the ratio 

between lateral growth rate and horizontal growth rate is significantly larger than that of larger 

volume fractions (see supplemental material for details), and it reaches nearly unity when 𝑓𝑉 <

0.4. This leads to the conclusion that the steady state oxide volume fraction in IOZ must be larger 

than 0.4 based on the phase-field simulation since the blocking effect of IOZ is not significant 

when  𝑓𝑉 < 0.4. Therefore, the oxidation reaction inside IOZ should not be neglected. 

 

  
Figure 7: Effective diffusivity as functions of oxide volume fraction fV with different oxide 

nuclei shapes and distributions. (a)-(d) Different initial setups of oxides with disk shape 

perpendicular to x axis, disk shape perpendicular to z axis, spherical shape, disk shape with 

randomized directions, respectively. (e) Effective diffusivity as a function of fV using different set-

ups in (a)-(d). 
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4.2 The effect of nuclei shape and distribution 

In Zhao’s analytical model, the expression of the effective diffusivity of oxygen 𝐷𝑂
𝑒𝑓𝑓 as a 

function of 𝑓𝑉 (i.e., Equation (7)) is crucial in determining the recursive Equation (8) and hence 

the resultant oxidation kinetics. However, the expression used in Zhao’s model does not take into 

account the shape and distribution effects of oxide particles. To examine these effect, the effective 

diffusivity is evaluated in the phase-field framework by solving the steady-state diffusion equation 

with different oxide particle shapes and orientations as shown in Figure 7. Figures 7 (a)-(d) show 

the initial setup with disk-like oxides (red) with its normal parallel to x/z axis, spherical particles, 

and randomized orientations, respectively, in a system with nx×ny×nz=400×400×400 grids. 

Figure 7 (e) shows the effective diffusivity measured along the x axis as a function of the oxide 

volume fraction fV. The effective diffusivity is clearly different for different oxide shapes and 

orientation for the same fV, which is contrary to the expression used in the analytical model where 

the effective diffusivity is only a function of fV. It should be noted that the simulations shown in 

Figure 7 are three-dimensional (3D), and the results are qualitatively consistent with those in 2D 

simulations, see supplemental material for a detailed comparison of 𝐷𝑒𝑓𝑓 − 𝑓𝑉 relations between 

2D and 3D.  

The model is further applied to simulate the oxidation processes with preset nuclei of identical 

shape but different orientations, as shown in Figure 8. Two simulations are designed with 

triangular nuclei initially aligned in the middle of the matrix, with the tips of nuclei in Figure 8 (a) 

pointing to the oxygen-matrix interface while those in Figure 8 (b) pointing to the matrix. The 

simulation results in Figures 8 (c) and (d) show different oxidation morphologies as the case 

starting from Figure 8 (a) remains separate particles while the case of Figure 8 (b) forms a 

continuous layer. This indicates that local driving forces for oxidation reaction may change based 
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on either the local nuclei shape or distribution, resulting in differences in morphological evolution 

and the connectivity of the oxide. These results confirm the significant role of nuclei shape and 

distribution in the later stage oxide morphology. 

 

Figure 8: Simulation results for different A2O3 nuclei orientations. (a) and (b) Schematic plots 

for the initial setup for the triangular nuclei with tip pointing to the oxygen-matrix interface and to 

the matrix, respectively. (c) and (d) Evolutionary profiles for (a) and (b), respectively. 
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5 Summary 

In this work, we developed a phase-field model to study the alloy oxidation at high 

temperatures. The model is validated against Wagner’s theory using one-dimensional simulations. 

Two-dimensional simulations are then performed to study alloy oxidation in which the 

morphology of the oxides and its dependence on the effective diffusivity are discussed. Based on 

the phase-field simulation results, we examined the assumptions made by Wagner’s and Zhao’s 

analytical models. While the analytical models assume zero-thickness for the reaction front, the 

reaction occurs in a much broader region in our phase-field model including inside the internal 

oxidation zone. Eliminating the idealized assumption of zero thickness reaction front is an 

important step toward a more quantitative understanding on the kinetics of internal oxidation and 

especially its transition to external oxidation. The shape and distribution of oxide nuclei are also 

studied. It is shown to be crucial in determining the subsequent microstructure evolution in the 

oxidation processes. The phase-field model is applicable to modeling the microstructure-level 

oxidation kinetics, and especially internal oxidation and its transition to external oxidation in a 

general multicomponent alloy and thus can be employed to understand the microstructure-level 

alloy oxidation mechanisms. 
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