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ABSTRACT Recent advancements in transformers exploited computer vision problems which results in
state-of-the-art models. Transformer-based models in various sequence prediction tasks such as language
translation, sentiment classification, and caption generation have shown remarkable performance. Auto
report generation scenarios in medical imaging through caption generation models is one of the applied
scenarios for language models and have strong social impact. In these models, convolution neural networks
have been used as encoder to gain spatial information and recurrent neural networks are used as decoder
to generate caption or medical report. However, using transformer architecture as encoder and decoder
in caption or report writing task is still unexplored. In this research, we explored the effect of losing
spatial biasness information in encoder by using pre-trained vanilla image transformer architecture and
combine it with different pre-trained language transformers as decoder. In order to evaluate the proposed
methodology, the Indiana University Chest X-Rays dataset is used where ablation study is also conducted
with respect to different evaluations. The comparative analysis shows that the proposed methodology
has represented remarkable performance when compared with existing techniques in terms of different
performance parameters.

INDEX TERMS Vision transformers, language models, radiology report, decoder.

I. INTRODUCTION A manually created report describes the general chest con-

Diseases that target the chest are particularly dangerous
because of their impact on the lungs. Every year, millions
of people face being diagnosed with a chest disease [1].
As the lungs are important organs in the human body, any
damage caused to them could have life threatening implica-
tions. On average, 58000 deaths occur only due to pneumonia
[2]. Chest x-rays are the primary practice to diagnose these
diseases. The radiologist conducts a thorough visual of the
x-ray image and writes a report of the patient’s condition. This
implies the same definition of image based report generation
which is the task of describing the visual content of image in
natural language by understanding the visual semantics [3].
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dition, findings, and diseases if found. The radiologist must
possess the following skills to correctly read a chest x-ray [3]:
thorough knowledge of the basic anatomy of thorax as well
as physiology various chest diseases, ability to analyze the
radiograph through identifying different pattern, ability to
analyze and evaluate the evolution over time of chest x-rays
and recognize any changes that might occur, knowledge of
clinical presentation and history, Knowledge of correlation to
diagnostic results. This laborious task can result in being error
prone if written by an inexperienced physician while simulta-
neously being tedious and time consuming for an experienced
physician. The problem of report generation being a lengthy
process is highlighted when large amounts of chest x-rays
need to be analyzed. In highly populated areas, there could be
hundreds of chest x-rays to analyze daily. Even after gaining
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extensive experience, it takes a radiologist, on average,
5 to 10 minutes to correctly read a chest x-ray [4].

Generating a diagnostic report is actually a image-
to-sequence problem whose inputs are pixels. A complete
diagnostic report consists of findings, impressions, and tags.
Previous solutions make use of a multi- tier system. The
tags are considered as labels and a multi class classifica-
tions produces predicted labels for each chest x-ray image
[4]. After performing a semantic analysis on the image, the
correct description is attached. Descriptions in the reports are
multi sentence long and their generations is crucial to the
accuracy and quality of the report.Many solutions employing
LSTM network has been proposed to solve this problem
such as [4]. However, report descriptions consist of long
sentences and CNN fails to encode complete features in latent
space therefore effecting the accuracy’s of report generated
by LSTM.

The literature reports earlier attempts to create a radi-
ologist report for a chest X-ray image by incorporating
multiple CNN-RNN frameworks. In 2017, researchers pro-
posed Transformer, a new simple network architecture that
completely eschews recurrence and convolutions in favour
of attention mechanisms. Convolutional or recurrent neural
networks in an encoder-decoder arrangement constitute the
foundation of the earlier dominating sequence transduction
models. The Transformer model also uses the same con-
figuration but relies only on attention mechanism. In order
to increase overall efficiency, this article provides a novel
Transformer Medical Report Generator (TrMRG) method for
producing a chest X-ray report.

The contributions of this paper are summarized as
follows:

1) We propose TrMRG (Transformer Medical report
generator), an end-to-end Transformer-based model
for report generation with pre-trained computer
vision (CV) and language models. Although TrOCR
was the first to adopt this architecture but it was used
for only classification purposes. To the best of our
knowledge, this is the first effort to use pre-trained
image and text Transformers in tandem to generate
medical reports.

2) A detailed ablation study has been conducted to iden-
tify best pre-trained models for encoder and decoder to
generate more reliable reports

3) TrMRG achieves remarkable score with a standard
Transformer-based encoder-decoder model, which is
convolution and recurrence free and does not rely on
training from scratch. It can be easily fine-tuned to pre-
dict accurate reports. The model will be made publicly
available.

The remaining of the paper is structured as follows.
Section 2 examines related literature. The methodology is
explained in Section 3. The ablation studies and experimental
results are presented in Section 4, and Section 5 contains the
conclusion.
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II. LITERATURE REVIEW

Automated medical report generation is the application of
computer vision and language models which has strong soci-
etal impact. Medical report generation process started from
[5] who proposed a CNN-RNN architecture to generate cap-
tions for images. These results were however too simple and
lacked details. As more work was done in the field, attention
was introduced and models like [6] used attention with RNN
and CNN. This model produced significantly better results.
Transformers were introduced in 2019 [7]. It is free from
convolution and recurrence and solely focuses on attention.
It used Multi attention self-attention (MSA) with multiple
encoder and decoder layers which made it outperform previ-
ous language models. Since 2019, transformers are not only
used with text but also with images where they have out-
performed many existing techniques at different tasks. Here,
we have divided the literature review into different subsection
for better understanding.

A. TRANSFORMER IN LANGUAGE

Transformer models have performed admirably on a variety
of linguistic tasks. BERT (Bidirectional Encoder Representa-
tions from Transformers) [8], GPT2 (Generative Pre-trained
Transformer) [9], and T5 (Text-to-Text Transfer Transformer)
[10] are a few of the well-liked models. BERT pre-trained the
Transformer in a self-supervised manner using the Masked
Language Model (MLM) and Next Sentence Prediction
(NSP). In the Masked Language Model, 15% of the words
in a sentence are randomly masked, after which the model
is trained to predict these words using cross-entropy loss.
The model gains the ability to take into account the bidirec-
tional context while making predictions. The model predicts
a binary label for a pair of sentences in NSP. The model
may construct associations between two sentences as a result.
They are essential in issues involving natural language, like
question-answering and natural language inference. A differ-
ent training approach was used in GPT-2, known as Causal
Language Modelling, in which the model is trained to pre-
dict the next word given all the previous words. GPT-2
was stacked with only decoder layers of Transformer and
token embedding along with positional embedings were cal-
culated and added to sequences of tokens as input. Multi-head
self-attention, feedforward network, layer normalization, and
residual connections are applied by each layer. DistilGPT-2
[11] is a popular compressed version of GPT-2. It has fewer
parameters compared to GPT2. DistilGPT-2 is trained on
OpenWebTextCorpus by using Knowledge distillation meth-
ods. MiniLM [12] uses the same tokenizer as XLM-R while
having its architecture based on BERT. To make the teacher’s
self-attention module more moldable and effective for the
learner, final layer of the transformer is distilled.

B. TRANSFORMER IN IMAGES
Transformers were first used in 2018 [24] as Image gener-
ative model. In 2020, [25] Vision Transformer (ViT), also
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TABLE 1. Literature review summary table.

Sr# Method Year | Approach

1 RTMIC [13] 2019 | DenseNet_121(ROI) and Transformer(3 layer)

2 KERP [14] 2019 | CNN and Graph + Transformer

3 BASE+RM+MCLN [15] | 2020 | Memory driven Transformer

4 RGNet [16] 2020 | Two CNN and Two Transformer

5 KGAE-Supervised [17] | 2021 | Knowledge driven Transformer

6 MV+T+I [18] 2021 | Multiple transformers architecture

7 PPKED [19] 2021 | Distillation of posterior and prior knowledge via transformer
8 M ?triprogressive [20] 2021 | DenseNet(CNN) - VILM (Meshed memory Transformer) and BART
9 CDGPT2 [21] 2021 | Chexnet + GPT2

10 AlignTransformer [22] 2022 | Align hierarchy attention and Multi-grained Transformer used
11 Trust it or Not [23] 2022 | Auto-encoder + transformer

known as vanilla image transformer, was proposed to demon-
strate Transformer in image classification which outper-
formed existing image recognition benchmarks (ImageNet,
CIFAR-100, VTAB, etc.). Vision Transformer (ViT) is the
first implementation of a transformer in a deep neural network
on large-scale image datasets. They took sequences of image
patches which were flattened as vectors and then applied
the original transformer model. The model was trained on
a large dataset and then refined to downstream recognition
benchmarks such as ImageNet classification. Spatial biasness
is one of the inductive biasness present in CNN hence a
CNN assumes a certain structure is present in images so
it updates it filter parameters accordingly in order to clas-
sify images. Transformers does not inherit spatial biasness
property opposed to CNN as they are solely based on atten-
tions. DeiT [26] showed that it was possible to learn Trans-
formers on mid-sized datasets in relatively shorter training
episodes. It used procedures found in CNNs such as augmen-
tation and regularization and adopted a unique knowledge
distillation approach to train Transformers. A CNN model
was employed as teacher model to distill a student Trans-
former. New properties to ViT that are different compared
to convolutional networks were added by the DINO work
[27]. This used self-supervised learning techniques. The term
DINO is a method interpreted as a form of self-distillation
with no labels. It provided solid foundation for the idea
that self-supervised learning could be key to developing a
ViT based BERT like model. The next model is VIT-MAE
[28] which uses a simple MLM-like architecture. Patches of
input images forming a series are given as input and major-
ity are masked out. The remaining visible patches are then
given the encoder. The encoded images along with MASK
tokens added to them are given input to a decoder hence to
reconstruct the original image. After pre-training is complete,
the encoder is utilised for recognition tasks on un-corrupted
images instead of the decoder, which is then destroyed.
Table 2 shows are summary of different transformers.

C. MEDICAL REPORT GENERATION

Automated medical report generation has a journey where
different techniques have been utilized before transformed for
this purpose. Early methods for writing reports included tem-
plate filling, description retrieval, and hand crafted natural

1816

TABLE 2. Comparison of different Image Transformers.

Sr# Model | Dataset Base | Large
1 Vit IN-1K 71.9 76.53
2 DEIT | IN-1K 85.2 -

3 Dino | IN-1K 82.8 -

4 MAE | IN-1K 83.6 85.9

language generating techniques. In its basic arrangement, the
task can be named as an image-to-sequence problem with
pixel-values in form of series as inputs. These input patches of
input are represented as feature vectors in the visual encoding
stage, which encodes the input, also known as latent space
vector, for the next generative step known as the language
generation. A string of words or subwords that have been
decoded using a particular vocabulary are the result of this.
Xiong et al. [13] proposed a 2 part model. The first part was
an Image Encoder and the second part was a non-recurrent
Captioning Decoder. Li et al. [14] proposed the KERP
(Knowledge-driven Encode, Retrieve, Paraphrase) approach
that integrated contemporary learning-based methodologies
for report generation with knowledge and retrieval-based
methods. The work of producing reports was divided by
KERP into learning medical abnormality graphs and sub-
sequent natural language modelling. First, visual features
were converted into a structured abnormality graph using
an encoder. The templates were then obtained by a retrieve
module based on the abnormalities found. A paraphrase
unit then revised the templates to fit the given situation.
A memory-driven transformer to produce a report was sug-
gested by [15]. Their strategy involved equipping the trans-
former with a relational memory to store important data.
Additionally, a memory-driven conditional layer normali-
sation was used to include memory into the transformer’s
decoder. Srinivasan et al. [16] proposed a deep neural net-
work which predicted tags and created a report for a given
chest x-ray. To get the tag embeddings, they used a convo-
lutional neural network followed by transformers for learn-
ing self and cross attention. Image tags and features are
encoded with self-attention to get a more detailed repre-
sentation. Both of the above features were made use of in
cross-attention, also known as Encoder-Decoder attention,
along the sequence of input in order to generate the report

VOLUME 11, 2023



IEEE Access

M. M. Mohsan et al.: Vision Transformer and Language Model Based Radiology Report Generation

Hidden States

Predicted Report
I

(

Casual LM
head
N J

Add & normalize

Feed forward

(] J—

Add & normalize

Feed forward

Add & normalize

Multi-head attention

Add & normalize

Add & normalize

Multi-head attention

[ Linear project + positional embedding ]

s D TH TR

FIGURE 1. lllustration of proposed method. The left part shows the image based encoder which consists of N layers each containing attention heads.

The right part shows the language based decoder consisting of N layers.

findings section. Impressions were generated by applying
cross-attention on findings and input sequence. Reference
[29] presented a method where they combined CNN based
features with attention layer and LSTM to generate more
reliable reports. They utilized IU and MIMIC datasets for
evaluation purposes and outperformed simple attention based
methods. A Knowledge Graph Auto-Encoder (KGAE) model
that allowed unrelated sets of images and reports for training
was proposed by [17]. An encoder and decoder driven by
knowledge along with knowledge graph was also included
in it. The visual and written realms were linked by the
knowledge graph (like a latent space). The images were pro-
jected at the proper coordinates in the latent space where the
encoder reported. The decoder used the provided coordinates
to generate the report. This model was unsupervised because
it may be trained using diverse sets of photos and reports.
Nguyen et al. [18] proposed Classification of Clinical history
and Chest X-ray to generate embedding of diseases along
with a Transformer decoder sub-modules in an a fully dif-
ferentiable paradigm to generate complete diagnostic reports.
To ensure consistency with disease related topics, a weighted

VOLUME 11, 2023

embedding representation was fed to the interpreter. Liu et al.
[19] proposed a model which mimics the process of radi-
ologists. First they identified the disease from the image
using a CNN and then used prior knowledge for report
generation. Nooralahzadeh et al. [20] proposed a two-step
model which derived global concepts from the image then
reformed them into finer and coherent texts using a trans-
former architecture. You et al. [22] proposed a AlignTrans-
former framework, Align Hierarchical Attention (AHA) and
Multi-Grained Transformer (MGT) were the components of
the AlignTransformer framework. Wang et al. [23] proposed
amethod which explicitly quantified visual and textual uncer-
tainties for radiology report generation. Alfarghaly et al. [21]
proposed a deep learning model consisting of CNN model
as encoder and a Transformer model as decoder. They used
Chexnet, as encoder, to predict the tags for images and also
to generate latent space vector. Chexnet is one of the largest
models used in this area. They then calculated weighted
semantic features from the predicted tags pretrained embed-
dings. Finally to generate a report, they used a GPT2 pre
trained model on the latent space vetor and semantic features.
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GPT?2 was one of the largest language generation model and
despite this, their unique deep learning farmework under-
performed when compared to others as their BLEU-1 score
was only 0.387 and BLEU-2 score was 0.245. An end-
to-end Transformer model for Optical Character Recognition
was presented in [30]. It was the first research that utilized
pre-trained weights for both image and language models.
TrOCR was limited for being a classification model only.
Table 1 shows an overview of literature review with respect
to different methodologies their respective approaches.

lll. METHODOLOGY

Fig 1 shows an overview of our proposed methodology.
An encoder and a decoder are both parts of the TrMRG
model. The encoder receives an image as input, breaks it up
into patches, and then adds positional encoding to it. Each
layer of encoder contains multiple self-attention heads which
encode its feature representation. The encoded features are
passed to multiple self attention heads in decoder layers in
form of Queries Q and Keys K to decode it. After passing
the output of the decoder to the linear layer and softmax,
words probabilities are predicted. The output of encoder and
decoder is stated as Hidden states in Fig 1. In literature, the
output of encoder is also named latent space.

A. POSITIONAL ENCODING

Transformers by nature does not contain any recurrence or
any convolution so in order to maintain order of sequence,
position information must be stored. Tokens converted into
embedding vectors are summed up with Positional Encoding
vectors. For text models such as MinilLM, a 1-dimensional
positional encoding is added where sinusoidal waves of vari-
ous frequencies are used:

PE(p, 2i) = sin(p/10000%/¢) 1)
PE(p, 2i + 1) = sin(p/10000%/%) )

where p represents the current position of word in a sequence
and L is the total length of sentence and i has a range of
0 <= i < L/2 and the input embedding dimension is
labelled as d. The dimensions of input embedding as well as
of positional encoding are kept same so they can be added.
Image Transformer models such as ViT also used the same
positional encoding as using 2-dimensional positional encod-
ing, no significant performance was observed.

B. ENCODER

A stack of N identical layers stacked together. Each layer
is composed of two sub-layers. Multi-headed Self Attention
is first sub-layer followed by a simple positionally linked
feed-forward network. In order to rtain previous informa-
tion and avoid vanishing gradient problem a residual con-
nection is employed along with layer normalization, after
each sub-layers. The LayerNorm of each sub-output layer
is equal to LayerNorm(x + Sublayer(x)), where Sublayer(x)
is the function that each sub-layer implements on its own.
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The dimension of all sub-layers, input, and output of the
model is kept the same for assisting residual connections.

1) IMAGE INPUT REPRESENTATION

The encoder accepts an image as input and downsample
or upsample it to a predetermined size (H, W). While the
adjusted picture’s size are guaranteed to be divisible by the
patch size P, the encoder separates the input image into a
batch of patches with defined sizes.The Transformer encoder,
by nature, cannot process a whole entity until there are a
series of input tokens or in case of images there must be
series of patches. The patches are then linearly projected
onto D-dimension vectors, where D is the hidden size of the
Transformer across all of its layers, after being flattened into
vectors.

“[CLS]”, a unique token, typically used for the image
classification task is retained, much like ViT and DeiT. The
entire image is represented by the “[CLS]” token, which
combines the data from every patch embedding. The special
distillation token employed in DeiT is also kept when utilising
the DeiT pre-trained models for encoder initialization so that
the student model can distill knowledge from the teacher
model. Given learn-able 1D position embeddings based on
their absolute positions are the patch embeddings and two
special tokens. Afterward, the series of input is fed to a stack
of identical encoder layers. MSA and feed-forward fully con-
nected sublayer are present in each Transformer layer. Layer
normalisation and residual connection come after these.

2) SELF ATTENTION

The attention mechanism involves dividing up the attention
among the values and producing the weighted sum of them,
where the weights of the values are determined by the relevant
keys and queries. All of the queries, keys, and values for the
self-attention modules originate from the same sequence. The
attention output matrix is calculated as follows:

Self Attention (Q, K, V) = softmax((Q - KT)/\/%) -V (3)

The softmax function’s extremely small gradients are avoided
by applying the scaling factor +/dy, where dimension of query
and key vector is represented by di. The model may jointly
gather data from several representation subspaces thanks to
the MSA sub-layer, which projects the queries, keys, and
values h times with various learnable projection weights.

Multihead(Q, K, V) = concat(hy ... h,) - W° 4
where

head; = Self Attention(W/q;, WKK, W}'V)

Figure 2 illustrates the calculation of a multi-headed self
attention layer using heat maps. A vanilla image transformer
model such as ViT have the same architecture of an encoder
of [7]. The only difference is that Image transformer takes
image as series of input and [7] takes text in a sequence. The
self attention calculation mechanism is also same.
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FIGURE 2. Graphical representation of Multi-headed self-attention

C. DECODER

Decoder also contains N number of identical layers stacked
such as in Encoder but with additional sub-layer. The decoder
performs multi-head attention over the hidden states from
Encoder, which is then transformed into Queries and Keys,
hence inserting a third sub-layer along with two sub-layers
already present in each Decoder. Each of the sub-layers
applies residual connections in a manner similar to the
encoder before layer normalisation. Decoder uses ‘“Masked
Multi-head attention™ layer in order to stop paying attention
to succeeding locations. The prediction of location i can only
be based on the known outputs at positions lower than i
which is due to the masking technique along with the shifting
of output embedding offset by one place because of Casual
Language Modelling (CLM).

1) TEXT INPUT REPRESENTATION

A sequence of tokens is given as input to decoder. Using the
Embedding look-up table, of V vocabulary length, the feature
vectors of d,,04.; dimension of each token is fetched and
positional encoding of sequence is added. At time of training
whole report is given as decoder input but at inference only
initial start token is given to produce next words using CLM.

2) SELF ATTENTION

For TtMRG, we employ the original Transformer decoder.
With the exception of inserting ‘“‘encoder-decoder atten-
tion” between the multi-head self-attention and feedfor-
ward network to distribute various levels of attention on the
encoder output. Similar to Encoder layer, the Decoder also
has a stack of identical layers. The keys, values and the
queries in the encoder-decoder attention module are derived
from the encoder output and the decoder input, respectively.
In order to avoid receiving more information during train-
ing than necessary for prediction, the decoder also makes
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calculation in a single layer of Transformers.

use of attention masking in self-attention. In literature, the
“Encoder-Decoder attention’ is also stated as cross attention.

TABLE 3. Comparison of different Image Transformers.

Sr# Parameters Encoder Decoder
1 Model Vit MiniLM
2 Hidden layers 24 12

3 Attention heads 16 12

4 Intermediate size 4096 1536

5 Hidden size 1024 384

6 Patch size 32 -

7 Number of patches 144 -

8 Image size 384 -

9 Vocabulary size - 30522
10 Max length - 173

11 Beams - 4

12 Layer normalization le—12 le=12

IV. EXPERIMENTS & RESULTS

The proposed model has been tested using chest X-rays
images and associated reports. The details are given in fol-
lowing sections

A. DATASET
The Indiana University Chest x-Ray dataset (IU X-Ray)
contains a collection of pairs of Chest x-ray images and
diagnostic of reports [31]. The dataset includes 3955 reports
produced by radiologists and 7,470 pairs of frontal and lateral
chest x-ray pictures. Each report consists of different sections
e.g. impression, findings, tags, comparison, and indication.
In this research, we solely use frontal CXR as input and treat
the contents of findings as the target captions to be generated.
Figure 4 gives an illustration of a randomly selected frontal
view along with associated findings.

The dataset, specially images, are pre-processed to support
the implementation of proposed model. Reports (Text data) is
cleaned by removing unnecessary spaces, special characters
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Findings:

Impressions:

1. No evidence of acute cardiopulmonary process. 2. 8mm
nodule in the left lung base, XXXX calcified granuloma

The cardiac and mediastinal contours are within
normal limits. The lungs are well-inflated and clear.
There is an 8mm nodule in the left lower lobe, XXXX
calcified granuloma. There is no pneumothorax or
effusion. Bony structures of the thorax are intact
with minimal early degenerative change.

FIGURE 3. Data sample containing CXR, Impressions and Findings from 1U dataset.

including comma and full stop and hidden words such as
“xxxx”’, also all characters are converted into lower case.
A total of 3203 reports are selected for our research and
2404 random samples are selected for Training set, 500 for
Validation set and 300 for Testing set.

B. IMPLEMENTATION DETAILS

The pre-trained weights for the encoders and decoders are
utilised to fine-tune them on the IU X-Ray dataset during the
training phase. The proposed model is implemented using
PyTorch and trained on a GeForce RTX 2070 8GB GPU.
The AdamW optimizer is used to fine-tune the network for
25 epochs with a batch size of 1. For testing, the parameter
values that produce the best results on the validation dataset
are employed.

C. EVALUATION METRICS

To evaluate our results, we adopt BLEU [32], METEOR [33],
ROUGE-L [34] and CIDEr [35] metrics that are widely-used
to evaluate the natural language generation model. The eval-
uation of machine translation is originally intended to focus
on BLEU and METEOR in particular. ROUGE-L is a tool for
evaluating summary quality. CIDEr is made to assess image
captioning applications.

D. ABLATION STUDY

To evaluate the proposed report generation model, we have
conducted detailed ablation studies. All of our experiments
are on IU dataset and we reported both qualitative and quan-
titative results.

1) QUANTITATIVE RESULTS

Our TrMRG model consists of pre-trained image and lan-
guage model on natural images or text datasets so in first abla-
tion study, we experimented with 4 image models as encoder
and 3 Language models as decoder. The qualitative outcomes
of ablation study are shown in Table 4. The n-gram similarity
between the generated sentences and the ground-truth phrases
is the foundation for the automatic evaluation measures (like

1820

BLEU). The table shows that MiniLM based decoder in
general performed well while generating radiology reports.
For encoder, Dino, Deit and ViT produced better results
respectively.

TABLE 4. Comparison of different Image Transformers.

Sr# Encoder Decoder B1 B2 B3 B4

1 ViT 0.532 0.344 0.2330 | 0.158
2 Deit MiniLM 0.5335 | 0.3446 | 0.2294 | 0.1254
3 Dino 0.5551 | 0.3533 | 0.2345 | 0.1332
4 Vit_ MAE 0.4339 | 0.2465 | 0.1233 | 0.0513
5 ViT 0.4261 | 0.2441 | 0.1224 | 0.053
6 Deit GPT2 0.4350 | 0.2507 | 0.1264 | 0.0516
7 Dino 0.5023 | 0.3312 | 0.2291 | 0.1310
8 Vit_MAE 0.4280 | 0.2431 | 0.1218 | 0.0513
9 ViT 0.4412 | 0.2623 | 0.1478 | 0.0591
10 | Deit DistilGPT2| 0.4569 | 0.3038 | 0.2104 | 0.1013
11 | Dino 0.5349 | 0.3763 | 0.2733 | 0.1726
12 | Vit MAE 0.5405 | 0.3804 | 0.2787 | 0.1770

2) QUALITATIVE ANALYSIS

The IU dataset is quite imbalanced and shows biasness due
to more normal reports. So instead of just relying on quan-
titative values as presented in table 4, we also performed
qualitative ablation study. In this section, we evaluate the
overall quality of generated reports through several examples.
Figure 4 presents reports generated by all 12 models from
ablation study for two different scenario of radiology reports.
It can be observed that in first scenario when example is from
the most occurring cases, reports generated by all models are
following the ground truth. The reports generated by all mod-
els are clear and provide more detail which is closer to refer-
ence report. However, when we look at second scenario which
is one of the rare occurring scenario, the models behaviour is
different. Most of the models generate first scenario reports
due to biased dataset. The ablation study shows that ViT
alongwith MiniLM produces the best qualitative results that
is why we have selected this combination in proposed model.
In general, our model can produce descriptions that follow the
logical progression of radiologists’ reports, which begin with
broad information such views, positive findings, followed by
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Case 1

pleura

Ground Truth
the lungs are clear without evidence
of focal airspace disease there is no
evidence of pneumothorax or large

| effusion the cardiac and

mediastinal contours are within

normal limits the are unremarkable

mere are no focal areas of
consolidation no suspicious
pulmonary opacities heart size within
normal limits no pleural effusions

|there is no evidence of pneumothorax
osseous structures are intactotomy
noted

the heart is normal in size and
contour there is no mediastinal
widening the lungs are clear bilaterally
no large pleural effusion or
pneumothorax the are intact with no
acute bony abnormalities

Ground Truth

the cardiomediastinal silhouette and
pulmonary vasculature are within
normal limits there is no
pneumothorax or pleural effusion
there are no focal areas of
consolidation cholecystectomy clips
are present silhouette is normal

the lungs are without focal air space
opacity there is no pneumothorax or
large pleural effusion the
cardiomediastinal silhouette is normal
in size and contour

the lungs are clear bilaterally
specifically no evidence of focal
consolidation pneumothorax or
pleural effusion cardio mediastinal
silhouette is unremarkable visualized
osseous structures of the thorax are
without acute abnormality

I'the lungs are clear bilaterally
| specifically no evidence of focal
consolidation pneumothorax or

the lungs are clear bilaterally
specifically no evidence of focal
consolidation pneumothorax or

cardiac and mediastinal contours are
unremarkable pulmonary vascularity
is within normal limits no focal air

the lungs are clear bilaterally

consolidation pneumothorax or

|
|
I
|
|
I
specifically no evidence of focal 1
|
I
|
1
|
|
|

inflated without evidence of focal
airspace

no large pleural effusion or
pneumothorax the are intact with no
acute bony abnormalities

the lungs are clear bilaterally
specifically no evidence of focal
consolidation pneumothorax or
pleural effusion cardio mediastinal
silhouette is unremarkable visualized
osseous structures of the thorax are
without acute abnormality

the lungs are clear bilaterally
specifically no evidence of focal
consolidation pneumothorax or
pleural effusion cardio mediastinal
silhouette is unremarkable visualized
osseous structures of the thorax are
without acute abnormality

the cardiomediastinal silhouette and
vasculature are within normal limits
for size and contour the lungs are
normally inflated and clear mild

the lungs are clear bilaterally
specifically no evidence of focal
consolidation pneumothorax or
pleural effusion cardio mediastinal
silhouette is unremarkable visualized
osseous structures of the thorax are
without acute abnormality bony
structures are grossly intact heart size
and pulmonary vascularity appear
within normal limits

spine no focal areas of pulmonary
consolidation

— — — — — — — — — — — — — —— — — — — — — —

}

degenerative changes of the thoracic

- pleural effusion cardio mediastinal pleural effusion cardio mediastinal space opacities pleural effusion or pleural effusion cardio mediastinal
3 | silhouette is unremarkable visualized : silhouette is unremarkable visualized pneumothorax are grossly silhouette is unremarkable visualized
© I osseous structures of the thorax are osseous structures of the thorax are unremarkable no convincing acute osseous structures of the thorax are
© without acute abnormality without acute abnormality bony findings are visualized without acute abnormality
) the lungs are clear bilaterally the cardiomediastinal silhouette and the cardiomediastinal silhouette is the cardiomediastinal silhouette is
I specifically no evidence of focal vasculature are within normal limits within normal limits for size and within normal limits for size and
| consolidation pneumothorax or for size and contour the lungs are contour the lungs are normally contour the lungs are normally
pleural effusion cardio mediastinal normally inflated and clear mild inflated without evidence of focal inflated without evidence of focal
silhouette is unremarkable visualized | degenerative changes of the thoracic airspace disease pleural effusion or airspace disease pleural effusion or
| osseous structures of the thorax are spine no focal areas of pulmonary pneumothorax osseous structures and | pneumothorax osseous structures and 1
without acute abnormality bony consolidation visualized upper abdomen are soft tissues are unremarkable
structures are grossly intact heart size unremarkable in appearance 1
S land pulmonary vascularity appear 1
s O
o
O pr—
é’ the cardiomediastinal silhouette is the heart is normal in size and the cardiomediastinal silhouette and the lungs are clear bilaterally
within normal limits for size and contour there is no mediastinal pulmonary vasculature are within specifically no evidence of focal
contour the lungs are normally widening the lungs are clear bilaterally normal limits there is no consolidation pneumothorax or

pleural effusion cardio mediastinal
silhouette is unremarkable visualized
osseous structures of the thorax are
without acute abnormality

pneumothorax or pleural effusion
there are no focal areas of
consolidation cholecystectomy clips
are present silhouette is normal

cardiac and mediastinal contours are
unremarkable pulmonary vascularity
is within normal limits no focal air
space opacities pleural effusion or
pneumothorax are grossly
unremarkable no convincing acute
bony findings are visualized

the lungs are clear bilaterally
specifically no evidence of focal
consolidation pneumothorax or
pleural effusion cardio mediastinal
silhouette is unremarkable visualized
osseous structures of the thorax are
without acute abnormality

the cardiomediastinal silhouette is
within normal limits for size and
contour the lungs are normally
inflated without evidence of focal
airspace disease pleural effusion or
pneumothorax osseous structures and
soft tissues are unremarkable

the cardiomediastinal silhouette is
within normal limits for size and
contour the lungs are normally
inflated without evidence of focal
airspace disease pleural effusion or
pneumothorax osseous structures and
visualized upper abdomen are
unremarkable in appearance

FIGURE 4. lllustration of reports generated by all 12 models for 2 randomly selected cases from IU dataset. From left to right results of ViT,
DEIT, DINO and Vit_MAE models are shown and from top to bottom all decoder models MiniLM, GPT2 and DistilGPT2 results are shown

respectively.

negative discoveries, in the sequence of lung, heart, pleura,
and others.

3) COMPARISON WITH LITERATURE

After finalizing the model through ablation study, we also
perform comparative analysis with existing state of the art
techniques. Table 5 shows results on the automatic metrics
for the Findings module compared to literature. CDGPT2
used Transformer with pre-trained weights at Decoder
only whereas for Encoder a Traditional CNN was utilized
pre-trained on CXR images and yet still managed to score
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0.38 BLEU-1 score. In our TrMRG model, we have employed
Transformer based both Encoder and Decoder pre-trained on
natural images and language and scored the highest BLEU-1
score. Other researches for instance Align Transformer and
Auto Encoder Transformer have made use of Transformer
Network at Encoder and Decoder but the selection of ecnoder
and decoder caused lower BLEU-1 for these. In comparison
with all these techniques on IU dataset, TrTMRG model has
shown highest BLEU-1 score which indicates its overall effi-
ciency for generating reports that resemble those written by
radiologist.
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TABLE 5. Comparison with review literature.

Sr# Model BLEU 1 BLEU 2 BLEU 3 BLEU 4 ROUGE CIDER METEOR
1 RTMIC [13] 0.350 0.234 0.143 0.096 - 0.32 -

2 KERP [14] 0.482 0.325 0.226 0.162 0.339 0.280 -

3 BASE+RM+MCLN [15] 0.470 0.304 0.219 0.16 0.371 - -

4 RGNet [16] 0.464 0.301 0.212 0.158 - - -

5 KGAE-Supervised [17] 0.512 0.327 0.240 0.179 0.383 - -

6 MV+T+I [18] 0.495 0.360 0.278 0.224 0.390 - -

7 PPKED [19] 0.483 0.315 0.224 0.168 0.376 0.351 -

8 M 2triprogressive [20] 0.486 0.317 0.232 0.173 0.390 - -

9 CDGPT2 [21] 0.387 0.245 0.166 0.111 0.289 0.257 0.164
10 AlignTransformer [22] 0.484 0.313 0.225 0.173 0.379 - -

11 Auto Encoder + Transformer [23] 0.497 0.357 0.279 0.225 0.408 - -

12 Ours 0.532 0.344 0.233 0.158 0.387 0.50 0.218

Ground Truth Predicted

the lungs are clear without evidence
of focal airspace disease there is no
evidence of pneumothorax or large
pleural effusion the cardiac and
mediastinal contours are within
normal limits the are unremarkable

there are no focal areas of
consolidation no suspicious
pulmonary opacities heart size within
normal limits no pleural effusions
there is no evidence of pneumothorax
osseous structures are intactotomy

heart size and pulmonary vascularity
appear within normal limits the lungs
are free of focal airspace disease no
pleural effusion or pneumothorax is

heart size and mediastinal contour are
normal pulmonary vascularity is
normal lungs are clear no pleural
effusions or pneumothoraces

seen vascular calcification is noted

degenerative changes in the thoracic
spineotomy

lungs are mildly hyperexpanded the
lungs are clear there is no focal
airspace consolidation no pleural
effusion or pneumothorax heart size
and mediastinal contour are within
normal limits there are diffuse
degenerative changes of the spine

there are no focal areas of
consolidation no suspicious
pulmonary opacities heart size within
normal limits no pleural effusions
there is no evidence of pneumothorax
osseous structures are intactotomy
noted to suggest a pneumonia there

FIGURE 5. Illustration of reports generated by TrMRG. The left most columns shows the CXR of patient given as input and the middle
column represents the ground truth whereas the last column shows the generated report from TrMRG.

E. DISCUSSION

Transformer models are still in evolutionary phase for learn-
ing how to generate complete paragraphs of medical reports
from sparse dataset. Particularly, it is noted that the majority
of reports are composed of sentences that are repetitive and
strikingly identical, which are of a descriptive nature and do
not explain anomalies and disorders. The doctor’s reports
frequency plot of distinct sentences reveals a long tail of
distribution, with anomalous sentences frequently appearing
with a frequency of f = 1 across the whole dataset. In fact,
f < 3 occurs in 6,290 of the 8,022 different sentences
[36]. Figure 5 exemplify the results of our selected model
TrMRG on 3 different cases. It can be noticed that diagnoses
of our model relatively similar to doctors report. However at
example 3, we can see that our model missed to highlight the
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abnormality in CXR and this is all due to lack of abnormal
samples.

The results show that proposed TrMRG model has per-
formed well when compared to existing models especially
in terms of BLEU-1 score. The experimental analysis shows
that BLEU score is bit biased towards unbalanced dataset.
In case of medical reports where most of the data consists of
normal scenarios and reports, a model can quickly achieve
good ratings on these automatic evaluation metrics [4] by
producing just normal findings. However in proposed model,
the learning is bit generic and it is able to generate different
reports based on varying inputs. In order to overcome the
limitation of BLEU scores, we have also evaluated the pro-
posed model in form of METEOR, ROUGE-L and CIDEr.
Table-5 showed that the proposed model has performed
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better in majority of these matrices. However, from figure 5,
it is clear that for all normal cases the reports generated by
proposed TrMRG is similar to reference report but in cases
of diseases the model tends to miss some important medical
terms. The main reason is quite small corpus size and unique
medical terms in IU dataset. This is one of the main limitation
of proposed model right now which we intend to overcome
with help of large medical corpus along with modification in
the model to further refine it for less occurring words.

V. CONCLUSION

In this paper, we proposed a novel approach (TrMRG) to
generate radiology reports without using convolutional neural
networks which inherits spatial biasness. TrMRG used Image
based Transformer pre-trained on Imagenet dataset and Lan-
guage models pre-trained on natural language datasets. Both
encoder and decoder were fine-tuned on IU dataset. The
experiments proved effectiveness of our method, which not
only generated meaningful reports, but also achieved com-
petitive BLEU score as compared to other models. It is
observed that even transformer being data hungry in nature
and having no inductive biasness in it can be utilized if
properly fine-tuned on smaller datasets such as IU dataset.
The ablation study in form of qualitative and quantitative
results justified the usefulness of TrMRG in assisting the
radiologist.
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