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The single-index model is a statistical model for intrinsic regression where the responses are
assumed to depend on a single yet unknown linear combination of the predictors, allowing
to express the regression function as E[Y|X] = f({v, X)) for some unknown index vector v
and link function f. Estimators converging at the 1-dimensional min-max rate exist, but their
implementation has exponential cost in the ambient dimension. Recent attempts at mitigating
the computational cost yield estimators that are computable in polynomial time, but do not
achieve the optimal rate. Conditional methods estimate the index vector v by averaging moments
of X conditioned on Y, but do not provide generalization bounds on f. In this paper we develop
an extensive non-asymptotic analysis of several conditional methods, and propose a new one that
combines some benefits of the existing approaches. In particular, we establish y/n-consistency for
all conditional methods considered. Moreover, we prove that polynomial partitioning estimates
achieve the 1-dimensional min-max rate for regression of Holder functions when combined to
any /n-consistent index estimator. Overall this yields an estimator for dimension reduction and
regression of single-index models that attains statistical and computational optimality, thereby
closing the statistical-computational gap for this problem.
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1. Introduction

Consider the standard regression problem of estimating a function F : R* — R from n
samples {(X;,Y;)};, where the X;’s are independent realizations of a predictor variable
X € R4,

Yi=F(X)+¢,  i=1,....n, 1)

and the (;’s are realizations, independent among themselves and of the X;’s, of a random
variable ( modeling noise. Under rather general assumptions on ¢ and the distribution p
of X, if we only know that F is s-Holder regular (and, say, compactly supported), it is
well-known that the min-max nonparametric rate for estimating F in L?(p) is n—/(2s+4)
[22]. This is an instance of the curse of dimensionality: the rate slows down dramatically
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as the dimension d increases. Many regression models have been introduced throughout
the decades to circumvent this phenomenon; see, for example, the classical reference [45].
When the covariates are intrinsically low-dimensional, concentrating on an unknown low-
dimensional set, several estimators have been proved to converge at rates that are optimal
with respect to the intrinsic dimension [3, 32, 33, 39, 40]. In other models, the domain
may be high-dimensional, but the function itself is assumed to depend only on a small
number of features. A classical case is the so-called single-index model, where F' has the
structure

F(z) = f((v,2)) (2)

for some index vector v € R% (that we may assume unitary without loss of generality)
and link function f : R — R. In this context one may consider different estimation
problems, depending on whether f is known (e.g. in logistic regression) or both f and v
are unknown. We are interested in the latter case. Clearly, if v was known we could learn
f by solving a 1-dimensional regression problem, which may be done efficiently for large
classes of functions f. So the question is: what is the price to pay for not knowing v?

It was conjectured in [45] that the min-max rate for regression of single-index models
is n=5/(25+t1) that is, the min-max rate for univariate functions: no statistical cost would
have to be paid. This rate was proved for pointwise convergence with kernel estimators
in [25, Theorem 3.3] and [26, Section 2.5], where it was also observed that the index can
be learned at the parametric rate n~ /2. Based on these results or on similar heuristics, a
wide part of literature focused on index estimation, setting aside the regression problem.
From this perspective, the main point is that the estimation of the index v can be carried
out at parametric rate in spite of the unknown nonparametric nonlinearity f. A proof of
Stone’s conjecture (for convergence in L?(p)) can be found in [22, Corollary 22.1].

Granted that the estimation of the index does not entail additional statistical costs (in
terms of regression rates), a different but no less important problem is determining the
computational cost to implement a statistically optimal estimator for the single-index
model. The rate in [22, Corollary 22.1] is obtained by a least squares joint minimization
over v and f, but no executable algorithm is provided. [20] proposed an adaptive algo-
rithm aggregating local polynomial estimators on a lattice of the unit sphere, yielding a
universal min-max estimator, although at the expense of a possibly exponential number
of operations Q(n(d’l)/ 2). While a heuristic faster algorithm is therein also proposed, its
statistical effectiveness is unknown.

Several other methods for the estimation of v or f were developed over the years. A
first category includes semiparametric methods based on maximum likelihood estima-
tion [28, 24, 14, 15, 16, 8, 9]. M-estimators produce /n-consistent index estimates under
general assumptions, but their implementation is cumbersome and computationally de-
manding, in that it depends on sensitive bandwidth selections for kernel smoothing and
relies on high-dimensional joint optimization. An attempt at avoiding the data sparsity
problem was made by [13], which proposed a fixed-point iterative scheme only involv-
ing 1-dimensional nonparametric smoothers. Alternatively, methods such as the average
derivative estimation (ADE [44, 25, 27]), the outer product of gradients estimation (OPG
[50]) and the minimum average variance estimation (MAVE [50, 49]) directly estimate the
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index vector exploiting its proportionality with the derivative of the regression function.
Early versions of these methods suffer from the curse of dimensionality due to kernel
estimation of the gradient, while later iterative modifications provided +/n-consistency
under mild assumptions, yet not eliminating the computational overhead. More recently,
Tsotron [30, 29] and SILO [21] achieved linear complexity, but the proven regression rate,
even if independent of d, is not min-max (albeit SILO focuses on the n < d regime,
rather than the limit n — oo as here and most past work). In a different yet related
direction, the even more recent [1] showed that convex neural networks can adapt to a
large variety of statistical models, including single-index; however, they do not match
the optimal learning rate (even for the single-index case), and at the same time do not
have associated fast algorithms. All in all, the literature on single-index models seems to
express a trade-off between statistical optimality and computational efficiency.

A parallel line of research has been devoted to sufficient dimension reduction [35] in the
so-called multi-index model (or a slight extension thereof), where F' depends on multiple
k < d index directions spanning an unknown index subspace, thus generalizing the single-
index case, and the aim is to estimate this k-dimensional subspace. Along this thread
we can find sliced inverse regression (SIR [18, 38]), sliced average variance estimation
(SAVE [10]), simple contour regression (SCR [37]) and its generalizations (e.g. GCR [37],
DR [36]). We call such methods conditional methods, because the estimates they provide
are derived from statistics obtained from the conditional distribution of the explanatory
variable X given the response variable Y. Conditional methods are appealing for several
reasons. Compared to semiparametric methods, their implementation is straightforward,
consisting of noniterative computation of empirical moments and having only one “scale”
parameter to tune. Moreover, they are computationally efficient and simple to analyze,
enjoying +/n-consistency and, in most cases, complexity linear in the sample size and
quadratic in the ambient dimension. On the downside, this comes in general at the cost
of stronger distributional assumptions, and with no known theoretically optimal choice
of the scale parameter [12, p. 75]. While conditional methods offer a provable, efficient
solution for sufficient dimension reduction, they do not address the problem of estimating
the link function on the estimated index space. The very recent preprint [41] introduces
a variation of GCR coupled with estimation of the link function; however the analysis in
[41] appears fatally flawed in the key step of bounding the regression error conditioned
on an estimated (multi-)index subspace, which is a regression problem with nonzero
mean “noise” with dependencies on the samples. As we discuss momentarily, one of the
important technical contributions of our work is to tackle this problem (via Wasserstein
metrics), leading to a rigorous statistical analysis of the joint estimation of many single-
or multi-index and link function estimators. We summarize the key properties for these
and other aforementioned techniques in Table 1 below.

In this work we introduce a new estimator and a corresponding algorithm, called
Smallest Vector Regression (SVR), that are optimal both in the statistical and in the
computational sense. We also provide a unifying theoretical framework for single-index
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Table 1. Proven rate (up to log factors) and computational cost of several methods for index
estimation and/or regression in single-index models, together with salient assumptions on the model.

Performance Assumptions
Proven rate Computational cost
R R X f ¢
b f v f
SIR [38]| n=1/2 — d?nlogn - linear E[X v X] N/A N/A
_ linear ]E[X\vTX]
1/2 _ 2 _ )
SAVE [10]| n d*nlogn const Cov[X|vT X] N/A N/A
. - linear E[X |07 X] stochastically decreasing
1/2 _ 2,2 _ ) ) _
SCR BT n d*n”logn const Cov[X|vT X] monotone density of ¢ — ¢
ap 1/ . linear E[X |vT X]
1/2 _ 2 _ X1,
DR [36]]| n d*nlogn const Cov[X|vT X] N/A N/A
ADE [27]] n—1/2 - d?n?logn - CO positive density c? Gaussian
T 3 B
—1/2 2 2 . . v* X has C° density, \ 3 3
rMAVE [49]] n N/A d*n? per iteration E|X]S < oo c ElY]® < 00
. - _ - ﬁ d compact supported s
Aggregation [20] n (nlogn) Jower bounded density C a(X)N(0,1)
’ 16 < monotone,
SlIsotron [29]| N/A n~1/6 (ﬁgn V/3dnlogn bounded Lipschitz bounded
SILO [21]] n—1/4 n—1/8 dn nlogn Gaussian monotone, bounded
Lipschitz
s ) . T coarsely
SVR n=l/2 | nT 2T d’nlogn nlogn \llxilrlﬁi;;E([\)lf‘Tv)(g 1 IHOI!((j)ﬁOHC, sub-Gaussian

models, from which it is easy to derive theoretical guarantees for methods (or slight
modifications thereof) other than ours. Our dimension reduction technique falls in the
category of conditional methods. Unlike existing studies for similar approaches, we are
able to provide a characterization for the parameter selection, and bound both the in-
dex estimation and the regression errors. Since regression is performed using standard
piecewise polynomial estimates on the projected samples after and independently of the
index estimation step, our regression bounds hold conditioned to any index estimation
method of sufficient accuracy. Our analysis yields that convergence by proving finite-
sample bounds in high probability. The resulting statements are stronger compared to
the ones in the available literature on conditional methods, where typically only asymp-
totic convergence, at most, is established. As a side note, SVR has been empirically
tested with success also in the multi-index model, but our analysis, and therefore our
exposition, will be restricted to the single-index case. In summary, the contributions of
this work are:

1. We prove strong, finite-sample convergence bounds, both in probability and in
expectation, of several conditional regression methods, existing and new.

2. We introduce a new conditional regression method that combines accuracy, robust-
ness and low computational cost. This method is multiscale and sheds light on
parameter choices that are important in theory and practice, and are mostly left
unaddressed in other techniques.

3. We prove that polynomial partitioning estimates are Holder continuous with high
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probability with respect to the index estimation error. This allows to bridge the gap
between a good estimator of the index subspace and the performance of regression
on the estimated subspace.

4. We prove that all /n-consistent index estimation methods, and in particular all
the conditional methods considered, lead to the min-max 1-dimensional rate of
convergence when combined with polynomial partitioning estimates.

5. Using the above, we fill the gap between statistical and computational efficiency in
single-index model regression, providing theoretical guarantees of optimal conver-
gence in quasilinear time.

The paper is organized as follows. In Section 2 we review several conditional regression
methods for single-index model regression, and introduce our new estimator; in Section
3 we analyze the converge of various methods, including ours; in Section 4 we conduct
several numerical experiments, both validating the theory and exploring numerically
aspects of various techniques that are not covered by theoretical results; in Section 5 and
6 we collect additional proofs of theorems and technical results.

Notation
symbol definition symbol definition
C,c positive absolute constants [JA]l spectral norm of matrix A
asb a < Cb for some C Ai(A) i-th largest eigenvalue of matrix A
axb aSbandb<a | Lebesgue measure of interval I
(u,v) inner product of vectors u and v #S cardinality of set S
[Jwl] Euclidean norm of vector u 1{E} indicator function of event E
B(z,r) Euclidean ball of center z and radius r X | Y r.v. X conditioned on r.v. Y

2. Conditional regression methods

We consider the regression problem as in (1), within the single-index model, with the
definition and notation as in (2). When f is at least Lipschitz, (2) implies VF(z) €
span{v} for a.e. x; this is the reason why we may refer to v as the gradient direction. Given
n independent copies (X;,Y;), ¢ =1,...,n, of the random pair (X,Y"), we will construct
estimators ¥ and ]?, and derive separate and compound non-asymptotic error bounds in
probability and expectation. Our method is conditional in two ways: 1) the estimator
v is a statistic of the conditional distributions of the X;’s given the Y;’s (restricted in
suitable intervals); 2) the estimator fis conditioned on the estimate v. Several conditional
methods for step 1) have been previously introduced, see e.g. [38, 10, 37]. Our error
bounds for step 2) are independent of the particular method used in 1), only requiring
a minimal non-asymptotic convergence rate. For these reasons, we will introduce our
own method for 1) along with other conditional methods, and establish for each one the
convergence rate needed to pair it with 2).

The common idea of all conditional methods is to compute statistics of the predictor
X conditioned on the response Y. Conditioning on Y, one forces the distribution of X
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to reveal the index structure through its moments, be they means (SIR) or variances
(SAVE, SCR).

Assumption. All the algorithms we consider include a preprocessing step where data
are standardized to have 0 mean and isotropic covariance. Thus, when illustrating each
method, we will assume such standardization.

2.1. Sliced Inverse Regression

Sliced Inverse Regression [38] (SIR) estimates the index vector by a principal component
analysis of the inverse regression curve E[X|Y]. Samples on this curve are obtained by
slicing the range of the function and computing sample means of the corresponding
approximate level sets. In the version of SIR we consider here, we take dyadic partitions
{Clﬁh}il:l, | € Z, of the range of Y, where each O, is an interval of length < 27!, After
calculating the sample mean for each slice,

- 1
MZ,IL:#Tmzi:Xi]l{Yiecl,h}a h=1,...,2",

SIR outputs v; as the eigenvector of largest eigenvalue of the weighted covariance matrix

— ~ 7 #Cp
MlZZM,hMZh —
h

Note that the population limits of fi; 5 and J\//.Tl are, respectively,

Hi,h = ]E[X | Y € Cl,h] s Ml = Zul’hu;":h]P’{Y S Cl,h} .
h

2.2. Sliced Average Variance Estimation

Sliced Average Variance Estimation [10] (SAVE) generalizes SIR to second order mo-
ments. After slicing the range of Y and computing the centers fi; 5’s, it goes further and
construct the sample covariance on each slice:

1

i fr—
b #Cin

Z(Xi — Tin)(Xi — fn) " L{Y; € Cup

i

Then, it averages the il’h’s and defines 7; as the eigenvector of largest eigenvalue of
5 a #Cin

S = zh:(l — Zl,h)ZT .

The matrices ¥; 5, and S; are empirical estimates of

zl,h = COV[X | Y € Cl,h] s S = Z(I — Zl)h)QP{Y S Cl,h}-
h
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2.3. Contour Regression

Simple Contour Regression [37] (SCR) seeks the directions of most functional variation
estimating the smallest eigenvectors of

Ks =E[(X - X)(X - X)" | [y - Y| <4)),

where (X,Y) is an independent copy of (X,Y). We shall use a dyadic scale § = 27! and,
with abuse of notation, write K; := Ky for such choice of 4. SCR uses the realizations
(X; — X;) with |Y; — Y;| < 0 to generate approximations to Ky:

7, — DX = X)X = X)T1{|Y; — | < 9}
il - Yi| < 6}

We let 1; be the smallest eigenvector of f[l, where again ﬁl = ﬁg with 6 =271

2.4. Smallest Vector Regression (SVR)

This is the new method we propose here. We perform a local principal component analysis
on each approximate level set obtained by multiscale slices of Y: because of the special
structure (2), each (approximate) level set should be narrow in the v-direction and spread
out along the orthogonal directions, therefore the smallest principal component should
approximate v. Once we have an estimate for v, we can project down the d-dimensional
samples and perform nonparametric regression of the 1-dimensional function f. The
method consists of the following steps:

1.a) Construct a multiscale family of dyadic partitions of [min; Y;, max; ;]

l
{Cl,h}}%:1 s l e Z7

with |Cy | = 27! max; Y; — min; Y;|.

1.b) Let H; be the set of h’s such that #Cj; > 2=In. For h € H;, let U1, be the
eigenvector corresponding to the smallest eigenvalue of il,m

1.c) Compute the eigenvector v; corresponding to the largest eigenvalue of

= 1

~ T
Vi E VLR #Ch -

ZhEHz #Clvh heH,;

2) Regress f using a dyadic polynomial estimator fm, on the samples ({1, X;),Y;),
i=1,...,n (more details in Section 2.5). Return ﬁjlﬁz (x) = fm(@l,x)).
While SVR shares step 1.a) with SIR, it differs from SIR in step 1.b), where it takes

conditional (co)variance statistics in place of conditional means, and in step 1.c¢), where it
averages smallest-variance directions rather than means. We may regard SAVE and SVR



8 A. Lanteri, M. Maggioni and S. Vigogna

as two different modifications of SIR to higher order statistics, which allows in general for
better and more robust estimates (see Section 4.1). The fundamental difference between
SVR and SAVE is that SVR computes local estimates of the index vector which then
aggregates in a global estimate, while SAVE first aggregates local information and then
computes a single global estimate. Similarly to SCR, SVR is a second order method and
it searches for directions of minimal variance; however, SCR conditions on a level set
sliding continuously on the range of the function, while SVR considers fixed conditional
distributions on dyadic partitions, as SIR and SAVE. Lastly, the computational cost of
SVR is quasilinear as for SIR and SAVE, compared to the quadratic time required by
SCR.

2.5. Conditional partitioning estimators

In step 2) we use piecewise polynomial estimators in the spirit of [5, 4]: these techniques
are based on partitioning the domain (here, in a multiscale fashion), and constructing a
local polynomial on each element of the partition by solving a least squares fitting prob-
lem. A global estimator is then obtained by summing the local polynomials over a certain
partition (possibly using a partition of unity to obtain smoothness across the boundaries
of the partition elements). The degree of the local polynomials needed to obtain opti-
mal rates depends on the regularity of the function, and may be chosen adaptively if
such regularity is unknown. A proper partition (or scale) is then chosen to minimize the
expected mean squared error (MSE), by classical bias-variance trade-off.
In detail, given an estimated direction v, our step 2) consists of:

2.a) construct a multiscale family of dyadic partitions of [min; (v, X;), max; (v, X;)]:
for each j € N, {I; y5}rek, is a partition, with |I; 5] = 277 max; (0, X;) —
2.b) For each I; ;5, compute the best fitting polynomial

fj ks = argmin Z |Yi = p((0, X)) PL{(0, X;) € Iy} -

deg(p)<m

2.c) Sum all local estimates f]kw over the partition {I; y5}rek;:

Fi(®) = > Fiwe(®)L{t € Iy}
kE’CJ‘
The final estimator of F' at scale j and conditioned on ¥ is given by
Fip(x) = fj5((v,2)). (3)

In SVR, step 2) is carried out on ¥ = 7y, yielding for each [ a multiscale family of
partitions {1} x|} &, local polynomials { f; r:|};,x and global estimators { f;;};. However,
we will prove results on the performance of 2) also when v is the output of (our versions
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of) SIR, SAVE and SCR. (Corollary 1), and more in general by any estimator of v with
n~1/2 probabilistic convergence rate (Theorem 6).

Note that for SVR, but also for SIR, SAVE and SCR, the final estimator fj” depends
on two scale parameters: [ controls the scale in the range, and j controls the scale of the
1-dimensional regression after projection onto 7;, and these two scales may be chosen
independently. Our analysis yields optimal choices for these two scale parameters; the
scale 27! at which the direction v is estimated will not be finer than the noise level,
while a possibly finer partition with j > | may be selected to improve the polynomial
fit, allowing the estimator f;; to de-noise its predictions, provided that enough training
samples are available (see Figure 1).

o o
o o

1.5
1.5

1.0

1.0

0.5
0.5

2.0
2.0

15

15

1.0
1.0

0.5
0.5

Figure 1: Local linear estimator (red) at different scales [, to regress the function f (green)
from noisy samples (black). The horizontal axis is (v, ), while of course the estimator
fj” is a function of (v, x) and may appear multi-valued in (v, z). For small [ (top row)
the error in the estimation of the index v is large, leading to poor regression estimates
regardless of the regression scale j. For larger [ (bottom row) a good accuracy for the
index vector v is achieved, and the estimator is able to approximate the function even
below the noise level and the non-monotonicity scale (e.g. for j = 6); overfitting occurs
for j too large (e.g. j = 12 in this case).

We report below the complete sequence of steps run by SVR. The time complexity of
the algorithm is shown in Table 2. Note that 2.c) has only an evaluation cost, i.e. fj5
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does not need to be constructed, but only evaluated.

Algorithm: SVR

Input : samples {(X;,V;)}" , C R? xR,
polynomial degree m € N.
Output: 7 estimate of v, f;|; estimate of f.

standardize data to 0 mean and I; covariance;
1.a) construct {Cj ;}i,pn, dyadic decomposition of [min; Y;, max Y;];
1.b) compute ;,p,, the eigenvector of #%m > XiXiTll{Yi €Cin}

corresponding to the smallest eigenvalue, for all h € H; = {h : #C} ), > Q*Zn};

1 5 =T
Shewn, #Cin 2onew; 0LV #CLR

corresponding to the largest eigenvalue;

1.c) compute 7y, the eigenvector of

2.a) construct {Ij,k”}j,k, dyadic decomposition of [min; (v;, X;), max; (07, X;));
2.b) compute f; x; = arg mingeg(py<m S [Yi — p((01, X)) [P1{(01, Xi) € I; u1 b
2.0) define fj‘l(t) = Zk fj,k‘l(t)l{t € Ij,k|l}-

Table 2. Computational cost breakdown for SVR.

task computational cost
standardization O(d?n)

l.a)  dyadic decomposition of the range O(nlogn)

1.b) PCA on level sets O(d?nlogn)

1l.c) PCA of local directions O(d?nlogn)

2.a)  dyadic decomposition of the domain  O(nlogn)

2.b)  m-order polynomial regression O(m?2nlogn)
total O((d? +m?)nlogn)

3. Analysis of convergence
To carry out our analysis we shall make several assumptions on the distributions of X,
Y and (:

(X) X has strictly sub-Gaussian distribution with Cov|[X] = R?1,.

(Y) Y has strictly sub-Gaussian distribution with Var[V] = R2.

(Z) ( is strictly sub-Gaussian with Var[¢(] < o2
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(X), (Y) and (Z) are standard assumptions in regression analysis tout court. Note that
we start from standardized data, that is, we will not be tracking the (negligible) error
resulting from standardization based on data samples. The following is instead typical of
single-index models:

(LCM) E[X | (v, X)] = v(v, X)), or the stronger assumption
(LCM’) X has symmetric distribution around v.

(LCM) is commonly referred to as the linear conditional mean assumption [38, Condition
3.1], because (for centralized X) it is equivalent to requiring E[X | (v, X)] to be linear in
(v, X) [35, Lemma 1.1]. Every spherical distribution, hence every elliptical distribution
after standardization, satisfies (LCM) for every v [7, Corollary 5], and conversely [19].
While it does introduce some symmetry, it is less restrictive than it may seem. It has been
shown to hold approximately in high dimension, where most low-dimensional projections
are nearly normal [17, 23]. (LCM) is introduced to ensure that ¥ is an unbiased estimate
of v [11, Theorem 1]. The restriction (LCM’) is purely technical, and we impose it only in
order to apply standard Bernstein inequalities for bounded variables [46, Lemma 2.2.9].
Since X and Y are in general unbounded, we will condition the statistics of interest in
suitable balls of constant radius (see Section 3.1). Such conditioning would in general
break (LCM), but not (LCM’). On the other hand, at the expense of a slightly more
complicated analysis, one could directly use Bernstein inequalities for sub-exponential
variables [46, Lemma 2.2.11], thus avoiding the conditioning and hence (LCM’). All
boiling down to a technical distinction, we will not stress (LCM’) versus (LCM) any
further.

In addition to (LCM), second order methods usually require the so-called constant
conditional variance assumption [10, p. 2117):

(CCV) Cov[X | (v, X)] is nonrandom.

Assuming (X) and (LCM), (CCV) is equivalent to Cov[X | (v, X)] = R?(I;—vvT) almost
surely [35, Corollary 5.1]. (CCV) is true for the normal distribution [35, Proposition
5.1], and again approximately true in high dimension [17, 23]. Some care is required
when assuming both (LCM) and (CCV): imposing (LCM) for every v is equivalent to
assuming spherical symmetry [19], and the only spherical distribution satisfying (CCV)
is the normal distribution [31, Theorem 7]. Two possible relaxations of (CCV) are the
following upper and lower bounded conditional variance conditions:

(UCV) There is @ > 1 such that Var[{(w, X) | (v, X)] < aR? almost surely for all w €
span{v}+ NS4-1,

(LCV) There is o > 1 such that Var[(w,X) | (v, X)] > R?*/a almost surely for all w €
span{v}t NS4t

We present bounds separately on estimators for v in the next subsection, and on
regression of f in subsection 3.2: this will be useful to understand properties of SIR,
SAVE and SCR, besides SVR. Our main result, Theorem 6, will give near-optimal bounds
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on the SVR estimator for F, in both probability and expectation, in the form

2s

logn\ 2+1
n

E“ﬁﬂﬁ(X) - F(X)‘z] < K'q2(sv1) logdlogs\/l n (

S

for ﬁj‘g as in (3), j selected according to Theorem 6, f € C*%, s € |
independent of n and d, and once assumptions (X), (Y), (Z), (),
(©) (the latter is discussed below) are satisfied.

]

%, , K’ a constant
(LCM),

3
2
C (LCV) and

3.1. Bounds on estimators of the index vector

For SIR, SAVE and SCR, all population statistics will be taken on the distribution of
X conditioned on X € B(0,+/2dlog(4)R). In view of assumption (X) and Lemma 3,
neglecting events of probability lower than 2e~" we may assume || X;|| < y/2dlog(4)R
almost surely for at least n/4 many ’s, thus losing only a constant fraction of the samples.
Assumption (LCM’) is not affected by such conditioning. Uniform boundedness of the
samples is required for the application of the Bernstein inequality.

Theorem 1 (SIR). Assume (X) and (LCM’), and that there are l > 1 and o > 1 such
that

D) X0 (0. E[X | Y € CalPP{Y € Cipn} > R?/a.

Let vy be the direction estimated by SIR, as defined in Section 2.1. Then:

(a) o —v|| Savt+1+logd 21/2% with probability higher than 1 —e™*;
~ 1d?

(b) E[[5 — v]]?] S a2(l + log d)2' £ .

Condition (I) says that the variance of the means of the level sets of F' is comparable
with the variance of X. Thus, it is satisfied whenever f is monotone, or at least “monotone
at scale coarser than 27! — this will reappear formally below, in particular in condition
(©2). Note that (I) is the quantized version of E[|(v,E[X | Y])|?] > 0, which is equivalent

to saying that E[{v,X) | Y] is nondegenerate, that is, non almost surely equal to a
constant.

Theorem 2 (SAVE). Assume (X), (LCM’) and (UCV) with R = a = 1, and that there
are | > 1 and a > 1 such that, for every w € span{v}t NS4t

(V) Var[(w, X) | Y € Cy 3] — Var[{v, X) | Y € Cp 3] > R?/a, h=1,...,2".
Let v; be the direction estimated by SAVE as described in Section 2.2. Then:

(a) | = vll S @?VEFT+Togd 2/2-2 with probability higher than 1 — e~*;

(b) Efloi —v[’] £ a*( +logd)2' & .
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Theorem 3 (SCR). Assume (X) and (LCM’), and that there are l > 1 and o > 1,
such that, for every w € span{v}+ NS4~1,

(C) Var[(w, X — X) | |[Y = V| <271 = Var[(v, X = X) | |Y = Y| <27} > R?/a .

Let vy be the direction estimated by SCR as described in Section 2.3. Then:
(a) ||or—v| S 1P{|§7a—— %\/g with probability higher than 1 —e™*;

~ 012 O,
(b) E[J5 — o)) S et 4.

The parameter ! should be chosen sufficiently large to satisfy (C), but still small
enough so that P{|Y — Y| < 27!} is high. For conditions sufficient to imply (C), see [37,
Theorem 2.3, Theorem 3.1]. The proofs of Theorems 1, 2 and 3 are postponed to Section
5.

We now turn to the analysis of SVR. It is possible to prove that SVR achieves

(a) ||[or—v|| Savt+1+logd 21/2\/% with probability higher than 1 — e,
(b) Ell5i - vl]?] S 021 +log )22,

under assumptions (X), (LCM’) and (V). We prefer however to work with more inter-
pretable conditions, that better decouple the geometry of the distribution of X and
properties of the function f. For this purpose, we introduce:

(2) There are w > 0 and £ > 0 such that, for every interval C with |C] > w, f~1(C) is
an interval and |f~1(C)| < |C|/¢.

Assumption () may be regarded as a large scale sub-Lipschitz property for the set-
valued function f~!. Note that, if f is bi-Lipschitz, then () is satisfied with w = 0.
However, () for w > 0 does not imply that f is monotone; it relaxes monotonicity to
monotonicity “at scales larger than w”.

In the following, we will condition the statistics ¥, on || X | < VdR and |Y| < R. In
doing so, we only discard a constant fraction of X;’s and Y;’s with confidence 1 —4e™",
thanks to assumptions (X) and (Y) and Lemma 3, while not invalidating assumption
(LCM).

We may now state the main result for the SVR estimator of v:

Theorem 4 (SVR). Suppose (X), (Y), (Z), (), (LCM’) and (LCV) hold true. Let 1
1,...

be such that |Cyp| 2 max{o,w}, h = ,2L. Then, for n large enough so that \/1:@ pe
(t + 1 +log d)2?" we have

(a) |0, —v|| S al~'VEF+1+logd 274/2 n/\/cfoﬂ with probability higher than 1 —e~t.

Moreover, if m > a?072d2!, then

(b) E[[l5 — 0] S 02¢2(1 +logd)2 ! ———.
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If, furthermore, |(| < o a.s., then (a) and (b) hold with n/+/logn replaced by n.

Theorem 4 not only proves convergence for SVR, but also shows that finer scales
give more accurate estimates, provided the number of local samples #C} j is not too
small and we stay above the critical scales ¢ and w, representing the noise and the
non-monotonicity levels, respectively. Without assumption (LCM), both SIR and SVR
provide biased estimates of the index vector; it is not known if such bias is removable.
Nevertheless, Theorem 4 suggests that the estimation error of SVR could be driven to 0
by increasing [, only limited by the constraint of keeping the scale [ larger than max{o, w}.
On the other hand, for distributions not satisfying the assumptions above, the inverse
regression curve can deviate considerably from the direction v, regardless of the size of
the noise (see Figure 3). In SVR, assuming for a moment monotonicity (w = 0) and zero
noise (o = 0), choosing the scale parameter [ according to the lower bound on n yields a
O(n=2) convergence rate for the MSE, disregarding log factors.

To prove Theorem 4, we first establish bounds on the local statistics involved in the
computation of the estimator of v:

Proposition 1. Suppose (Z) and () hold true. Let C' be a bounded interval with |C| >
w. Then:

(a) For every X; such that Y; € C, and for every T > 1,
P{|(v, X;) = E[(v,X) | Y € C]| 2 ¢71(|C| + V/Tlogn o)} < 2077
If |¢| < o a.s., then
P{|{v, X;) = E[{v, X) | Y € )| S €7 (IC] + 0)} =
(b) Var[(v, X) | Y € C] S 72(|C|* +o?) .

Proof. Let Z; = (—+/2 Yo, —\/2to| U [V2to, \/2(t + 1)o) for t € N. To prove (a) we

first note that, thanks to ( ) we have (; € Utgr log n Zt for every i with probability higher
than 1 —2n~". Conditioned on this event, (v, X;) € f~'(C +U;<r10gn Z¢) if Yi € C. On
the other hand, E[(v, X) | Y € C,¢ € Z;] € f~1(C + Z;). Tt follows from assumption (£2)

that
<O+ /max{t,Tlogn}o).

(0, X)) —E[(v,X) | Y € C.C € Z]]
Thus, by the law of total expectation,

(v, X;) —E[(v,X)|Y € C]| <> |(v E[(v, X)|Y € C,¢ € Z,]|P{¢ € Z}
t=0

-1 (|C’ ++/7Tlogno + UZ \/fe_t>
t>1
SeY|C) + V/Tlogn o).
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The case where |¢| < o almost surely is similar and simpler. For (b), we write
Var[(v, X) | Y € O] = E[({v, X) — E[(v, X) |Y € C])?|Y € (]

— S E[({0, X) ~ E[(6, X) |Y € C)?|Y € C. € ZJP(C € Z).
t=0
Conditioned on ¢ € Z;, assumption () gives

(v, X) —E[(v,X) | Y € C]| <) [{v, X) —E[(v, X) | Y € C,¢ € Z,]|P{¢ € Z}
s=0

<! (|C| +Vto + O'Z \/Ees)
s=0

SO+ Vi),

whence

Var[(v, X) | Y € C] < 72 <C|2 +0? Ztet> S0P + ). O
t=0

Proposition 2. Suppose (X), (Y), (Z), (), (LCM) and (LCV) hold true. Then, for
every | such that 270 < 0/\/a and |Cy | > max{o,w}, h=1,...,2! v is the eigenvector
of smallest eigenvalue of Xy, and (V) holds true, that is,

Ni-1(Z0n) — Aa(Z0n) 2 R? o,

with probability higher than 1 — 2e~°".

Proof. First of all we condition on C ;,, which is otherwise random since so are min; Y;
and max; Y;. We first lower bound Ay_1(%;,,). We have

CoviX |Y € Cp] =EXXT | Y €C1p] —E[X | Y € CLuEXT | Y € Cp 4l
Since X is independent of ¢, (2) implies that X is independent of Y given (v, X), hence

EXXT|Y € O] =EEXXT | (v,X),Y € C14] | Y € Cr)
=REXXT | (v, X)] | Y € Cy4).

For the same reason, and using assumption (LCM), we have

]E[X | Y € Cl7h] = E[E[X | <U,X>,Y € Cl,h] | Y € Cl,h]
=E[E[X | (v,X)] | Y € Cp]
= E[U<U,X> | Y e Cl,h]-



16 A. Lanteri, M. Maggioni and S. Vigogna

Now, let w be a unitary vector orthogonal to v. Then
wTE[X | Y € Cpp] = E[{w,v){v, X) | Y € C; 4] =0,
while assumption (LCV) gives
w B[ XXT | Y € Cpp)w = E[Var[(w, X) | (v, X)] | Y € Cy4] > R?/a.
Moreover, (LCM) implies by [11, Theorem 1.a] that v is an eigenvector of ¥; j,. Therefore,
Ai—1(Zn) = min wTCov[X |Y € Crp|w > R2/a.

wespan{v}+
flwll=1

To upper bound A4(¥; ;) note that, conditioning on |V;| < R, we have |Cy | < R27%
Thus, assumption (€2) implies by Proposition 1(b) that

)\d(El,h) < (T2R?972,

We finally put together lower and upper bound. Taking 27! < ¢/y/a yields the desired
inequality. O

We now establish convergence in probability for the local estimators ¥y p,.

Proposition 3 (local SVR). Suppose (X), (Y), (Z), (), (LCM’) and (LCV) hold true.
Then, conditioned on #C\.p,, for every | such that |Cy | 2 max{o,w}, h=1,...,2!, for
everye >0 and 7 > 1,

~ Cy el C _
P{|[5. — ]| > ¢} < d [eXp<f — figlﬁ?i—mw@))* exp(fcizgh)} LT

If |¢| < o a.s., then

~ Cine? Cuin
P{|[oi, —v|| > e} Sd [eXp (— a2£f2cji252hlizfls)) + exp (_ C#;é,; )] .
Proof. Since |75, — v|| < 1, we can assume 2 < & < 1 whenever needed. The Davis—

Kahan Theorem [2, Theorem VII.3.1] together with Proposition 2 gives

||UT(Ai sl
[Aa-1(X) = Aa(2)]

[o,n = vll <

with ¥ = 3; 5 and S = f]l’h. By Proposition 2 and the Weyl inequality we get
Aa-1(2) = Xa(D)] = Aa() = Aa-1(E) = [Aa-1(E) = Xa-1(D)| 2 B Ja— [|E — 5.

We bound || — 3| using the Bernstein inequality. First, we introduce the intermediate
term

5= #10?& — (X - p)T1{Y; € O},
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and split S — % into
E-2=3-Y—(@-pE-m’,
where C' = Cjp, p = pu.p and fi = fig,,. We have || X; — pl|* < R?d, hence

C

-3 > R?/a) < _7C
P{|X - X| Z R*/a} Ndexp( ca2d>'

Moreover, |11 — p||? < R?/a with same probability.
We now apply the Bernstein inequality to concentrate v (3 —X). By Proposition 1(a)

-7

we have, with probability no lower than 1 — 2n™7,

W (X; — ||| X; — pll S €FR?*/drlogn27!,

or [vT(X; — ||| X — p]|| < £7'R?Vd27" when [¢| < 0. Next, we estimate the variance.
We have

[vT(E = )? =0T(E = )20 =07 2%0 — 0S50 — 0T 880 4+ 0T 520,
hence, taking the expectation (conditioned on C),
B[Jo” (5 - S)|Y = BT $20] — o752,

where

2
]E[’UTi%j] = (#:lcv)QUTE <Z(Xz - ,U')(Xz - M)T> v

1
< = 0"E[(X = )X — (X = )70 + 7%

- #C

1 2 T 2 T2
< — —
_#CdR E[(vT(X — )% +0T%%
fi 2 T T2
f#CdR Var[v? X] + o7 S%0.

Thus, Proposition 1(b) gives
- 1
E[|lo” (2 — ©)|]?] < == ¢ 2dR*272.
[llv™( )T < 7

We therefore obtain

N 2
B{I"(E — 9)] > a 'R} < dexp (—c #Ce ) ,

a2f=2d\/Tlogn (272 + 2-l¢)

without /7logn if |(| < 0. Same bounds hold for v'(7i — p)(7i — )T, which completes
the proof. O
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Proof of Thm /. The Davis—-Kahan Theorem [43, Theorem 2] yields

[or =l 5

1 ~ a7 T 1 ~
=7 U #Ch—w' | S =5 v,h — V||[#Cln-
> #Cun zh: b >n #Cun zh: | H

Applying Proposition 3 and taking the union bound over h gives now (a). For (b), we
condition on |(;| < v/27logno for all i’s and calculate

E[l[o; — o] =n7" < /1 e P{|[i — v[| > e}de
02*1 1
:/ e P{||v; — v >z—:}ds+/ e P{||o; — v|| > e}de
024 21 2
< /0 min{l,Qldexp (—%)}Ed&

1
+ / ddexp (~LBLE ) cde
2—[
n/+/logn

+ 2'dexp (—7;2(?,/;\1/(?(1;1 ) )

< @072 /rdlog(2!d)

where the last inequality follows from Lemma 4. For 7 = 2 and n large enough as in the
first assumed lower bound, we obtain (b). Analogous computations for the case where
|¢| < o lead to the final claim. O

3.2. Conditional regression bounds

In this section we study how partitioning polynomial regression is affected by the projec-
tion onto an estimate ¥ of v. We view these as estimators conditioned on v; we first prove
that, with high probability, conditional estimators as defined in Section 2.5 differ from
an oracle estimator (possessing knowledge of v) by the angle between v and v (Theorem
5). Then, we show that such estimators achieve the 1-dimensional min-max convergence
rate (up to logarithmic factors) when conditioned on any /n-convergent estimate of v
(Theorem 6), and thus, in particular, on the ¥ obtained with SIR, SAVE, SCR or SVR
(Corollary 1).

To prove Theorem 5 and 6 we need to assume that the distribution p of X does not
change too much when projected onto directions within a small angle. A version of this
property may be formalized as follows:

(©) X has an upper bounded density p for which there are © € (0,27 and § > 0 such
that, for every » > 0, angle # with || < ©, interval I with |I| < §, and u € S9!
with |lu —v| <6,

Wilp(a [ |[z]] <7, (v,2) € D), p(a | ||z <7, (u, z) € I)) < Crb,
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where W, denotes the 1% Wasserstein distance.

Intuitively, (©) says that the mass of p does not move too far when p is slightly rotated,
and is a continuity property. Note that, if p is rotationally invariant, then (©) holds
trivially with ® = 27 and any § > 0.

We will also need to impose some regularity on the function f. We recall that a function
g : R? — R is C* Holder continuous (g € C*®) if, for s = k 4+ a, k > 0 an integer and
a € (0,1], g has continuous derivatives up to order k and

5)\ _ 5>\
cs = maxsupM < o0.
A=k TH#z HZC - Z“a

lg

Theorem 5. Assume (X), (Y), (Z), (©) and f € C* with o € [3,1]. Let U be an

estimate of v. For u € {v,v}, let ﬁﬂu be a piecewise constant (o < 1) or linear (a =1)
estimator of F' at scale j conditioned on u as defined in Section 2.5. Then, for every
e>0,r>1and j such that 277 > || — v||/t for some t > 1, conditioned on | X;|| < r
for all i’s, we have

(Ex[Fjp(X) — Fju(X)P | X € B(0,r)])?
< tf

with probability higher than 1 — CH#K; EXP(—W%) .
J cex

o (r7a |5 — v]| 7% + 127925 |5 — v]|7) + &

The proof of Theorem 5 is postponed to Section 5. The key tool to obtain the depen-
dence on ||U — v|| in the upper bound is the Wasserstein distance. It enables us to bound
the difference between statistics computed on the conditional distribution given v rather
than v.

We can finally establish the intrinsic min-max convergence rate of a conditional parti-
tioning polynomial estimator. We will focus on one standard class of priors for regression
functions, namely the class C* of Holder continuous functions.

Theorem 6. Assume (X), (Y), (), (©) and f € C*NC* with s € [§,3]. Let ¥ be an
estimator for v such that
(V) P{|[5 — v| > e} < Aexp(—ne®/B)

for some A, B > 1 possibly dependent on d and specific parameters. Let ﬁj\ﬁ be a piecewise
constant (s < 1) or linear (s > 1) estimator of F' at scale j conditioned on v, defined as in
Section 2.5 on a ball of radius v, and 0 outside. Then, setting 2=7 =< /B(logn/n)'/(2s+1)

and r = 1/2dlog n2s/(2s+1) R we have:

(a) For every v > 0 there is ¢, (d, R, B, |f|csr1,8) > 1 such that
P {(EXHEMX) ~ FXOPDE > (54 ) log # n (157 } < An~
for some k(d, R, B, F\|f

CsAl, ‘f|C375)'
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2s
logn \ 2s+1

(b) E[Fj(X) - F(X)P] < Klog™"n
for some K = K(d,R, A, B, F,|f|csn1, |f

The dependence of all constants upon d, A and B is polynomial.

CS7S).

Proof. Let o = s Al so that f € C* NC* We first prove (b). Let us start by isolating
the error outside a ball B(0,r):

E[|F5(X) — F(X)P] < E[|Fjs(X) — F(X)]” | X € B(0,r)] + E[|[F(X)P1{X ¢ B(0,n)}],
where, in view of Lemma 5,
E[|[F(X)PH{X ¢ B(0,1)}] S (IF(0)]* + d|f|Z. R?) exp(—r?/2dR?). (T)

Now we can focus on ]E[|}/7\jm(X) — F(X)?| X € B(0,r)]. To lighten the notation, from
this point we will spare writing the conditioning X € B(0,r). Let us split the mean
squared error E[|Fjj5(X) — F(X)|?] into a bias and a variance term:

E[|Fis(X) — F(X)] = E[|Fjjo (X) = F(X)]’] + E[| F5(X) = Fyjo (X)),

where Fj), is the population version of ﬁjlv' Since, by assumption, f € C®, the bias term
E[|F},(X) — F(X)|?] is bounded by

E[|Fjjo(X) = F(X)]’] < [fgr?*27% (B)

(see [40, Section 3.2]). Now we need to bound the variance. We introduce the intermediate
term F},, the oracle estimator computed along the true direction v. Thus,

E[|Fjja(X) = Fjjo(X)P’] S E[[Fja(X) = Fjjo(X) ] + B[ Fjjo(X) = Fjjo (X))
The second term can be bounded in expectation as in [40, Proposition 13]:

~ 3§27
B[F10 () = Py (X)P) S 112 2 (v1)
To obtain a bound for the first term, we write
E[|B,o(X) — Fyo(X)P) < E[[Byp(X) — By (X1 | 5 - o] <277]
P | rl[o =]l > 277 B{[[o — vf| > 277}

+ E[| Fjp(X) = Fjj

By assumption (V) we get

E[|Fjio(X) - Byu(X)P | 5 — ol > 279 B{[5 — o] > 277} < Alf2ur? exp<n22j/(3>.)
V2
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~

On the other hand, Theorem 5 along with assumption (V) gives
P{Ex[|Fjip(X) — Ejjo(X)PP] > €3] [0 — o] <277}

2(2—a)

ne? n ne
S # exp(egerfizm) + Aew (‘B|f<>> + Aexp (= g A
hence, using Lemma 4,
E[1Fjo(X) — Fyu(X)2 | 5 — o] < 277] v3)
2 20¢ij B T S S L2 200—2janj, —%
< 727 + (10g(A)B) =5 | fRur =5 n” =% 4 (log(4) B)* | f|2r?*2 2/2n .
In order to balance the tail (T), the bias (B) and variance terms (V1), (V2) and (V3),
we choose 4
r=/2dlogn?s/s+HR 279 =< v/B(logn/n)*/ s+,

which leads to

E[[;15(X) — F(X)P] S (FO)P + |2 Rd) (i) B

2s
logn ) 4T
2 B Bd* log® n (W)
n
) 2
2 ogn \ *°
+f|C“< " )

logn
+f|(2;aR2Ad( i >

2s
1 2541
+ |2« R (log(A) B) =7 d=7 log™= n < Og”> .

(For (V2), exp(-n2%/B) = exp(—n(logn/n)ﬁ), bounded by n~! for s > 1. For

(V3), n~Ts < nE forall a = s € (0,1] and for « = 1 and all s > 0; moreover,
2-i(20)9ip -3 = Ba’%(logn/n)%n’% where n~EFin % = 5 300D < n A for
all = s> 1 and for a =1 and all s < .) Collecting the constants we obtain (b).

We now turn to (a). Outside B(0,r), (T) reads

(Ex[|Fjis(X) — F(X)PH{X ¢ B0,r)}])* < (IF(0)| + Vd|flco Ryn~ =5

On X € B(0,r), again skipping the conditioning, we have

Nl

D

(Ex[|Fjis(X) = F(X)P])? < (Ex[|Fyp(X) — Fyj (X
P )

(X)
+ (Ex[|Fjjo(X) — Fjju(X)
+ (E[|Fj,(X) - F(X)?])2,

SIS

|2
|2
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where the last term is bounded by |f|cs R®B2d% log? n(logn/n)¥ 25tV by (B). The
middle term can be concentrated with standard calculations (see e.g. [40]), to obtain

P{(Ex(|Fu(X) — Fyo(X)P)F > e} S #K; exp (e ) -

Setting € = ¢, log2 n (logn/n)®/(2>*+1) the right hand side becomes

_ 1 2s 2B
2s4+1 2 s logn\ 3551 _ v 1
B (logn) exp (—c il )<n (et -

1
n B*%(lo%)—zs-umga

~

Finally, in view of Theorem 5 and assumption (V), for Z = (EXHﬁﬂﬁ(X) - ﬁj|v(X)|2])
we have

=

P{Z>e} <P{Z>e||[o—vll < Va2 7} + P{o —v| > Ve,277}

eu/B . o2 o4

1 v

<n <C‘f‘%aR2ada 25“) + An VEamBd 4 Ap TTge RIB70 + An~F .
The bound (a) follows by taking ¢, large enough. O

The additional logarithmic factors in (a) and (b) are exclusively due to the unbound-
edness of the distribution and can be avoided in the bounded case.

As a direct consequence of our findings on index estimation and conditional regression,
we obtain:

Corollary 1. Let v be estimated by SIR, SAVE, SCR or SVR under the assumptions
of Theorems 1, 2, 3 or 4, respectively. Then U satisfies assumption (V), and therefore
the assertions (a) and (b) of Theorem 6 hold true for each of the four methods, with
constants depending polynomially on d.

4. Numerical experiments

In this section we conduct numerical experiments to demonstrate that the theoretical
results above have practical relevance and to investigate how relaxations of the assump-
tions affect the estimators. In order to highlight specific aspects of different algorithms
we use three different functions to conduct our experiments. The first two are

Fi(x) = exp({v,z)/3)), Fy(x) = Fi(x) + sin(20{v, x))/15.

Both functions are smooth. F} is monotone and thus we may choose w = 0, while F5 is
non-monotone, thus condition () is satisfied only for w > 0. This allows us to explore
the behavior of ¥ under monotonicity or lack thereof, and how the estimators are effected
by the choice of the scales [ and j. To investigate the convergence rate of the regression
estimator F', we use a monotone function F3 which is piecewise quadratic on a random
partition and continuous. The domain of x, and its dimension d, will be specified in each
experiment. Fy, Fy, F5 are shown in Figure 2.
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Figure 2: Different functions used in the experiments, with horizontal axis representing
(v, x).

4.1. Estimating the index vector v

Here we compare the performances of SIR, SAVE, SCR and SVR in estimating the index
vector v. We consider two settings S1, S2, corresponding to two different non-elliptical
distributions for X: px 1, px,2; px,1 is a standard normal N(0,1) in one coordinate, and
a skewed normal with shape parameter a = 5 in the other coordinate; px o is uniform
on the triangle with vertices (0,0),(1,1),(0,1); all distributions are normalized to have
zero mean and standard deviation equal to one. Note that in both settings condition
(LCM) is not satisfied. For each setting we draw n = 1000 i.i.d. samples and generate the
response variable Y; = F(X;) + (; using functions F; and Fy, where ¢; ~ N(0,0?). We
use different levels of noise setting o equal to the 0%, 1% and 2% of |f(—4) — f(4)|. We
chose v = (1/+/5,2//5) for setting S1, and v = (1,0) for setting S2. The results in Table
3 show the detailed performance of SIR, SAVE, SCR and SVR for all settings, functions,
and noise levels. We notice that SCR has overall good performances, especially in setting
S1, but its quadratic computational cost makes the average computational time 2 to 3
orders of magnitude larger than the one of the other methods. SVR and SAVE have
similar performance, although SVR produces most of the times slightly better estimates,
especially in S2 where it also outperforms SCR. Note that the cases of F} with 1% noise
and F5 with zero noise produce similar results. This is consistent with the intuition that
noise and non-monotonicity levels play a similar role in the accuracy of the estimators.
In Figure 3 we show graphically how the empirical inverse regression curve may drift
away from v, resulting in a poor SIR estimate. On the other hand, the local gradients
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Table 3. Performance of the different algorithms in different settings, with err = log;o (|| — v||?),
corresponding standard error, and average computational time in seconds/100.

S1 S2

o err se time err se time

SIR -3.04 -2.83 0.60 -0.68 -1.83 0.60

F SAVE -597 -1.06 1.30 =741 -7.14 1.40
SCR -8.42 -8.16 143.80 -850 -8.30 118.20

0% SVR -6.42  -6.06 1.00 -7.60 -6.65 0.70

SIR -3.11 -2.99 0.50 -0.67 -1.83 0.50

Fy SAVE -4.39 -4.10 1.30 -4.13  -4.01 1.30
SCR -4.80 -4.40 150.70 -4.00 -3.77 115.40

SVR -4.41  -4.08 0.90 -4.16  -3.92 0.70

SIR -2.97  -2.69 0.50 -0.68 -1.81 0.50

F SAVE -4.57 -4.24 1.40 -4.16  -4.03 1.30
SCR -4.85 -4.55  152.70 -4.20 -4.05 117.20

1% SVR -4.58 -4.28 1.00 -4.12  -3.75 0.80

SIR -2.94  -2.72 0.50 -0.68 -1.77 0.50

Fy SAVE -4.06 -3.57 1.40 -3.42 -3.45 1.40
SCR -4.41  -4.07 150.80 -3.43 -3.44 117.30

SVR -4.08 -3.87 0.90 -3.45 -3.46 0.80

SIR -2.92 -2.67 0.50 -0.68 -1.38 0.60

F SAVE -3.92 -3.58 1.30 -3.08 -3.01 1.40
SCR -4.20 -3.87 149.90 -3.09 -3.24 119.10

2% SVR -3.91 -3.61 0.90 -3.21  -3.06 0.80

SIR -2.87 -2.64 0.60 -0.68 -1.55 0.60

Fy SAVE -3.64 -1.98 1.40 -2.90 -2.85 1.40
SCR -4.00 -3.68 150.40 -291 -3.10 119.00

SVR -3.66 -3.45 0.90 -3.02 -2.80 0.80

used by SVR provide good local estimates.

To investigate more extensively the performance of SVR in estimating v, we perform
another experiment: we draw X from a 10-dimensional standard normal distribution,
and to generate the response variable we use function F3 plus an additive Gaussian noise
with standard deviation o = 0.01| f2(—4) — f2(4)|. We repeat the experiment for different
values of the sample size n. Results are shown in Figure 4. The left inset shows that the
error in ¥ stabilizes at scales comparable to the noise level o, which suggests that the
assumption |C; 5| 2 o is needed. The right plot shows that the rate of the error of v, for
scales [ coarser than the noise level, is approximately f%, which is again consistent with
Theorem 4.

4.2. Estimating the regression function F

In this section we perform some experiments to support our theoretical results regarding
the regression estimator obtained with SVR. The first experiment we perform consists on
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drawing X;, i = 1,...,n, from a d-dimensional standard Normal distribution and obtain
Y; = F3(X;) + ¢ where (; ~ N(0,02%). Here we use function F3 because we want to
limit the function smoothness in order to obtain concentration rates comparable with
the min-max rate with s = 1. We vary the dimension d = 5,10, 50, 100, the size of the
noise o, equal to the 5% and 10% of | f3(—4) — f3(4)]. To investigate the convergence rates
of the estimator we repeat each experiment for different sample sizes n. In Figure 5 we
show the empirical MSE, averaged over 10 repetitions, as a function of the sample size, in
logarithmic scale, for both our estimator and the k-Nearest-Neighbor (kNN) regression.
We see that the MSE of the SVR estimator decays with a rate slightly better than the
optimal value —2/3, independently from the dimension d and the noise level o: this is all

T T T T T T T
-1 0 1 2 -1 0 1 2

Figure 3: Left column displays the ingredients for the estimates: the empirical inverse regression curve
(green) used by SIR and the local gradients (blue), with length proportional to the number of samples
in the corresponding level set, used by SVR. Estimates of v using SVR (blue) and SIR (green) are
displayed on the right column. The methods are applied on setting S1 (top row) and S2 (bottom row).
The black line indicates v, while data points are colored according to the value of the corresponding
response variable, generated with F» and o = 0, using a red-to-yellow color scale.
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consistent with Theorem 6. As expected, kNN-regression has a convergence rate which
severely deteriorates with the dimension (curse of dimensionality). We can also notice
that the MSE drops far below the noise level, which confirms the de-noising feature of
the SVR estimator.

To explore the behavior of the empirical MSE as a function of the scales [ and j
we conduct another experiment: we draw X from a 10-dimensional standard normal
distribution, and obtain the response variable Y = F5(X) + ¢, with ¢ Gaussian noise
with standard deviation o = 0.01|f3(—4) — f2(4)]. Figure 6 shows the behavior of the
log,,(MSE), obtained with SVR, for different values of I, j and n. To obtain robust
estimates in regions with high Monte Carlo variability, in regimes where our results do
not hold, the errors are averaged over 50 repetition of each setting with a 10% trimming.
By observing each row, we notice that the MSE reaches its minimum for low values of [
and stays constant for larger [. By looking at the plot column-wise, we observe the bias
variance trade-off, with coarse scales giving rough estimates, and fine scales resulting in
overfitting. As expected, as the sample size grows, the optimal scale j increases.

n=16000 |=4 slope=-0.48
== n=32000 3 =5 slope=—0.51
n=64000 ! —— |=6 slope=-0.53
—— n=128000 — |=7 slope=-0.54
2] —— n=256000
! —— n=512000 <
— noise level a7
~ 2| ~
=7 B
| I «©
~ ~ 9
& 7 =
= =
=)
= o =
TURPNE o0 o
o 9 ie] qi
=
o
(\I‘A o
o —
=
I —
T T T T T T T T T T
1 2 3 4 5 6 7 4.5 5.0 5.5
l logqo(n)

Figure 4: Behavior of the SVR estimate v; with respect to scale and sample size, for
regression of Fy (see text). Left: error versus scale [. Right: error versus sample size n.
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Figure 5: Comparison of convergence rates for the regression estimator with SVR and
KNN-regression in different settings.

5. Proofs of Theorems 1, 2, 3 and 5

Proof of Thm 1. By the Davis—Kahan Theorem [43, Theorem 2] we have, up to pos-
sibly a choice of sign for v;, which will subsume here and in all that follows,

N IIJAMz — M| o =
_ < < — — M
[0 — vl S MO = (M) = RQIIMz il s

since assumption (LCM) implies Ao(M;) = 0, while A\;(M;) > R?/a by assumption (I).
Moreover,

1M, — Myl <3 N wllP[#Cin/n —P{Y € Cip}l
h

+ ) lAenll + e n DI Fs — pnlP{Y € Cra}
h
S AR [#Cin/n—P{Y € Cup}l
h

+ VAR s — punlP{Y € Crp}.
h

Thus,

[0 = oll S @d ) |#Cin/n—P{Y € Cin}|
h
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Figure 6: Empirical MSE versus sample size n and scales [ and j.

+aVaR™ Y s -l P{Y € Cua}.
h

Notice that, since |0, — v|| < 1, we may assume €2 < ¢ < 1, and we will make these
substitutions in the probability exponential bounds wherever is convenient. For the first
term, we use Lemma 1 with ¢t = £/2'ad for the h’s such that P{Y € C;;} < 27!, and
with t = /P{Y € C}}e/2"2ad for the h’s such that P{Y € C;,} > 27!. This gives
that the first term is bounded by € with probability 1 — C2! exp(—cne?/a?2!d?). We now
deal with the second term. For all h’s s.t. P{Y" € C;} < €/a2'd we have directly

aRVAY i — mn|P{Y € Ca} <e.
h
For all other h’s, we condition on #Cy ), > LE#C;; = 2nP{Y € C;;} up to events of
probability lower than
Cexp(—enP{Y € C;1}) < Cexp(—cne/a2ld),

thanks to Lemma 1. We finally apply the Bernstein inequality: for P{Y € C;,} €
(e/a2'd, 1/2!], we have

Re ne? )
P < ||z — > <dexp|—c—5== | ;
{Hﬂz,h fanll IV Cz,h}aﬁ} < dexp ( 2P

and for ]P’{Y € Cl,h} > 1/2l

Re ne?

P{”ﬁl,h — pinll > 0@\/&} S dexp (60422%[2) .

The union bound over h gives (a), while (b) follows from (a) and Lemma 4. O
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Proof of Thm 2. Assumption (LCM) implies by [11, Theorem 1.a] that v is an eigen-
vector of S;. Moreover,

UTSZU = Z ||<I - El’h)UHQP{Y S Cl,h} = Z(l - )\d(Zl,h))QIP’{Y S Cl,h}»
h h

while

max w’! Sw < Z max ||[(I — Zpp)wn|*P{Y € Cp5}
R DA N
wi|= Wh || =

= Z(l — Xa—1(Z0,0))°P{Y € Ci ),
I

hence, thanks to (UCV) and (V), v is the eigenvector of largest eigenvalue of S;. Now,
the Davis—Kahan theorem [43, Theorem 2] gives

15 — S|

B — ol < — =Sl
I = vl 5 A1(S1) — A2 (S1)

where, using (V) and (UCV),

M(S) = Aa(S1) = Y (1= Aa(Z00))* = (1= Aa—1(Sun))*IP{Y € Crp} > a2
h

Therefore, |[5; — v|| < 2|5, — S|, where
1S = Sill S @ [#Cin/n—P{Y € Crp}l + > _ I = Sun)? = (I = Sip)?[P{Y € Cr}
h h
with
I = S0)? = (I =Sl = 158 = S5 — 2(E0n — Zen)|
= 180 (X0n — 20n) + (Bin — Zin)Zin — 2(Z0n — Zun)|
S d|Sin — Sl
Recall that the maximum error of 7; is 1, hence we can always take €2 < ¢ < 1. Applying

Lemma 1 with t = ¢/2'a%d? when P{Y € C;;,} < 27! and with t = \/P{Y € C) ;}e/2/%2a%d?
when P{Y € C;;} > 27!, we obtain

P{d*>> " [#Cin/n—P{Y € Cip}| > e} S 2' exp(—cne®/a*d*2").
h

For the h’s with P{Y € C;;} < ¢/a?d?2! we already have

> IS0 — SialP{Y € Cip} <e.
h
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Thus we can assume P{Y € C;,} > ¢/a?d?2!, and condition on #Cyj, > nP{Y € C;;}
with confidence 1 — C exp(—cne/a?d?2!), thanks to Lemma 1. We split X, — X, =
Sin — Sin — (Tn — pan) (Fn — pun)” with

= 1

Sip=—— Y (Xi= Xi — un) 1{Y; € O},
Lh #Cl,hz( 1,0 ) ( )t 1 Lh}

h

and use the Bernstein inequality to concentrate ilh — Xy, and [y — pn. For P{Y €
Cin} € (e/a?d?2',1/2!] we get

< dexp

= £ ne?
P IS0 — Sl > e )
{” lh l,hH /—QIP{Y c Cl,h}O[Qd} ~ ( a42ld4>

and for P{Y € Clﬁ} > 1/2l

= 13 n52
P{||Elh — 217}1” > @} S dexp <_ca421d4) .

Similarly for ji; 5, — py,p. Summing these bounds over h yields (a), and (b) follows by
Lemma 4. O

Proof of Thm 3. The calculations in [35, Theorem 6.1] show that under (LCM) (and
even without (CCV)) one has

K; = PKP 4+ 2P E[Cov[X | Y] | [Y = Y| < 27!]P*,

where P is the orthogonal projection onto span{v}. Hence, v is an eigenvector of Kj, and,
by assumption (C), it is the eigenvector of smallest eigenvalue. Moreover, the matrix

Hy=E[(X - X)(X - X)"{]Yy - Y[ <27}]

differs from K; only by the factor p; = P{|Y —Y| < 2~'}. Using the Davis-Kahan theorem
[43, Theorem 2] and assumption (C) we obtain

_ H, —H,
ool £ o Hl o

H, — H|.
~ Adfl(Hl)_)\d(Hl) = R2pz || l l”

Concentration inequalities for U-statistics (see [42]) now imply

R 2
IP’{HH; - Hy|| > a_1R2pl€} < dexp (_cnpés ) .
o?d

This gives (a), which in turn implies (b) by Lemma 4. O
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Proof of Thm 5. First, we set out some notation and exclude some low-probability
events. In all expressions Ex[-] we will drop the random variable X and simply write
E[]. We define p to be the distribution of X, and p(- | E) the conditional distribution
of X given X € E. All integrations in dp(x) are implicitly taken on x € B(0,7). Let
u € {v,v}; when a property is stated for u, it is meant to hold for both v and ¥. Abusing
the notation, we write I |, for {z € R?: (u,z) € L kju }-

Thanks to the Holder continuity of F', we can restrict to the sets I; |, with

PLjptu) Z €2 #C | f1Ear™®. (E1)
We further condition on the event
#1; 1w 2 np(Lj k) for all ks, (E2)

which has probability at least 1 — C#K; exp(—c ne?/#K;|f|2.r*®), thanks to Lemma
1. For two probability measures p and v, we define the Kantorovich distance

Kar)= s [ gla)diu - (o)

geca’\g\ca <1

We can now work to establish the ‘main bounAd.
We start with decomposing E[|Fjj5(X) — Fj,(X)[?] < A+ B with

A=) E[E;e(X) = Ej(X)IP | X € g 0 1 o]
ke,

B= Y E[|Fp(X) = Eju(X) | X € Lixo \ Lo \ Ljxe)-
kEKj

Let us first focus on B. Observe that, for all & with p(I; xj, N Ik 5) > 0, |vT(Ij7k|v U
Iiwg)| S r(277 + ||o —v||]) < tr277, hence, using the Holder continuity of F and the
sub-Gaussian tail inequality [47, Proposition 5.10] (recall (E2)), we have

82

#Kio(L k1o \ L ko)

with probability higher than 1 — C exp(—c ne?/#K;0?). Thus, since P ko \ Liks) S
|0 — v|| and #K; = 27, we obtain

(X)) = By (X)I° S 21f Gar?@27 % +

B If1Ear®27 (I jyo \ Linge) + €% < 71 f 12272920 |5 — of| + 2.
kEK]‘

We now pass to A. For z € [ 3, N I 5 we can write

Fyo(@) = (@) = Fae((@,2)) = Fiu(@72),
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where
Fiks(t) = bj s + My kot Fiklo () = bj ko 4 M ot

are our local empirical estimators with respect to the estimated direction © and the
oracle direction v, respectively. Let us separate the constant and the linear components.

Defining
1

#Ij,k\u

Ljklu =

ZXi]l{Xi € Ikt
i
we have
[ Fiaro((@2)) = Figo0"2)] < b5 = i
+ |ﬁ1j’k|5ﬁT(x — Tjks) — mj,kva(x — T k)|
We first approach the constant part: |/l;j7k|17 75j7k|v| < C1 + Cy + C3 with

1
#1; 1o
Co = |E[F(X) | X € I 5] — E[F(X) | X € I i)0]l

1
Z K]]-{Xz € Ij,k|1)}

G = ’ D Yil{X; € s} —E[F(X) | X € I o]

%

Cy — ]E[F(X) X € L) -

#Ij,k\v :
C1 can be further split by C; < Cy; + C12 where
1
Cor = | 7 X FORX, € ) — EIFCO) | X € L)
Js v
1
- (X, € 1, 15}l
Ciz2 ‘#Ij,klﬁgg {Xi € L w5}

By the Bernstein inequality (exploiting (E1) and (E2)), we have
2
np(Ij’km) #’ijg(lj,k\ﬁ)

c 2 2c e g _
|f|C0<T + |f‘C r \/m
ne? /#K;

c 5 5a o€
| f|2ar2e + | flcar VE o n0)
< Cexp(—c ne® [#K;|fEr").

P{Cll > 6/ #ij(lj,k:\ﬁ)} < Cexp(—

= Cexp(—

Also, P{C12 > ¢/V#K;p(I; kj5)} < Cexp(—c ne®/#K;0?) by [47, Proposition 5.10]. Cs
can be concentrated in the same way as C7. For Cy, in view of [34, Proposition 1.2.6]
(bounding K, in terms of W7) and Kantorovich-Rubinstein duality for Wi, we have

! 1
- ‘p([j,klﬁ) /IM F@)dp() =S5 /1 F(x)dp(x)

Goklv
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< |f‘C°‘K ( ( | k\v) ( | k\v))
< flee Wilp( | Lig)s pC | L)) =
S fleer™= 5 — v]| 7=,

where in the last inequality we have used assumption (©).
We now take care of the linear part, for which we can assume o = 1. We have

|ﬁ?fj,k\ﬁ§T(l“ - §j7k|ﬁ) - ﬁlj7k|vUT(z - @,k\vﬂ
< | wppl 07 (& = 25 kj5) — 07 (@ = T p0) |+ | ks — T kgl [07 (2 = 25 410

< | sl min{ || 25,415 — Zjppoll + 710 = vll), 7277} + [ 445 — g k0 |r277

Defining
Uikl = #I%mu F(X) X € Iy}
Covjplu = k|u ZU — i) (F(Xi) = Ujepu) H{Xi € I ju}
Var gl = T Zz: [ (Xi = Zj ) PI{XG € Lggu s

we have

~ oot Clov
5] < Varj,m<COVj,klﬁ + >7

1 A~ —~
#I 0po DT (Xi = )G X € ks
IRV

~ ~ —1 — —
M k5 — Mg k| < Var; k|@|COVj ks — Covj k|v]

+ Varj k‘AVar] k|U|Varj k5 — Var; kvl |Covj kol

+ Varj vl D 0T (Xi = Zjye)GI{ X € I yo}
# Jklo
—1 ~
+ Var; | > 0T (Xi = &) GL{XG € Lg}|-
#Ij,klv i

Note that \\//a\rj,k‘ﬂ < 7’22_2j, |60\V],k|'u| < |f‘cl7‘22_2j and |60\Vj’k‘5| < t|f|c1’f‘22_2j.
Introducing

Tk = E[X | X € I g1
Var; | = Var[(v X)| X e 4k|u]

Var; yj, = Tn > W (X = T ko) PHXG € L
vy
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we get
Var; gu — Var; ku] = [Var; g — Var; gy — [uT (@5 5w — T p00) |
< |\7a/rj’k|u — Var; gu| + 72272,
The Bernstein inequality (together with (E1) and (E2)) yields
P{|\7a/rj,k‘u — Var; pjul 2 7?2727} < Cexp(—c np(Ij k) < Cexp(—c ne? J#K;| fl2ir?).

Thus |\/fa\rj7k|u —Var; pjul S r22727 and hence @j,k‘u > 12272 | with probability higher
than 1 — Cexp(—c ne? /#K,|f|%.7%). Moreover, thanks to [6, Theorem 3.1],

3

#Kip(L k)

with probability higher than 1 — Cexp(—c ne?/#K;0?). Therefore,

’ 1

' (X — 2 ) GL{XG € L ppu}| S 277
#I‘,k|u

|T/ﬁj7k|5i)\T($ - /w\j,k\’ﬁ) - mj,k|va(x - ‘%\j,k|v)|
S tUfler (15,65 — 2 kpoll +7l[0—vl)
+r (\COVJ‘J@I% = Covj kol + [fler | Var; gz — Varj),g‘v|>
5

+
VH#K;p(Lj k1) A p(Ij k1)
with probability higher than 1 — Cexp(—c ne? /#K;|f|2.7%}). Now,

|Z5015 = Zjkol < %505 — Tiwpll + 1Tk — Tinll + 125000 — Zj kol
The middle term is bounded by
1Zjk15 — Tikoll < Walp( | Likg)s pC | k) S rilo—vf],

thanks to assumption (©). For the first and third terms, applying the Bernstein inequality
(and (E1),(E2)) we get
£

#K0(Lj k)u)
with probability higher than 1 — C'exp (—c ne?/#K;t?| f|2.7?%).

We are now left to estimate |Cov; 5 — Cov; x| and [Var; 5 — Var;g,|. First, we
break down |Cov; x5 — (ﬁj,k,v| < Zi:l T, where, defining

1Z5 ke = gl < t7HFICE

i = EIF(X) [ X € L g,

1
#1; 1o

Ty = > 0T ko — Zjrge)(F(Xi) = Giep) H{Xi € L}

i



Conditional regression for single-index models 35

1 N - ~

Ir = #I k|5 Z<U — v X — xj,k\v>(F(Xi) - yj,kﬁ)]l{Xi S ]jﬁk\"u\}
J.k|v
1 —_ — o~

T3 = Ty Z<U,Xi - mj,k|v>(yj,k\v - yj,kﬁ)]l{Xi € Ij,k\ﬁ}
J.k|v
1 — p—

T =\ g S (0, X = Ty ) (F(X0) = ) H{Xi € Lo}
7,k|v

- E[<U7X - ij,k:\v>(F(X) _yj,kh)) | X e Ij,kﬁ]

T5 =E[(v, X =T ko) (F(X) = Tj ko) | X € Lkl
—E[{v, X =T o) (F(X) =Y} o) | X € L po]l

7 =\E[<v,x CE ) (F(X) — Tya0) | X € Iy

1 _ _
T Z(UaXi = T ko) (F(Xi) = T po) H{Xi € I po}

1 -~ - p—
Tr :‘ )i D 0T = Tjfo) (F(X) = p00) X € Lo}
# Jiklv 7
1 - -~ —
Ts :‘ 7 20 X = Bjhjo) Gkt = Typgo) X € Lo}
# Jiklv 7

We bound the terms T;’s as follows.

T,.
_ - 1 .
Ty < ||k — Ij,km\\ﬂ S IP(X) = Ginell{Xi € Iys}
7y ‘U i

with ‘ ‘

|F(X3) = Uikl S| flerr77 +[[v—vl]) S tlflerr27.
Hence

r 2T <t fle 1B ke — Tkl < HFler (Z 0 — Zjmsll + 1Tk — Tjkl)s

where

P{|Z; k5 — Zj k(5] > fl|f|gﬂm} < Cexp (—c nsQ/#let2|f|%1r2)

by the Bernstein inequality, and
1Zj.k15 = Tj kol < Wilp( | Ligp)s p( | ko)) S il — ol

by assumption (©).
Ts. . ‘
Ty S0 = vllrlflerr(27 + [0 = vll) £ 277 flexr?|[0 = v,
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hence 4
rrITy < t|f|ear|o— v

Ts.

1
T3 <
#1; k1o

with [(v, X; — T ko)) S (277 + |0 — v]|) S tr277. Hence

D 1w Xi = T ) [0 kg0 — Byiol HX € L pgo}

%

P 2Ty < G ke — Yikol < tUUike = Uil + U0 — Tiklol)s

where
I _ -1 2 2112 .2
P{Tj k1o — Ujupl >t W} < Cexp (—c ne® J#K;t°| f|3117)
by the Bernstein inequality, and

Y615 = ikpol < FlesWalo( | Ligg) pC | Likpw)) S 1 flerr|v— v

by assumption (©).
T,. We apply the Bernstein inequality. Since

0" (Xi = T o) (F(X) = Tppo)| S| Flear® @77 + ([0 = 0ll) St flerr?277,
we obtain

P{r—127T, > } < Cexp (—c ne? [#K,;8%| f[ar?) .

£
#ICi0(Ljk)5)

Ts.

1 =| [ G ante | L)~ aple | 1)
where G(x) = 0" (x — Tj ko) (F(2) = Tjp0)s © € Lk U Ljgps, is Lipschitz of constant
St fler27r

G() ~ G| < 7 (&~ DIIF() ~ Ty + 107 (=~ F00,) [P (&) ~ F(2)

< Iflerr @ + 15— vl 2 — 2

St fler2™ e — 2|
Thus, by assumption (©),

P, e Walol- | 1) — o | L) S Hlerrl vl

T6. AS fOI‘ T4.
T,. |
T7 < ||1Zj k10 — Tjppolll flerr2™,
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where, by the Bernstein inequality,
~ _ -1 2 2 2
P{Hl’j,kw - xj,k\vH > |f\c1 \/W} < Cexp (—C ne /#’Cy‘mcﬂ’ ) .

Ts. .
Ty <r277Yjkjo = Ujkpols

where, by the Bernstein inequality,

P{|Y; kjw — yj7,€|v| > } < Cexp (—c n52/#ICj\f|%1r2) .

£
#Kip(Lj k|v)
The quantity |\7€;‘j7k|g — \//'z;j7k|v| can be estimated through an analogous decomposi-
tion. We can finally put all the terms together, and taking the union bound over the K;’s
completes the proof. O

6. Proofs of technical results

In our proofs, we make use of the following Lemma to ensure that we have enough local
samples, or to concentrate the empirical measure on the underlying distribution.

Lemma 1. Let X be a random variable, and let X,...,X, be independent copies of
X. Given a measurable set E, define p(E) =P{X € E} and p(E) =n~'>, 1{X; € E}.

Then
n 2
P{[p(E) — p(E)| >t} < 2exp (‘p(E§ft/3> ’

In particular, for t = p(E)/2 we have
p{oE) ¢ | 308). 50E) |} < {15(8) — p(B)| > Jo(E)} < 2o (- fonatE)).

Proof. The bound follows by a direct application of the Bernstein inequality to the
random variables 1{X; € E}. O

When working with possibly unbounded distributions, we need some control on their

tails. A common choice is to assume sub-Gaussian decay. We recall that a random variable
X is sub-Gaussian of variance proxy R? if

2
P{|X| >t} <2exp (_;Rz) )

A random vector X € R? is sub-Gaussian if (u, X) is sub-Gaussian for every u € S-1.
In particular, bounded and normal distributions are sub-Gaussian.
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Lemma 2. Let X € R? be a sub-Gaussian vector with variance proxy R%. Then

t2
< — .
[P{||X||>t}_2exp( 2dR2)

Proof. Let X be the k-th coordinate of X. Then

o (55 -2 [T (5) < (112 o0 (3] <=

The result follows from [48, Proposition 2.5.2]. O

The lemma below shows that most samples from a d-dimensional sub-Gaussian dis-
tribution of variance proxy R? fall into a ball of radius VdR.

Lemma 3. Let X1,...,X, be independent copies of a sub-Gaussian vector X € R¢
with variance prozy R?. Then, for every a > 2 and B € (0,1),

(1-B)2/2

]P’{#B(O, V2dlog(2a)R)) < (1— 1) Bn} <20 (F3) TR A",

Proof. Let B = B(0,/2dlog(2a)R)) and p(B) = P{X € B}. Lemma 2 gives
p(B) > 1 —2exp(—log(2a)) = (1 - 3) ;
an application of Lemma 1 with t = (1 — 8)p(B) yields
P{#B < (1- 1) 8n} <P{#B < fp(B)n}
< 2exp (BT o)) < 200 (= (1 - ) L72f2n) .

~1ta-p/3P o) TFa-p /3"

We often carry out the following integration to obtain expectation bounds from bounds
in probability.

Lemma 4. Let X be a random variable. Suppose there are p € [1,2], a > e and b >0
such that P{|X| > e} < ae~*"" for every e > 0. Then E|X|? < (lo%)l/p'

Proof. Integrating over ¢ > 0 we get E|X|> < [(Ce de + 7 ae Y ede with gy =
(log a/b)'/2P. The first integral is equal to 3 (loga/b)'/?, while the substitution be? — ¢
in the second integral gives

00 1/p o0 1/p 1/p
4 gl/P1le=e e 1 < g/ e °de } = 1 1 . O
2p loga b 2 log a b 2 b
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The following Lemma describes the expected decay of a Holder function of a sub-
Gaussian vector outside a large ball. This result is useful to bound the mean squared
error on the tails of a sub-Gaussian distribution, where the strong decay of the measure
can offset poor pointwise predictions.

Lemma 5. Let X be a sub-Gaussian vector in R? with variance proxy R?, and let
F:RY =R be aC™ Hélder continuous function with o € (0,1]. Then, for every r > 1,

E[IF(X)P] SE[F(X)] | X € B(0,r)] + (|F(0)]* + d| f|2« R?*) exp(—r?/2d R?).
Proof. We split the left hand side into
E[[F(X)]” | X € B(0,7)] + E[|F(X)*1{X ¢ B(0,r)}]
and bound the second term. The Hélder continuity of F' entails
E[[F(X)PI{X ¢ B(0,7)}] < [FO)PP{IX|>r}+|f2-E[I X [*1{X ¢ B(0,)}].

Using Lemma 2 we get P{||X|| > r} < 2exp(—7r2/2dR?) and
E[|X[*1{X ¢ B(0,r)}] = /OOO P{IX|*1{X ¢ B(0,r)} > t}dt

= /OO P{||X|*1{X ¢ B(0,r)} > t}dt < /OO P{||X||> > t}dt

= 2/ P{|| X || > t}tdt < 4/ exp(—t*/2dR?)tdt

= 4dR? exp(—r?/2dR?). O
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