
PS-ORAM: Efficient Crash Consistency Support for
Oblivious RAM on NVM

Gang Liu∗
liug@hnu.edu.cn

College of Computer Science and Electronic
Engineering, Hunan University

Changsha, Hunan, China

Kenli Li†
lkl@hnu.edu.cn

College of Computer Science and Electronic
Engineering, Hunan University

Changsha, Hunan, China

Zheng Xiao
zxiao@hnu.edu.cn

College of Computer Science and Electronic
Engineering, Hunan University

Changsha, Hunan, China

Rujia Wang∗
rwang67@iit.edu

Computer Science Department,
Illinois Institute of Technology

Chicago, Illinois, USA

ABSTRACT
Oblivious RAM (ORAM) is a provable secure primitive to
prevent access pattern leakage on the memory bus. By ran-
domly remapping the data blocks and accessing redundant
blocks, ORAM prevents access pattern leakage through ob-
fuscation. Byte-addressable non-volatile memory (NVM) is
considered as the candidate for main memory due to its bet-
ter scalability, competitive performance, and persistent data
store. While there is much prior work focusing on improv-
ing ORAM’s performance on the conventional DRAM-based
memory system, when the memory technology shifts to
use NVM, ensuring an efficient crash-consistent ORAM is
needed for security, correctness, and performance. Directly
using traditional software-based crash consistency support
for ORAM system is not only expensive but also insecure.
In this work, we study how to persist ORAM construc-

tion with an NVM-based memory system. To support crash
consistency without damaging ORAM system security and
compromising the performance, we propose PS-ORAM. PS-
ORAM consists of a novel ORAM controller design and a set
of ORAM access protocols that support crash consistency.
∗This work was done when Gang Liu was a visiting student at Illinois
Insitute of Technology. Both authors contributed equally to this research.
†Corresponding author.
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We evaluate PS-ORAMwith the system without crash consis-
tency support, non-recursive and recursive PS-ORAM only
incurs 4.29% and 3.65% additional performance overhead.
The results show that PS-ORAM not only supports effective
crash consistency with minimal performance and hardware
overhead but also is friendly to NVM lifetime.
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1 INTRODUCTION
Protecting the security and privacy of the data and program
running on a shared system is never easy. There is an in-
creasing need for system designers to consider security and
privacy protection in addition to performance. There are a lot
of efforts from the industry and academia designing secure
hardware to give the system a root-of-trust. For example,
TPM [8], SGX [34], XOM [38], Trustzone [44] and SME [35],
process sensitive data through data encryption and integrity
check, or reserve a protected region that cannot be tam-
pered, which effectively prevent adversaries from revealing
the plaintext or compromising the data easily. However, the
protections are still mainly using encryption and integrity
check, which is far from enough. For example, attackers are
able to probe sensitive information from victim applications
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through various side channels, such as the timing informa-
tion, the power usage and the memory access pattern can be
exploited by malicious adversaries to infer sensitive infor-
mation. Among them, memory access pattern leakage refers
to that the adversaries can utilize the temporal and spatial
information on the memory address bus to correlate the pro-
gram’s control flow graph [72], the searchable encryption
database [31], or even the neural network structure [26, 27].
The cryptographic community proposed Oblivious RAM

(ORAM) [22, 23] to address the memory access pattern leak-
age. The ultimate goal of ORAM is to hide the program access
pattern by adding redundant blocks and periodically reshuf-
fling the data in memory. In this way, the attacker will be
not able to guess whether the program is accessing the same
or a different data, whether the access is a read or a write,
whether we are repeatedly accessing a hot region, etc. The
efficiency of ORAM family has improved significantly in
recent years. Tree-based ORAM, such as Path ORAM [58],
has become one of the mainstream ORAM protocols that
people adopt to use on main memory systems[20, 53] with
trusted processor. There are extensive research works focus
on improving the performance of ORAM on DRAM-based
memory systems [11, 13, 50, 63, 64, 71].

We are seeing the scalability issues of DRAM technology
and are in the transition to emerging non-volatile memory
(NVM) technology. For example, 3dXpoint based Optane
memory [24] has already been released to the public; future
computing systems such as memory-centric computing ar-
chitectures [9, 36] use NVM as their unifiedmemory backend.
Compared to DRAM, NVM provides natural benefits such
as non-volatility, persistency, and high-density. When NVM
is architected as persistent memory, it is crucial to maintain
crash consistency for data [7, 21, 40, 47, 66]. The specific
requirement to address crash consistency is that data (e.g.,
application data, and configuration, metadata) must be recov-
erable even if the system power fails or the system crashes
[33, 43].

On the other hand, NVM based memory system still faces
security challenges like DRAM, such as the information leak-
age on the memory bus through the access patterns. Ap-
plications like collaborative file editing [60] (e.g., Dropbox-
like applications) require both security features that protect
against access pattern leakage and data crash consistency.
Therefore, an NVM-based ORAM system could bring ben-
efits from the two worlds. While some prior works start
to address this issue [6, 12, 14, 46], they either work on a
different threat model[6], or emphasis on write access over-
head [46], or provide a less secure solution [12, 14]. None
of the prior works consider the crash consistency problem
of ORAM when it is being implemented on NVM. We find
that, traditional software-based solutions, such as logging
[17, 62] or copy-on-write mechanism (CoW) [18, 61], can

only handle general data recovery well; however, such ap-
proaches cannot work well with NVM-based secure memory
systems for two reasons(details in Section 2.5). First, software-
based (e.g., logging or CoW) support for crash consistency
mechanisms are inefficient [40, 47]. Second, it may lead to
information leakage and break security guarantee. Recently,
several NVM-based secure memory systems were proposed
with encryption[66] and integrity check [40] support. We
are motivated to revisit the crash consistency problem in the
presence of ORAM construction and protocol, and further
enhance the family of crash-consistent secure NVM systems.
In this work, we study the crash consistency problem

when we implement ORAM protocols with the NVM system
for the first time. By improving the ORAM hardware archi-
tecture and software protocol, we propose an end-to-end PS-
ORAM architecture. PS-ORAM system can persistently store
ORAM-related data in NVM while solving the crash consis-
tency problem without leaking more information. We first
analyze the different components on the ORAM controller to
determine the content that needs synchronous persistency
and data consistency in Section 2. Then, we analyze persis-
tent atomic access and present different case studies that
show what happens if data or other metadata is not persisted
during a crash, and analyze the challenges of the problem
and the system design goals in Section 3. Next, we present
our core design that minimizes the performance overhead
due to the persistent write-back and propose an efficient and
secure write-back scheme in Section 4. Finally, we evaluate
our design in terms of performance, write traffic in Section
5.

2 BACKGROUND AND MOTIVATION
In this section, we first describe the threat model. Second, we
introduce the basics of ORAM and NVM. Then, we discuss
the problems of traditional software-based persistence meth-
ods. Lastly, we describe how ORAM could be implemented
on NVM based system.

2.1 Threat Model
We follow the conventional Trusted Computing Base (TCB)
boundary and assume that the system equips with a secure
and tamper-resistance processor capable of computing with-
out information leakage [48, 50, 58, 71]. Everything on-chip
is considered within the TCB boundary. The off-chip main
memory system is vulnerable to access pattern attacks, such
as physically monitoring the visible signals on the printed
circuit boards (including the motherboard and memory mod-
ules). The address bus, the command bus, and the data bus are
separate from commodity DDR DIMMs in the system. As a
result, the memory controller sends out the address and com-
mand in cleartext. Therefore, the attacks can be done with
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physical access to the bus [26, 37] or through side-channel
analysis [26, 27]. By observing the access patterns such as
access frequency, access type (read or write), and also the
repeatability of accessing the same location, the attacker can
obtain some leaked sensitive information in the program
[31].
In some system settings, part of the main memory sys-

tem can be considered as protected and free from most of
security attacks. For example, with SGX [34], a small re-
gion in the memory called EPC can store pages safely. With
cmov-based operation, the accesses to EPC region can be
considered as oblivious too[1, 53]. In this work, we discuss
implementations under the two assumptions: 1) memory is
fully untrusted; 2) memory has a partially trusted region.
The different assumptions will change how ORAM metadata
can be persisted without leaking information. We discuss
this issue in detail in Section 4.4.

2.2 ORAM Basics
ORAM [22] is a security primitive that can hide the pro-
gram’s access pattern and accordingly eliminate information
leakage. ORAM’s basic idea is to access more blocks than the
actual data we need, and shuffle the address space so that the
access address becomes random. With the ORAM controller
in the secure processor, onememory access from the program
is translated into an ORAM-protected sequence. ORAM pro-
tocol guarantees that any two ORAM access sequences are
computationally indistinguishable. In other words, ORAM
physical access pattern and the original logical access pattern
are independent, which hides the actual data address with
the ORAM obfuscation. Since all ORAM access sequences
are indistinguishable, an attacker cannot extract sensitive
information through the access pattern. Tree-based ORAM
schemes, such as Path ORAM [58] and Ring ORAM [48],
have improved the overall access and reshuffle efficiency
greatly through cryptographic innovations. In this work, we
focus on one of the most representative tree-based ORAMs,
Path ORAM [58], which is the building block of many data
oblivious frameworks, such as Obliviate [2], Taostore [52]
and Zerotrace [53].

2.2.1 Path ORAM Construction. Logically, Path ORAM reor-
ganizes the external memory into a binary tree (we refer to
as the ORAM tree). Upon a memory request from the LLC, a
full path of data blocks is fetched, as shown in Figure 1. The
node in the ORAM tree is called a bucket and can hold𝑍 data
blocks. The height of the ORAM tree is noted as 𝐿. In Figure
1, we show an ORAM tree with 4 levels (𝐿 = 3), and the
bucket size equals to 2 (𝑍 = 2). Each block inside the bucket
contains the encrypted data content and a header that tracks
the program address, path id, and initialization vectors (IV)
used with AES counter mode encryption. Dummy blocks are

path id

ORAM Controller (trusted)

Stash Position Map

From LLC: Req. for addr. a

map(a, path id l )

Addr. Logic
Generate physical address

Memory Controller 

DRAM addrs 
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Data Encryption/Decryption
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time
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Figure 1: Path ORAM construction and access protocol

marked with a special program address ⊥. Following [20],
IV1 is used to encrypt the block’s header, while IV2 is used
to encrypt the data content.

On the trusted side, the ORAM controller converts the reg-
ular memory access pattern into ORAM sequences. ORAM
controller mainly includes a position map (PosMap), a stash,
address translation logic, and encryption/decryption circuit.
The PosMap is a lookup table that stores the path id (leaf
label) for a given logical address. The stash is a small buffer
that can hold a small number of data blocks [50] during
the path accesses. The obliviousness of the access pattern is
achieved by randomly remapping the path id of a data block
after each access.

2.2.2 Path ORAM Access Protocol. Next, we discuss the
Path ORAM access protocol. Given a memory request 𝑎 =

(addr, 𝑟𝑒𝑎𝑑/𝑤𝑟𝑖𝑡𝑒, 𝑑𝑎𝑡𝑎) for data block 𝑎, the access steps of
𝑂𝑅𝐴𝑀 (𝑎) are as below:

① Check Stash: Check if the block 𝑎 is in the stash. If hit,
fetch the data block to the processor if it is a read, or
update the value if it is a write. If it is a miss, proceed
to the next step.

② Access PosMap: The actual physical memory loca-
tion of block 𝑎 is determined by checking the PosMap
with 𝑎𝑑𝑑𝑟 , and a path id 𝑙 is returned. Then, randomly
generate and update a new path id 𝑙 ′ for the accessed
block 𝑎.

③ Load Path: Load all blocks on path 𝑙 from the ORAM
tree in the memory to the stash, decrypt them and find
the block 𝑎. Then, return the block 𝑎 to the processor
if it’s a read operation, or update the value in the stash
if it’s a write operation.
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④ Update Stash: The path id of the block 𝑎 in the stash
also needs to be updated to 𝑙 ′. In this case, data blocks
in the stash have the most up-to-date value and path
id.

⑤ Evict Path: Evict data in the stash back to memory
on path 𝑙 . The basic rule of eviction is to fill as many
blocks as possible that can be written to path 𝑙 . If the
real blocks are not enough, then pad with dummy
blocks.

2.3 Persistent System with NVM
Emerging NVM technologies, such as Phase-Change Mem-
ory (PCM), Spin-Transfer Torque (STT-RAM), and Memris-
tor, are considered candidates for replacing conventional
technologies such as DRAM and NAND Flash. The Micron
and Intel 3dXpoint-based Optane [29] has shown competi-
tive performance, density and scalability with conventional
technology. When used as main memory, NVMs may pro-
vide persistent memory, where regular store instructions can
be used to make persistent changes to data structures to
keep them safe from crashes or failures. A great number
of research efforts have sought to optimize recoverable or
crash-consistent software (e.g., databases [4, 5], file systems
[15, 55], key-value stores [65, 67]) for NVMs.

On the other hand, NVM systems still suffer from various
security vulnerabilities. To provide data confidentiality, NVM
can utilize lightweight encryption schemes [59, 69]; to detect
and fix integrity issues, adopting Merkle tree and support
its persistent updates have been recently studied [7, 66, 73].
Access pattern leakage is another degree of vulnerability,
and we can add obfuscation with the help of ORAM[46].

2.4 Crash-consistent ORAM Systems
While the main memory could be replaced with NVM, the
on-chip cache and buffers still use volatile memory for better
performance. To ensure the on-chip content can be flushed
back to the NVM, Intel Asynchronous DRAM Refresh (ADR)
[32] provides write pending queues (WPQs) as on-chip per-
sistence domain. In the event of crash, the content in the
WPQs can be persisted to NVM for crash consistency. How-
ever, when there is an ORAM controller sit between theWPQ
and the LLC, we need to consider how to persist the content
in stash and PosMap, as they are not part of the persistence
domain yet.
After several ORAM accesses, a small number of data

blocks will remain in the volatile stash. Such data blocks
could contain the most up-to-date values for a given logical
address. Consider that a failure happens during the execution,
such content in the stash may be lost before they are written
back to the NVM-based ORAM tree. The loss of data in the
stash not only causes a crash consistency problem but also

causes the system to fail to correctly recover lost data blocks.
Similarly, the PosMap contains mapping information that
determines where to locate a block in the mainmemory. Each
data block is given a path id, and it is not only associated
with the block (in the header), but also stores in the PosMap.
As discussed in section 2.2.2, the updates on path id happen
on multiple steps. If the PosMap is volatile, we will not be
able to locate the block of interest in the main memory.
Furthermore, we identify that if the ORAM access needs

to be recoverable, the data buffered in the stash and the
PosMap needs to be persisted atomically. Otherwise, data
inconsistencies could happen when we try to recover from a
crash. We discuss the details of the writeback inconsistencies
and design requirements in the next section.

2.5 Limitations with Software-based Crash
Consistency Support

Although traditional software-based mechanisms can be
used to support crash consistency in general, it is challenging
to apply it to ORAM systems for several reasons. For exam-
ple, the logging-based system [17, 62] maintains a backup
copy of the original data in the log, and the log system redoes
log (store new data) or undoes log (store old data). Logging
consumes much more NVM capacity than the original data,
because each log entry is an original tuple of data and corre-
sponding metadata (e.g., counter value, data address, etc.),
and typically each memory record must be logged [17, 62].
Therefore, directly adopting logging-based schemes to sup-
port the crash consistency of the ORAM system is impracti-
cal: it will cause significant performance loss, slow recovery,
and more memory space overhead. Similarly, a copy-on-
write-based (CoW) system [18, 61] always creates a new
copy of the data to be updated. The disadvantage of CoW
is that the copy operation cost is expensive and cause long
stall time [56]. Since ORAM reads and writes multiple blocks
along the path, if every accessed data block is to be copied,
it will not only cause memory capacity overhead but also
lead to more serious performance loss. Also, additional NVM
bandwidth is required due to the copy of redundant unmod-
ified data blocks [57]. There are abundant dummy blocks
accesses in ORAM system, and backing up these dummy
blocks are useless and causing lifetime reduction of NVM.

Additionally, software-based approaches may cause infor-
mation leakage, which undermines the security protection of
ORAM. For example, if the log is stored without protection,
then the attacker will obtain the related access pattern or
data information by peeking at the log, which will cause
information leakage.
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2.6 Design Challenges and Scope of This
Work

To summarize, it is challenging to implement ORAM on
NVM for three reasons: 1) ORAM is expensive in terms of
memory access overhead; 2) simply replacing the memory
device toNVMcannot provide theORAMaccesseswith crash
consistency; 3) Using software-based approach to support
ORAM crash consistency could lead to huge performance
loss and security problems.

In this work, we focus on enabling persistent ORAM sys-
tem with low overhead, without leaking additional informa-
tion. We believe that to achieve provable secure access pat-
tern obfuscation, ORAM is required, and the cost of ORAM
protocol can be further optimized with the cryptographic
innovation. On the other hand, ensuring crash consistency
for the ORAM system is a critical problem to be solved by
the computer architecture community when the memory
system shifts to NVM technology.

3 DESIGN REQUIREMENTS FOR CRASH
RECOVERABLE ORAM

In this section, we discuss the design requirements for a
recoverable persistent ORAM system. Simply replacing the
main memory technology to NVM cannot guarantee consis-
tent recovery. An ideal case would be that all on-chip buffers
are built from NVM to write to the stash or position map
is persistent immediately. However, as most of the on-chip
components are still considered volatile, we identify a need
to properly handle the volatile data in the ORAM controller
to make the overall ORAM system persistent.

3.1 Consistent Metadata Update
The ORAM accesses not only require updating the data block,
but also the metadata associated with it, including the header
and the position map entry. Here, we define the consistent
metadata update requirement as follows: when there is a
crash happening at any ORAM access step, we can restart the
ORAM access by identifying the target data block location
in the NVM again. In other words, the path id information
and other metadata should not be lost.
Figure 2 demonstrates why consistent metadata update

is desired. In step 2 of an ORAM access, a new path id is
randomly generated for the target block, and the correspond-
ing entry in the PosMap is updated. If the metadata is not
persisted consistently, any crash happens after step 2 would
possibly cause data inconsistency since the path id is changed.
We discuss the details by several case studies in Section 3.3.

3.2 Atomic ORAM Accesses to NVM
Except for the consistent metadata updates, another design
requirement for persistent ORAM is to preserve the access
atomicity. Here, we define the ORAM access atomicity as
follows: The data in the stash and themetadata in the PosMap
should reach persistency in an atomic way. If one of them is
persisted while the other is not, the continued ORAM access
is then out-of-sync.

The reason to have atomic ORAM access is that the meta-
data and the data correspond to the same actual memory
request. On a system failure, if only the content in the stash
is persisted by writing back to the NVM-ORAM tree, the
data content in the NVM-ORAM tree would be overwritten.
In this case, if the PosMap entries are not persisted yet, it
is impossible to locate the new path id where the data is
located. A reverse example is if the metadata in PosMap is
persisted, but the stash data is not, based on the new path
id in PosMap, it is impossible to recover the lost data in the
stash. We also discuss the details of why atomicity is needed
in Section 3.3.

3.3 Case Studies on Crash Recoverability
To summarize, to ensure a recoverable ORAM access after
a crash, we need to ensure the following requirements are
met:

a) Ensure that the accessed data blocks in the NVM-
ORAM tree are not lost during a crash. Data blocks
in the stash that have not been evicted back into the
NVM-ORAM tree can not be lost.

b) The address and path id contained in each block evicted
from stash to NVM-ORAM tree should be consistent
with the metadata stored in the updated (persistent)
PosMap, that is, consistent updates.

c) The updated path ids of the accessed data in the PosMap,
the data in the stash, should all reach the NVM atomi-
cally. Otherwise, there is a mismatch between the data
persistency and metadata persistency.

Figure 2 shows an example that when the requirements
are not met, during a crash, the NVM-based ORAM system
could result in inconsistent status. We assume that 𝑛 ORAM
accesses have been performed, so some data blocks remain
in the stash, e.g., block 𝑏. At the time of the crash, we are per-
forming the (𝑛 + 1)-th ORAM access. At step 2, the PosMap
update is completed, i.e., the block 𝑎 is mapped to a new path
id 𝑙 ′ in PosMap. Then, on step 3-5, we could observe differ-
ent types of inconsistencies due to the path id remapping
process.
Case 1: If the crash occurs in step 3 during the ORAM access,
since the path id of block 𝑎 in PosMap has been updated
(𝑙 → 𝑙 ′), and block 𝑏 has not been written back from the
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the details of the persistent evict path operation in
Section 4.2.2.

Note that the main function of the backup data block
generated in Step 4 of PS-ORAM access is to recover the
data block lost after the crashed system. We analyze how to
recover lost data in Section 4.3.

4.2.2 PS-ORAM eviction in detail. The PS-ORAM eviction is
the main step of writing the data or metadata from volatile
on-chip components back to the persistent NVM system. We
show the substeps of eviction as below.

• Step 5-A (Encrypt evicted blocks) The data blocks
that need to be written back from the stash are identi-
fied first. Because PS-ORAM loads the path 𝑙 in Step
3, the eviction path is also 𝑙 . In Figure 4, the gray and
brown blocks are identified and they will be encrypted.
Note that the backup block (𝑎, 𝑙) is also included as an
eviction candidate. Meanwhile, if the data block’s path
id has been changed, the corresponding dirty meta-
data entries in the temporary PosMap are identified2.
In this example, the entry (𝑐, 𝑙) is identified and will
be encrypted. The block 𝑐 was previously fetched and
path 𝑙 is its new path id.

• Step 5-B (Push data into WPQs) Once the eviction
data blocks and metadata are ready from encryption,
the drainer sends the “start" signal, and the candidate
data blocks and PosMap entries are loaded into the
two corresponding WPQs. Note that the “start" signal
controls both WPQs, as such, the data and metadata
can be load into the persistence domain atomically.

• Step 5-C (Write to NVM)When the data and meta-
data for this eviction round are all in the WPQ, an
“end" signal is sent to both WPQs, meaning that the
ORAM eviction is now atomic. Then the twoWPQs are
flushed back to the NVM-ORAM tree and the PosMap
in the NVM. Note that the storage format of PosMap
depend on the threat model: if the PosMap is kept
in a trusted region in the NVM, then the write back
can be done through direct updates to the table; if the
PosMap is not kept in a trusted NVM region, recur-
sive PosMap is needed to keep the writebacks secure.
Figure 4 shows the two formats of storing PosMap in
memory securely. We discuss the options to implement
the two PosMap WPQ flushing cases in Section 4.4.

Tracking the dirty PosMap entries and only putting them into
the WPQ can greatly reduce the performance overhead, by
removingmost of the redundantmetadatawrites. Meanwhile,
PS-ORAM can still achieve consistent metadata update and

2Writing back all metadata entries of blocks along the path can also achieve
the same design goals, with more write-back overhead. We refer it to the
Naïve-PS-ORAM in our experiments (Section 5.1).

atomic ORAM accesses to NVM. Otherwise, for all 𝑍 · (𝐿 + 1)
blocks on the path, we need to flush𝑍 · (𝐿+1) PosMap entries
as well (refers to Naïve-PS-ORAM in our experiments).

4.2.3 Discussions on persistence domain implementation choices.
We now discuss how PS-ORAM design can adapt to different
persistence domain technologies.
ADR-supported WPQs.We first describe the persistence
domain (WPQs) supported by ADR technology. Ideally, the
sizes of the data block WPQ and PosMap WPQ should be
large enough to hold the real data blocks and metadata of
one full path access, which depend on the ORAM tree size.
Considering the worst case that the all data blocks on the
evicted path are real blocks, the data block WPQ needs to
store 𝑍 · (𝐿 + 1) data blocks, and the PosMap WPQ needs to
store𝑍 ·(𝐿+1) path ids. Considering the ORAMparameters in
Section 5.1, the size of data block WPQ is 96-entry (6144B),
and the size of PosMap WPQ is 96-entry (672B). The WPQ
sizes in the persistence domain is about 2x of the current
size with ADR technology[21, 28, 39, 73], and 33.13% more
than SCA[40]. Note that, the dummy blocks in the ORAM
tree account for half of the total capacity[50, 58]. Therefore,
the number of real blocks on each path fluctuates around
𝑍 · (𝐿 + 1)/2 entries, and the WPQ sizes can be reduced to
half as well.
Limited persistence domain with few WPQ entries. If
theWPQ sizes are too small to hold𝑍 · (𝐿+1) entries, we need
to slightly modify the PS-ORAM eviction process to provide
guaranteed crash consistency by tracking the write orders
of real blocks. To prevent the data in the NVM from being
overwritten by the write-back blocks (cases in the Figure
3), we need to enforce the order of writing blocks back. For
example, in Figure 3, the evicted block 𝑒 overwrites 𝑐 , and
𝑐 overwrites 𝑏. If we only have a small WPQ, then evicted
real blocks should follow such an order: {𝑒 → 𝑐 → 𝑏 → · · · }.
Additional dummy blocks can be inserted in between of real
blocks during the eviction from the WPQ to the NVM.
Extended persistence domain with eADR. The eADR
technology can extend the persistent domain capacity to the
cache hierarchy [30, 54] and reduce the management over-
head for general data persistency. PS-ORAM protocols can
work seamlessly with the eADR technology to support both
crash consistency and security. The WPQs in the ideal case
can easily fit into the eADR supported persistence domain;
alternatively, if the WPQs are still limited, we can temporally
store a portion of blocks on the eviction path in the eADR
domain without losing them.
Note that, simply extending eADR to the entire on-chip

buffers of an ORAM system can lead to security issues during
a crash. For example, the content in the stash could be flushed
directly back to the NVM without following the ORAM pro-
tocol, which leads to information leakage. PS-ORAM is still

195



PS-ORAM: Efficient Crash Consistency Support for Oblivious RAM on NVM ISCA ’22, June 18–22, 2022, New York City, NY

Table 1: Energy cost estimation in case of system
crashes following [3]

Operation Energy Cost
Accessing Data from SRAM 1pJ/Byte
Moving data from L1D to NVM 11.839nJ/Byte
Moving data from L2, stash,
PosMap and WPQs to NVM 11.228nJ/Byte

needed in the presence of eADR. eADR has to support the
entire ORAM controller and provide extra energy to flush
data blocks to gain similar data persistency; however, the
overhead is much higher than PS-ORAM. We then show
the eADR-based ORAM system (eADR-ORAM) overhead in
section 4.2.4.
The impact of WPQ sizes on PS-ORAM performance.
The sizes of WPQs do not affect the performance of pro-
posed PS-ORAM system. The reason is that the WPQs are
not traversed when ORAM is accessed; only the stash and
PosMaps are used to look up a block. Therefore, no read or
write merge may happen in the WPQs. Also, we do not relax
the data persistence model – all modified data blocks are
persisted to NVM in-order without coalescing.

4.2.4 Draining Cost Comparison of PS-ORAM and eADR-
ORAM. eADR draining cost depends on the on-chip cache
and buffer sizes [3]. In this work, the experimental system
configuration is shown in the Table 3. Both the stash and
the (temporary) PosMap in ORAM system are volatile us-
ing SRAM, so the total on-chip cache and buffer size of the
system is 1.0625 + 0.012207 + 192 = 193.07MB. The energy
needed to access data in such SRAM cells is estimated to
be about 1pJ/Byte[3]. Table 1 shows the estimated energy
needed for draining data from different cache levels to NVM.
The numbers are derived from the analysis and discussion
in [3, 42].
Estimated energy comparison. We assume that in the
case of a system crash, eADR-ORAM design needs to pro-
vide enough energy to persist the data in the cache, stash and
(temporary) PosMap to NVM following ORAM protocol. Ta-
ble 2 presents the average energy needed to drain data from
caches (for eADR-ORAM) and from PS-ORAM, based on the
cost model discussed in [3]. This energy consumption does
not calculate the energy consumption of data block encryp-
tion, thus, this assumption produces an optimistic energy
data for eADR-ORAM. For different WPQs size settings (96
and 4-entries) in PS-ORAM, compare the energy consumed
by eADR-ORAM and PS-ORAM when the system crashes
to 2.286J and 76.530𝜇J (2.83𝜇J), respectively. Despite more
realistic estimates, PS-ORAM is 29870x and 807797x more
efficient than eADR-ORAM at different WPQ size settings,
respectively. The energy cost of PS-ORAM is 5 to 6 orders of
magnitude lower than eADR-ORAM.

Estimated draining time.We calculate the data draining
time based on [3, 32]. Table 2 shows the average time re-
quired for drain data for both eADR-ORAM and PS-ORAM
technologies. eADR-ORAM technology takes 4.817𝑚𝑠 . In
contrast, PS-ORAM only takes only 161.134𝑛s and 6.713𝑛s
for different WPQ size settings.

If eADR only supports the energy consumption of flushing
the cache and the stash, but does not support ORAM protocol
persistence (eADR-cache), the required energy consumption
and time are 12.653𝑚J and 26.638𝜇s respectively, which are
about 165x higher than PS-ORAM, as shown in Table 2.

4.3 Data Recovery Consistency Analysis
In this section, we show how PS-ORAM can guarantee a
consistent crash recovery through case studies. We revisit
the three cases in Section 3.3 and analyze why the prior
issues are addressed.
Case 1: In the original Path ORAM, PosMap has been up-
dated before step 3 of each ORAM access. As a result, when
the system crashes during step 3, data blocks stored in the
volatile stash are all lost. Therefore, it will cause a crash con-
sistency problem because the data in the volatile stash is not
persisted in time.

With PS-ORAM architecture, since step 2 is enhanced, the
new path ids of the accessed data blocks are not committed
directly into the PosMap but into the temporary PosMap
(volatile). Therefore, if the PS-ORAM system crashes in step
3, the data in the temporary PosMap, and stash will all be lost
at the same time. During the recovery process, the ORAM
controller can re-read this path id before remapping again
with consistent path id in the PosMap. Therefore, when per-
forming this ORAM access again, the matching PosMap can
still correctly access the data of interest in the original path
from the NVM-ORAM tree.
Case 2: When the system crash occurs at step 4 of the ORAM
access, the scenario is similar to case 1. The difference is
that the ORAM controller has fetched data blocks from a
path to stash, so the data blocks on that path are marked
as invalid. Invalidate data blocks in the NVM-ORAM tree
only happen with some updates on metadata, not the actual
data content, therefore, there is no data loss or mismatch
happening. During the recovery, the ORAM controller only
needs to restore the data that has been marked as invalid
to a valid during the read path. Then, the lost data can be
recovered from the data content region.
Case 3: If the ORAM system crash occurs in step 5 of the
ORAM access or before the next ORAM access, as discussed
before, it may cause inconsistency with partial writebacks
(either data or metadata). As a result, some valid data along
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Table 2: Estimated draining energy and time cost for PS-ORAM vs. eADR.

Technology eADR PS-ORAM (WPQ sizes) Normalized to PS-ORAM (WPQ size=96 / 4)

System eADR-
cache eADR-ORAM 96-𝑒𝑛𝑡𝑟𝑖𝑒𝑠 4-

𝑒𝑛𝑡𝑟𝑖𝑒𝑠
eADR-cache eADR-ORAM PS-ORAM

Energy 12.653𝑚J 2.286J 76.530𝜇J 2.83𝜇J 165× / 4471× 29870× / 807797× 1
Time 26.638𝜇s 4.817𝑚s 161.134𝑛s 6.713𝑛s 165× / 3968× 29894× / 717563× 1

the path are no longer recoverable. Also, lost data in stash
and PosMap scenario is similar as Case 1 and 2.

We create the backup block for accessed block and write it
back to the original path 𝑙 together with other data blocks to
solve the overwritten problem. At the same time of writing
back, PosMap does not update the path id of the target block
that has not been evicted from stash, so the target block’s
original path id is still stored in PosMap (Section 4.2.1 Step
3). If the system crashes at this time, the target blocks that
have not been evicted in the stash are lost, but their backup
blocks can still be found and restored in the NVM-ORAM
tree.

In addition, the added on-chipWPQs can ensure the volatile
data in stash and PosMap enter the persistence domain at
the same time. We do not need to worry about the content
in the stash,and PosMap is gone with a crash.
If the system crashes before the “end" signal is received

by the write pending queue, the original data blocks on the
write-back path still exist and will not be overwritten, so the
data can be recovered. Therefore, with PS-ORAM writeback
operation, the data blocks in stash and PosMap can be con-
sistent, and the data blocks lost after the system crash can
be effectively recovered.

4.4 Implement and Persist Non-recursive
and Recursive PosMap in NVM

PosMap is the key component in ORAM system, as it stores
all mapping information for each memory request. Phan-
tom [41] is the first hardware ORAM prototype built on
FPGA. Since the FPGA memory is relatively small, the Phan-
tom design stores the entire PosMap on the chip. However,
if the ORAM tree size is large, it is hard to store the en-
tire PosMap on-chip. For example, a 4GB ORAM tree with
128bytes and 𝑍 = 4 requires a 93MB PosMap size [50]. To
solve the problem of large PosMap size, recursive ORAM
is proposed [19, 49]. In this way, the PosMap in untrusted
main memory is also stored as a small ORAM tree, while the
on-chip PosMap is a cache for most recently used PosMap
entries. Update the PosMap in the memory requires a small
ORAM tree write path operation.

A more ideal case would be, the PosMap can be stored in a
trusted memory region and any read or write operations to
the PosMap are free from most of security vulnerabilities [1,

2, 53]. In this case, a cmov-based oblivious update is desired
to further obfuscate the access pattern to the PosMap. The
oblivious PosMap update generates fake addresses for all
entries in the PosMap, but only the updated entries will be
actually written.

In this work, we consider both cases of implementing and
accessing PosMap on NVM main memory. We implement
the recursive ORAM and PosMap accesses following [19]
for untrusted memory. Also, we consider the non-recursive
PosMap is kept at a on-chip secure region (similar to [41])
and cmov-based PosMap updates [1, 2, 53] can ensure the
writebacks are still oblivious.

4.5 Apply PS-ORAM to Hybrid Memory
System.

The PS-ORAM workflow, such as persistent eviction and
in-place data backup, can be applied to the hybrid mem-
ory system, when the hybrid memory architecture is clearly
defined. When the memory is organized with multiple tech-
nologies, how to place the data across NVM and DRAM, how
often to persist data from DRAM to NVM, will change the
detailed steps of the design. We reserve this direction as our
future work.

4.6 Security Analysis
ORAM is designed to hide the original program’s memory
access pattern, and its security depends on the independence
of the label sequence, randomness, and the same length of
the access sequence [58]. In PS-ORAM, we modify the step
2,4 and 5 of ORAM access for the add-on persistency. How-
ever, we do not modify the random remapping process and
the redundant sequences of ORAM access. The added compo-
nents and data block backup steps all happen on the trusted
ORAM controller side. Therefore, the modifications do not
leak any access pattern information, or cause stash/ORAM
tree capacity overflow.
Claim 1: Step 2 does not leak additional information. The
backup label operation happens inside of the ORAM con-
troller, which is inside of the trusted boundary.
Claim 2: Step 4 does not leak additional information or cause
overflow.The backup data block is written back to the original
path each time. Therefore, the stash occupancy does not
change after each ORAM access. When the block is written
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back to its new path, the previous copied block is marked
as invalid, so occupied memory space is freed again. As a
result, we do not increase the stash and ORAM tree overflow
probability. A similar use case has been discussed in [70].
Claim 3: Step 5 does not leak information during the write-
backs. The data blocks written back from WPQ remain the
same as the baseline Path ORAM. As for the security of
PosMap, in this work, we consider two situations to protect
PosMap. When the PosMap is stored in an SGX-like trusted
memory region [34], the CMOV-based PosMap update ap-
proach [1, 53] is adopted to ensure the obliviousness. On the
memory address bus, all entries in the PosMap is touched,
but only the ones that require changes are written with new
values. If no trusted memory region is available, we store the
PosMap recursively [19], and the writing back one path id
updates involves a small PosMap ORAM path write. Hence,
PS-ORAM PosMap writeback does not introduce additional
access pattern leakage.
Claim 4: The backup block does not leak information when the
system crashes. After the crash, the system will always try to
access the last path that contains the backup block again and
follows the ORAM protocol. The content of backup block
will only be known in the stash after all blocks are read along
the path.
Claim 5: Reordering due to limited WPQ sizes does not leak
information. With a small WPQ size, we need to enforce the
order of eviction blocks to ensure no overwritten happens.
Such reordering scheme does not leak information, because
dummy blocks are inserted to form a full eviction path, and
the observed write back addresses are the same as original.

To summarize, PS-ORAM architecture and its access pro-
tocol support crash consistency without leaking additional
information on access patterns.

5 EVALUATION
In this section, we first describe the relevant settings for ex-
perimental evaluation. Then, the designs of the experimental
evaluation are described. Finally, the detailed evaluation re-
sults of each experimental design are given.

5.1 Methodology
To evaluate our design, we use the cycle-accurate gem5 sim-
ulator [10] for on-chip components and NVMain 2.0 [45]
for the NVM-based main memory. Table 3 summarizes the
configurations of processor, ORAM controller, and main
memory. We modeled an in-order core at 3.2GHz[63, 64].
Since we focus on the memory system, using in-order or
out-of-order core does not affect the overall memory access
overhead. To minimize the possibility of stash overflow, the
ORAMutilization rate is set to 50%, following previous works
[50, 63, 64, 70, 71]. Therefore, to store 2GB of data, 4GB of

Table 3: Experimental Setting Configurations
(a) On-chip processor and cache

Core type/frequency in-order (1 core), 3.2 GHz
L1 I/D cache 32KB/32KB, 2-way LRU
L1 read/write 2/2-cycle
L2 cache 1MB shared, 8-way LRU
L2 read/write 20/20-cycle

(b) ORAM controller

Data block size 64B
Data ORAM capacity 4GB (𝐿 = 23)
Block slots per bucket (𝑍 ) 4
Stash size (𝐶) [50] 200-entry
Temporary PosMap size (𝐶𝑡𝑃𝑜𝑠 ) 96-entry
AES-128 latency 32 cycles [19, 70]

(c) Persistence domain

PCM [16, 45] 4GB, 400MHz ,
𝑡𝑅𝐶𝐷/𝑡𝑊𝑃 /𝑡𝐶𝑊𝐷/𝑡𝑊𝑇𝑅/𝑡𝑅𝑃 /𝑡𝐶𝐶𝐷

=48/60/4/3/1/2
STTRAM[45] 4GB, 400MHz ,

𝑡𝑅𝐶𝐷/𝑡𝑊𝑃 /𝑡𝐶𝑊𝐷/𝑡𝑊𝑇𝑅/𝑡𝑅𝑃 /𝑡𝐶𝐶𝐷

=14/14/10/5/1/2
WPQs 96/4-entry for PosMap WPQ,

96/4-entry for Data WPQ

Table 4: Workloads and their MPKIs

Workload MPKI Workload MPKI
401.bzip2 61.16 464.h264ref 19.74
403.gcc 1.19 471.omnetpp 7.84
429.mcf 4.66 483.xalancbmk 8.99
445.gobmk 29.60 444.namd 8.08
456.hmmer 4.53 453.povray 6.12
458.sjeng 110.99 470.lbm 18.38
462.libquantum 18.27 482.sphinx3 17.51

NVM is required. Without loss of generality, we use phase-
change memory (PCM) [16, 45]. The data block size is set to
64B to match cacheline size [63, 64, 70, 71]. Considering the
worst case, the size of the Temporary PosMap (𝐶𝑡𝑃𝑜𝑠 ) is set
to 96-entry. We set the data block and PosMap WPQ sizes
to 96-entry and 96-entry, respectively (hardware overhead
details in Section 4.2.3). For other system-related parame-
ters, we use the default values of gem5 and NVMain 2.0. We
use 14 workloads from SPEC 2006 [25] benchmark suite in
the experiments, following the experimental settings of [21].
The MPKIs of each workload are shown in the Table 4. We
use simpoint to collect 5,000,000 samples per trace in each
workload. we assume the overall AES encryption latency
to be 32 cycles [19, 70], and we overlap fetching data with
encryption pad generation [68].

We implement and evaluate four different persistent ORAM
system protocols and compare them with the baseline non-
recursive/recursive ORAM protocols without data persis-
tency, as described below.

• Baseline: It refers to the baseline Path ORAM protocol
implementation with NVM system, without data crash
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consistency. Compare with a non-ORAM system with
NVM main memory, in a single-channel configuration,
the ORAM overhead is from 2x to 24x, and an average
of about 11x. In a 4-channel configuration, the ORAM
overhead is from 1.8x to 21x, with an average overhead
of about 6.5x.

• FullNVM: It refers to a system with on-chip stash and
PosMap, and off-chip memory built with PCM. It does
not support crash-consistent ORAM because the meta-
data and data blocks are not written back atomically.
FullNVM (STT) uses STTRAM to construct on-chip
stash and PosMap, and PCM as the main memory.

• Naïve-PS-ORAM: It refers to the approach of persist-
ing all the accessed data blocks and metadata entries
into the ORAM tree and the trusted NVM each time
an ORAM access is performed.

• PS-ORAM: It refers to the approach of persisting all
the accessed data blocks and dirty metadata entries
into the ORAM tree and the trusted NVM each time
an ORAM access is performed.

• Rcr-Baseline: It refers to the baseline implementation
of the recursive ORAM [19] protocol with NVM. The
metadata in PosMap is written back to untrusted NVM
in a tree organization every time. Similar to the Base-
line without recursion, this scheme does not support
data crash consistency.

• Rcr-PS-ORAM: It refers to recursive version of PS-
ORAM: the metadata in PosMap is written back to
untrusted NVM in a tree organization every access.
Moreover, the dirty blocks in the stash are persisted
for crash recoverability.

5.2 Evaluation Results
In this subsection, we compare the performance and intro-
duced addtional read and write accesses of our proposed
designs (see section 5.1 for details) and reported the normal-
ized results to the Baseline (without data persistency).

5.2.1 System Performance. Figure 5 shows the normalized
execution time in a single channel memory system. Figure
5(a) illustrates the impact of different designs on the perfor-
mance of non-recursive ORAM systems when performing
different workloads. We have the following observations:
a) FullNVM and FullNVM(STT), compared with Base-

line, degrades the performance by about 90.54% and 37.69%
on average, respectively. Because the read/write latency of
STTRAM and PCM is longer than that of SRAM/DRAM, the
performance loss is high.

b) Naïve-PS-ORAM has a slightly better performance than
that of FullNVM design. Compared with the Baseline, the
average performance is reduced by 73.92%, performance im-
proved by 16.63% over FullNVM. This is mainly because the
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(a) Performance comparison of different designs in single-channel system.
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(b) Performance comparison of PS-Recursive ORAM in single-channel system.

Figure 5: Performance comparison (𝑍 = 4, 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 1,
𝑐𝑜𝑟𝑒 = 1).

traditional non-volatile stash on the chip side is faster than
NVM to read/write. However, since all the data blocks and
metadata entries of one ORAM access need to be persisted,
the data persistency overhead is still high.
c) PS-ORAM, compared with the Baseline, the perfor-

mance loss of PS-ORAM design is only about 4.29%. Com-
pared with FullNVM and Naïve-PS-ORAM, the performance
of PS-ORAM is improved by 86.26% and 69.63%, respectively.
This is because the PS-ORAM design only persists dirty meta-
data entries and the path with accessed data in the write-back
path, reducing unnecessary redundant metadata write oper-
ations.
Figure 5(b) shows the performance of persistent recur-

sive ORAM (Rcr-PS-ORAM) compared to Rcr-Baseline. Ob-
viously, both the Rcr-Baseline and Rcr-PS-ORAM have a
high overhead compared to the non-recursive Baseline. The
average performance loss is about 68.93% and 75.10%, re-
spectively. However, compared with the performance of Rcr-
Baseline, the overhead of Rcr-PS-ORAM is relatively small,
about 3.65%. This is because Rcr-Baseline already support
PosMap persistency with write backs on every ORAM ac-
cess, so Rcr-PS-ORAM only needs to provide additional data
persistence for the data blocks in the stash.

5.2.2 NVM read/write traffic. Figure 6 shows the compari-
son of memory read/write traffic between an ORAM system
without a persistent design and an ORAM system with a
persistent design in a single channel system. From Figure
6(a), we can see that when recursive ORAM executes ORAM
read access, compared to Baseline, the number of read ac-
cesses increases significantly, the average increase was about
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Figure 6: Comparison of reads and writes of different designs.

90.28% and 90.54%, respectively. For other evaluated ORAM
systems, read accesses remain unchanged. This is because
recursive ORAM performs additional path access for reading
PosMap entries, resulting in a significant increase in reading
traffic accesses.
For the write traffic, from Figure 6(b), we can see that

the FullNVM design has the largest persistent write traffic
overhead, which is 111.63% more than the Baseline. Since
every ORAM access needs to transfer massive data from the
NVM-ORAM tree to the on-chip NVM stash and PosMap,
the writes to the on-chip NVM is significant.

Other designs have shown similar memory read/write traf-
fic. The PS-ORAM design has the least increment in write
traffic, with an average of about 4.84%. Compared with Full-
NVM and Naïve-PS-ORAM, the write traffic of PS-ORAM
decreased by 106.79% and 96.07%, respectively. As we’ve dis-
cussed, PS-ORAM only write back dirty metadata entries in
the PosMap. Compared with the Naïve-PS-ORAM design,
the PS-ORAM design reduces many redundant data persis-
tency operations of PosMap metadata. Compared with the
Rcr-Baseline and the Rcr-PS-ORAM design, the write traffic
of the Rcr-PS-ORAM design increases, about 15.54% , which
is caused by the fact that the Rcr-PS-ORAM design needs
to back up the accessed target data blocks every time the
execution is a stash eviction.

5.2.3 Multi-Channel Performance. We show how memory
bandwidth may affect the performance of each design. By
increasing the memory channel number from 1 to 4, we ob-
serve better performance for all schemes, as shown in Figure
7. The performance of the PS-ORAM design in the 2-channel
and 4-channel settings is 51.26% and 53.76% higher than the
performance under the single-channel setting, respectively.
The Rcr-PS-ORAM design improved performance by 46.50%
and 55.21% in the 2-channel and 4-channel settings over the
single-channel Settings, respectively. In the 2-channel and 4-
channel settings, the performance of PS-ORAM is lower than
that of Baseline by 4.94% and 5.32%, respectively. Similarly,
the performance of Rcr-PS-ORAM is lower than Rcr-Baseline
by 2.12% and 5.36% respectively.

When the number of memory channels increases to 4, the
performance is not significantly improved over 2-channel
setting. This is because when the number of channels in-
creases, it is hard to allocate the memory accesses to each
channel equally to gain the optimal throughput [63, 64], that
is, the relationship between the number of channels and
performance is not linear.
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Figure 7: Performance comparison in multi-channel
systems.

6 CONCLUSIONS
In this paper, we introduce PS-ORAM, to support efficient
crash consistency for general ORAM protocols on NVM. To
the best of our knowledge, this is the first work to solve the
crash consistency problem of the ORAM system. We first
analyze the basic ORAM protocol without data persistency,
and find that if the system crashes when performing ORAM
access, the data cannot be effectively recovered automati-
cally, which eventually leads to the error of ORAM access. To
address the challenge of providing crash consistency support
for ORAM, we propose several viable solutions and the best
protocol with low overhead. The experimental results show
that the proposed data persistency method is not only ap-
plicable to traditional ORAM systems, but also to recursive
ORAM systems. We believe that our work provides holistic
system support for data persistency, crash consistency, and
security for future NVM systems.
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