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The magnetic fields in heavy-ion collisions are important ingredients for many interesting phenom-
ena, such as the Chiral Magnetic Effect, Chiral Magnetic Wave, the directed flow v; of D° mesons
and the splitting of the spin polarization of the A/A. Quantitative studies of these phenomena
however suffer from limited understanding on the dynamical evolution of these fields in the medium
created by the collisions, which remains a critical and challenging problem. The initial magnetic
fields from the colliding nuclei decay very fast in the vacuum but their lifetime could be extended
through medium response due to electrically conducting quarks and antiquarks. Here we perform a
detailed analysis of such medium effect on the dynamical magnetic fields by numerically solving the
Maxwell’s equations concurrently with the expanding medium described by viscous hydrodynamics,
under the assumption of negligible back reaction of the fields on the fluid evolution. Our results
suggest a considerable enhancement of late time magnetic fields, the magnitude of which depends
sensitively on the fireball expansion as well as the medium electric conductivity both before and

during hydrodynamic stage.

I. INTRODUCTION

The ultra-relativistic heavy-ion collisions provide the
opportunity to create quark-gluon plasma (QGP) and
investigate its properties under extreme conditions in
terms of temperatures, baryon densities, and more re-
cently also magnetic fields and vorticity. There are very
strong magnetic fields arising from the fast-moving ions
in the non-central heavy-ion collisions, which can reach
about eB ~ m2 ~ 10'® Gauss in Au+Au collisions at
the Relativistic Heavy Ion Collider (RHIC), and can be
still an order of magnitude larger at the Larger Hadron
Collider (LHC) [1-9]. Many interesting effects induced
by such magnetic fields have been proposed and studied
both theoretically and experimentally, such as the Chiral
Magnetic Effect, Chiral Magnetic Wave, the directed flow
v1 of D® mesons and the splitting of the spin polarization
of the A/A, etc. See recent reviews in e.g. [10-16].

While the initial strength and spatial distribution of
the magnetic fields at the beginning of a heavy ion col-
lision can be accurately calculated, the subsequent dy-
namical evolution of such magnetic fields in the medium
is rather poorly determined. If one only considers the
field evolution in vacuum case, it is well known that the
strength decays rapidly in time and the field lifetime at
mid-rapidity can be estimated as 75 ~ Ra/(7yv,) which
is about 0.06 fm for Au+Au collision at 200 GeV [16]
while about 0.005 fm for Pb+Pb collions at 2.76 TeV.
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However, the lifetime of the in-medium magnetic field
could be elongated due to the presence of the quark-gluon
plasma in which the electrically charged quarks and anti-
quarks form a conducting medium with induction effect,
as qualitatively demonstrated by various theoretical and
numerical investigations [17-30]. A quantitative under-
standing of the dynamical evolution of magnetic fields,
however, remains a key challenge.

Generally speaking, there are two different types of
approaches, the “strong field” and “weak field” meth-
ods. In the strong field method, the influence of the
electromagnetic fields on the medium evolution can not
be ignored and thus need to be taken into account for
describing the medium. The most representative exam-
ple is the Magneto-hydrodynamics (MHD). In an ideal
MHD with infinite conductivity, the magnetic field obeys
the frozen flux (or Alfven) theorem and can therefore be
represented simply in time [31, 32] for a Bjorken flow, i.e
B(7) = By 19/ T, where By is the initial magnetic field at
time 79. Numerical efforts were developed in [33, 34] by
using the improved version of ECHO-QGP to simulate
the evolution of electromagnetic fields in the heavy-ion
collisions by solving the relativistic ideal MHD equations
with the assumption of infinite electrical conductivity of
the plasma and the ideal hydro for the medium with-
out the dissipative effects. These analyses show that the
medium effect would indeed slow down the decay of the
magnetic field and hence enlarge its lifetime. However,
given the strongly coupled nature of the quark-gluon
plasma, it is difficult to imagine that the electric conduc-
tivity would be very large. In fact, lattice simulations
would suggest a rather limited QGP electric conductiv-
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In the weak field method, one assumes that the ef-
fect of the medium on electromagnetic fields must be ac-
counted for while the back reaction of electromagnetic
fields on the medium is negligible. In this approach, the
medium evolution can be described by usual viscous hy-
drodynamics without electromagnetic fields and the evo-
lution of the electromagnetic fields can be derived from
the Maxwell’s equations by including the responses from
the medium via e.g. induction currents. Several previous
theoretical and numerical works adopted this method,
see e.g. [7, 8, 35—42]. These studies also clearly demon-
strated the medium response effect that can help extend
the lifetime of magnetic fields, but often suffer from var-
ious unrealistic approximations e.g. constant conductiv-
ity, static medium, 1D Bjorken expansion only, infinite
transverse medium, etc.

Quantitatively understanding the dynamical evolution
of magnetic fields requires a more realistic hydrody-
namic background, a more realistic QGP conductivity,
a proper treatment of the full spacetime dependence of
the fields, as well as a careful analysis of the per-hydro
non-equilibrium stage. In this work, we make an attempt
at address these issues based on the weak field method
through numerically solving concurrently the viscous hy-
drodynamics for the medium and the Maxwell’'s equa-
tions for the electromagnetic fields. To be specific, let’s
take the \/syn = 200 GeV Au+Au collisions as an ex-
ample to demonstrate the developed framework. The full
evolution includes three different stages in our frame-
work. The first stage is the initial stage of time in-
terval 7 = 0.0 ~ 0.1 fm, which may be gluon domi-
nated with few quarks. At this time there would be no
medium response and the electromagnetic fields are as-
sumed to evolve in vacuum. The second stage is the pre-
equilibrium stage of time interval 7 = 0.1 ~ 0.4 fm where
the system is undergoing Bjorken expansion. While sub-
stantial number of quarks and antiquarks emerge in this
stage, they may or may not be close to thermal equilib-
rium yet. Since there is no clear answer for the electric
conductivity in such non-equilibrium case, we will test
several plausible assumptions for the pre-equilibrium ef-
fective electric conductivity, such as the zero model, con-
stant model and linear model. The third stage is the
hydrodynamic stage for time 7 > 0.4 fm, in which the
QGP medium is assumed to have thermal conductivity
and several scenarios for the conductivity will also be
tested. A more detailed description of our framework
will be presented later.

The rest of this paper is organized as follows. In
Sec. II, the analytical solution and the numerical al-
gorithm of Maxwell’s equations in the static QGP sce-
nario are briefly reviewed, with certain new results for
dynamic magnetic fields under static QGP with space-
time-dependent conductivity. In Sec. III, the dynami-
cal evolution of magnetic fields in dynamically expanding
QGP is studied and the results are compared for differ-
ent models of both thermal and pre-equilibrium conduc-
tivities as well as for different choices of hydrodynamic

backgrounds. Finally we conclude in Sec. IV. A number
of relevant technical details are also included in several
appendices: Appendix A presents the external electric
and magnetic fields in heavy-ion collision as solutions
of Eq. (11); Appendix B introduces the Yee-grid algo-
rithm for solving the Maxwell’s equations; Appendix C
briefly reviews the Levi-Civita tensor and electromag-
netic tensor in Milne space used for the expanding case;
Appendix D discusses the difference of the velocity in
Milne space and Minkowski space.

II. DYNAMICAL MAGNETIC FIELD IN A
STATIC QGP

The covariant Maxwell equations are
O FM = Jv,

~ 1
6HF'LLD:0, ( )

where Fr = %e””aﬂFag is a dual tensor of the electro-
magnetic field tensor F* = gt AY — 9¥ A#. Using the
relations B' = —1€FFy, = FiO  Ei=F0 Fi =
€% By, the covariant Maxwell equations (1) can be
rewritten as the familiar form,

v-E=J°
v-B=0
’ (2)
OGE=v xB-—1J,
8,5B:—V><E.

The first two equations are the constraint equations,
while the last two equations the dynamical equations of
the electromagnetic fields. The latter can be used to de-
rive the electric and magnetic fields at next time step. In
a static medium, the current J° and J can expanded as

the following,
J'=J  J=0E+oB+1J, (3)

with ¢ and o, respectively being the electric and chiral
conductivities of QGP. J? and J, are the source con-
tributions from the fast moving protons in the colliding
nuclei. They can be written as

T =€y 8(x1 =Xy )8z — 2 — Bt), (4)
Jo=e> Bio(xy—x, )0(z—z—Bt). (5

From the above Maxwell equations (2), we can con-
struct the corresponding wave equations for the electric
and magnetic fields,

(V2—8t2—08t)E—UtE+JXV x E
=0,B+0,Js+vJY,
(6)
(v =0} —00;) B+ (Vo,) x B+ 0o,V x B
= — (Vo) xE -V xJs,



where we have used the notations oy = 0,0, 0y = 040y

A. analytical solution of Maxwell Equations at
constant conductivities

It is possible to analytically solve the Maxwell equa-
tions Eq. (2) or Eq. (6), when the electric and chiral
conductivity are all constant for space-time [35, 38-40].
In such a case, the wave equation (6) can be simplified

as
(V? =0} —00)E+ 0,V X E=0J,+ vJ), o
(V2 =0} —00,)B+0,VxB=-vxJ,.

Adopting the cylindric coordinate, its analytical solution
is found to be [35, 38-40]

B, = LT (1+ 5 va) e,

4m A3/2
B Q vy’xr A
BT —O'Xg?w |:’7(’Ut_25)+A\/Ki| e (8)
Q vy [, ovy
BZ:aXS—ﬂ_AB/2 [7 (vt — 2)? (1+—\F)

+A(1—ﬂfﬂ

2.2
E,=o0 Quviyer [V(vt—z)—i—A\/K} et

X8r A3/2
Q[ yzr ovy

A3/2

_Le o(t—2/v) [H_V(U\t/iz)] }eA7 )
Ef{ A3/2 (t—z)+A\/Z+%7A]

+ —o(t==/)1(0, A)}

where A = 42 (vt —2)2 422, A = (ovy/2)[y(vt—2)—VA],
I'(0,—A) is the incomplete gamma function defined as
I(a,2) = [0S dttete "

As noted above, such an analytical solution is based
on the precondition that the electric and chiral conduc-
tivities are space-time independent. Such a condition is
not satisfied by the rapidly expanding medium form in
the heavy-ion collision. It seems unrealistic to analyt-
ically solve the wave equations Eq. (6) or the Maxwell
equations Eq. (2) when the conductivities are space-time
dependent. To further investigate the realistic dynam-
ical evolution of the electromagnetic field in heavy-ion
collisions, it calls for the numerical calculations.

B. numerical method to solve Maxwell Equations

Numerically solving the Maxwell equations in Eq. (2)
might be unstable, due to the Dirac delta functions in

the source term. Therefore, we will adopt the method
established by McLerran and Skokov [7]. In this method,
the electric and magnetic fields are separated into two
pieces, i.e

E=E¢: + Eint; B= Be:ct + Bint~ (10)
The subscript “ext” denotes the external part which orig-
inated by the source contribution from the fast moving
charge particles in heavy-ion collisions, whereas “int”
refers to the induced electromagnetic fields generated
in the created quark-gluon plasma (QGP). Then the
Maxwell equations in Eq. (2) under static medium now
can been split into two parts. For the “external” part,

V'Eea:t:ng

aEem’ =V Bex _Jsa

t t X t (11)
\ 'Bezt :07

atBext = =V X Eeyy.

There is analytical solution to this set of equations, which
is the electric and magnetic fields induced by the fast
moving charged particles. Details can be found in Ap-
pendix A. The “internal” part is,

V- Eijn: =0,

O0tBint = V X Bing — 0 (Bint + Eeat) — 0y (Bint + Beat),
V- B =0,

0Bint = —V X Ejpy.

(12)

We numerically solve this equation set to obtain the in-
ternal electric and magnetic fields in the medium at any
time, and then resulting the dynamical electric and mag-
netic field in heavy-ion collisions is obtained by adding
the external and internal parts.

For numerical stability for the conductivity ranging
from 0 to oo when solving Eq. (12), we chose the Yee’s
algorithm [43] which belongs to the category of Leapfrog
algorithms. In Yee’s algorithm, the computed fields E
and B are staggered by half a step in space-time with
respect to each other. More details about the algo-
rithm of Eq. (12) is presented in Appendix B. The code
package of this section is publicly available at https:
//github.com/brangja/EB-in-HIC.git.

C. numerical results

In this subsection, we present the numerical results
with the aforementioned numerical method. The simu-
lation is performed using initial condition of the electro-
magnetic field provided by event-averaged MC-Glauber
simulation for Au+Au collisions at RHIC energy /snn =
200 GeV and impact parameter b = 6 fm. The velocity
and Lorentz factor for both target and projectile can be
estimated by v2 =1 —~"2 and v = V/5nN/2my,. To ex-
plore the effect of conductivity, we parametrize the the
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FIG. 1. The dynamical magnetic field in the static medium.

electric conductivity as the result of hot QCD medium is
obtained in the lattice calculations [19] scaled by a factor

(A),
0 =AorLqcp = 5.8A MeV. (13)

To test the stability of our program and investigate influ-
ence of the conductivity on the evolution of the magnetic
field, the parameter is chosen as A = 1, 10, 100, and 1000.
The chiral conductivity is [44]

02
Ox = (WNCZ%%>N57 (14)
f

where ps is the chiral chemical potential. Based on these
inputs and the aforementioned method, we numerically
solve the time evolution of the magnetic field in the origin
x = 0 as a function of the electric conductivity. Results
are shown in Fig. 1, which are qualitatively consistent
with McLerran and Skokov [7]'. In our calculation, we
took two values of the chiral chemical potential, an opti-
mistic limit that us = 1 GeV and a pessimistic limit that
s = 0. We find the difference between these two cases
to be negligible.

The rapidly expanding conducting medium created in
heavy-ion collisions is highly inhomogeneous. A realis-
tic simulation requires a space-time dependent electric
conductivity. Meanwhile, quarks are not formed imme-
diately after the initial collisions, and it take finite time

1 We speculate the difference in qualitative value to be due to the
fact that a different colliding system was consider in [7]. See
also [41].
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FIG. 2. Time dependence of the magnetic field along the out-
of-plane direction. Upper and lower panels compare the effect
of pre-equilibrium conductivity (17). In each plot, red and
blue lines compare the temporal distribution (15), whereas
solid and dashed lines compare the spatial distribution (16).

for the quark to equilibrate. One needs to pay special
attention to the non-trivial time dependence of o in the
pre-equilibrium stage.

Herein, we test the influence of different components
by choosing a couple of different models in the simula-
tion. To explore the limits without transverse expansion
and with the strongest one, we take two the Bjorken and
Hubble models to estimate the time-dependent of electric



conductivity, o(t), i.e.,

Bjorken: o(t) =

T Ty [t
Oc¢ =0cH |7 )
T, T, \ ¢

T(t To (to\*
Hubble:  o(t) = o, T(C) — o <0> .

In our calculation, we take Ty = 37, and 0. = 10 oL.qQcD-
The spacial dependent is then modeled by assuming ho-
mogeneous or Gaussian profile,
Homogeneous: o(t,x) = o(t),
22 42 52 (16)
Gaussian: o(t,x) =o(t)e "= T RZ

where the corresponding parameters at the Gaussian
model are R, = R4—b/2, R, = \/R% — b*/4, R, = 3 fm,
R4 = 6.38 fm the radius of Au, b = 6 fm the impact pa-
rameter. Finally, the effect of quark formation time is es-
timated by taking two limits — quarks at time 0 <t < ¢,
are not created at all, or rapidly created to its density at
to. Correspondingly, the conductivity is parametrized as

[ o(t) =0, t <t
2O a(t) £0, to < ¢

(17)
o(t)=0, t<0,
NON-Zero: o(t) =0o(ty), 0<t<ty,
o(t) #£0,  to<t.

Here the ty = 0.4 fm is the start time of the hydro stage
which is assumed as global equilibrium. The picture
of these two cases is that the system is under the pre-
equilibrium stage at time interval 0 < t < tg, and then
the system is close to the equilibrium stage after time
t = ty. the difference is on the conductivity at the pre-
equilibrium stage. Corresponding numerical results are
showed in Fig. 2. It shows that the B(t) is very sensitive
to the effective conductivity of the pre-equilibrium stage
(0 <t < tp) and the hydro stage (¢t > to). We note that
in Ref. [37], the authors solve the Maxwell equation for a
o(t) that is similar to our “zero” scenario, and in Fig. 2,
we observe similar behavior for B(t).

III. DYNAMICAL MAGNETIC FIELDS IN THE
NON-STATIC QGP

A. the Maxwell equation in Milne space

It is convenient to work on the Milne space for investi-
gating the dynamic evolution of the electromagnetic field
in the rapidly expanding QGP. The Maxwell equation
can be expressed as

D, Fl = Jv, (18)
D,F! =0, (19)

where the electromagnetic field tensor is marked with the
subscript M to refer to Milne coordinate. The covariant
derivative D, acting on a tensor is expressed as D, t"* =
Opt’? + FKMt)‘p + I‘ﬁut"/\, with affine connections I'/,, =
(1/2)9”° (0v 9o + Opgor — Osgur). We adopt the metric
convention to be g, = diag(l,—1,—1,—72). The dual
tensor is ﬁ]’\‘/jy = (1/2)6”“”‘7Fp]\g. Herein, the Levi-Civita
tensor €"*?? and the electromagnetic tensor are different
from the case of Minkowski coordinate, and their explicit
forms can be found in Appendix C. The currents are
composed of normal currents, diffusion current, Ohm’s
law, and CME current as the following,

JH = Jil; + J,
L TV (20)
JE =nut +d" + o Fiju, + 0y Fif u,.

Herein, J! denotes the current in the medium, and J#*
the source contributions from the fast moving charged
particles in heavy-ion collisions, n is the charge number
density and d* the diffusive current. We further denote
electric and magnetic fields in the Milne space as

E'=F9 B =F9, (21)

with ¢ being z, y, or . The current in the medium can
be further simplified as follows,

Jh =7 T T, T,

J =nu" +d +o (Ewu“’ + EVuY + TQE”u”)
+ oy (Emux + BYuY + 72§"u77> ,
JP=nu"+d*+o (Equ + 7By — TE%/’)
+ oy (E%ﬂ — 7E"Y + TE%L") ,

JV=nuw+d¥+o (Eyu —7B"W”* + 1B u")

+ oy (gyuf + TEWE — TE”W") ,

- BY B®
JT=nu"+d"+o (E"uT + —u® — uy>
T T
_ B e
+ oy (B"UT — —u"+ uy> .
T T
In order to facilitate the subsequent numerical calcu-

lations, let us further simplify the above Maxwell equa-
tions. From Eq. (18) and (19), one can get the evolution



equations of the electric and magnetic fields as,

O, E" + 0,FY +0,E" = J7,

(1 E:I) = ay(#'éi) - anéy: TJ, (23
O (T EY) = —0,(7*B") + 0,B" — 1 JY,

O, (T E") = 9,BY — 9,B* —7.J".

8,B® + 9,BY + 8,B" =0,

ar (1 ’35%) = —ay(TiE") + aZEy, 24
8, (t BY) = 0,(T*E") — 0, E*,

0. (1 B") = 9, B + 9, E*.

Now we can carry out the simulations with above equa-
tions (23) and (24), according to the aforementioned nu-
merical method in Section IIB. In final numerical re-
sults, we will compute the electric and magnetic field in
Minkowski coordinates, which are Lorentz transforma-
tion of electric and magnetic field in Milne coordinate by
the following,

E* = coshnEI + sinhnéy,
EY = coshnEy — sinhné‘”,
E* = TE",
B? = coshngw — sinhnEy,
BY = coshn BY + sinhn E*,
B* = rB".

(25)

B. Electric Conductivity

The electric conductivity of QGP remains to be an
open question. There are many works focusing on the
electric conductivity in the hydro stage of QGP with
theoretical calculations and simulations, but significantly
different results are obtained. Here we briefly outline
some of them in the following for further estimation of
the reasonable region. First, results from different lattice
QCD calculations can be different by an order of magni-
tude. They are listed as follows,

(17] 2|1 5<7/T.<3 = TCem = 0.428,
(18] Z|7/7.m15 = (0.4 £ 0.1)Cey = 0.0245 £ 0.006,

19, 20] Z|1.17,=(0.201~0.703)Cep, = (1.23~4.30) x 1072,
Z|1.37. =(0.203~0.388)Cep ~ (1.24~2.37) x 1072,
Z|1.57.=(0.218~0.413)Cepp, ~ (1.33~2.52) x 1072,

where the factor Cepy = Ef e?. ~ 0.06115 for three-flavor
case, ey is the charge of quark with flavor f.
Additionally, results from different theoretical calcula-
tions are also different. The hard thermal loop(HTL) cal-
culation up to leading-log for high temperature QGP pro-

duces that o/T = 11.8687e T {F=9) — 146.33(26.12) for

as = 0.01(0.05) [23], where Q. = (2/3,-1/3,—1/3) for
(u,d, s) and the numerical results is for Qy = Q.. Mean-
while, the leading order perturbative QCD calculation
gives that o/T =~ 5.98 [29], whereas the dilute instanton-
liquid model gives that o/T =~ (0.46 ~1.39)Cep, =
(0.0281 ~ 0.0850) [27]. The transport model with re-
laxation time gives us an analytical representation, (see

e.g., [25, 45—48])

Ek,filb
gquTq k dk e~ T
Z 67T2T Ey fEn ) (26)

where +(—) sign is taken for fermion(antifermion). One
can estimate o/T = 0.007 ~ 0.026 for T = T, — 5T,
with zero chemical potential 2. Furthermore, the parton-
hadron-string dynamics (PHSD) transport [28] approach
finds that ¢/T ~ 0.0009 + 0.015(T — T.)/T..Finally,
the microscopic relativistic transport model Boltzmann
Approach to Multi-Parton Scatterings(BAMPS) simula-
tion [49] obtained o/T = (0.05 ~ 0.2).

Based on above summary, we choose o/T = 0.1 as a
relatively reasonable value in our numerical simulation.
We also take o/T = 100 to explore the medium response
in the large conductivity limit.

C. Numerical results

In this subsection, we present the simulate results
of the electromagnetic field evolution in the non-static
QGP. As mentioned before, the evolution of the medium
formed in the relativistic heavy-ion collision, as well as
that of the electromagnetic field, consists of three stages
— initial(7 < 0.1 fm), pre-equilibrium(0.1 < 7 < 0.4 fm),
and hydro(r > 0.4 fm) stage. Our simulation will be ar-
ranged accordingly. The initial condition of the electro-
magnetic field is generated by two heavy nuclei moving
toward each other. Then we solve the Maxwell’s equa-
tions (23) and (24) and simulate the electromagnetic field
evolution in the pre-equilibrium and stage. In the pre-
equilibrium stage, the QGP is assumed to expand as
a Bjorken flow, and we explore three different models
for the time dependence of the electrical conductivity.
Whereas in the hydro stage, we take hydro background
from Bjorken flow, Gubser flow, and realistic hydro pro-
file from the MUSIC package [50-53]. the correspond-
ing temperature and fluid velocity are produced by these
three models. (See the Appendix D for analytical forms

21In this relaxation time is T4 =

51Ta2 In(as (11012028, 41))° I T 2 x 3, the mass
taking the effective mass composed of the bare mass
and thermal mass, and the coupling constant as(7T) =

6 3(153—19N¢) In(2In(T/AT)) :
(33—=2Ny) In(T/AT) (1 T (33—2Ny)? ln(T/AT>T )’ with
A7 =200 MeV.

estimation, the
1




of temperature and fluid velocity in the Bjorken and Gub-
ser solutions.) These temperature and fluid velocity pro-
file and then read into the program and provide the back-
ground field to solve Maxwell’s equations (23) and (24).
In what follows, we will focus on the dynamical magnetic
field at the center of the fireball [x = (0,0,0)]*. Herein,
we focus on the case that the net number density (n)
and the diffusive current density (d*) are set to zero, and
their influence on the dynamic evolution of the magnetic
field will be studied in our future work.
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FIG. 3. The suppression effect of the longitudinal expansion
of the medium.

1. suppression effect due to the longitudinal expansion of
the medium

We first study the evolution of magnetic field along the
out-of-plane direction (e B,) with three different back-
grounds — a static medium, Bjorken flow, and Gubser
flow. We take identical electric conductivity in these
three different cases, i.e., 0 = 0 for the initial stage,
and 0 = opqcp for the pre-equilibrium and hydro stage.
Results are shown in Fig. 3. We observe a suppression
effect for the longitudinal expansion of the medium. The
dynamical magnetic field was depressed in the Bjorken
expansion and the Gubser expansion compared to the
static case.

The reason of the suppression effect is illustrated in
Fig. 4 and explained as follows. At the presence of a

3 It is worth noting that we can generate the dynamic magnetic
and electric fields at any given coordinate and the spatial distri-
bution of electromagnetic fields at any time under our framework.

external magnetic field along the y-axis, in-medium par-
ticles with positive(negative) at forward rapidity expe-
rience a Lorentz pointing at the negative(positive) a-
direction, and vice versa for particles at backward ra-
pidity. Collective motion of the charged particles, due to
the Lorentz force, induces a clockwise circular current.
It generates an induced magnetic field in the negative
y-direction and thereby weakens the external magnetic
field.

X
i\ ‘Bc.\l

FLorcntz! !FLorcntz

VZ—T T—vz
FLorcntz FLorcntz
(a)
X
e B ext

Jin
t Bin l
(b) Jin

FIG. 4. Tllustraction of the suppression effect. (a) Lorentz
force acting on in-medium charged particles due to the exter-
nal magnetic field. (b) Induced electric currents due to the
Lorentz force and their resulting induced magnetic field.

2. The dynamical magnetic field with realistic hydro
background

Then we move on to realistic hydrodynamic back-
ground provided by numerical simulation using the MU-
SIC package [50-53]. We set 0 = 0 at the initial stage,
and we explore the medium responses to the magnetic
field by choosing three different electric conductivity
models in the pre-equilibrium stage and respectively set-
ting the electric conductivity o = 0.17T, 0 = oLqcDp,
and ¢ = 1007 in the hydro stage. The three models for
the pre-equilibrium stage are taken: (a) zero model that
assumes vanishing conductivity, o(r,x) = 0; (b) con-
stant model that assumes constant conductivity which
takes the value at the initial time of hydro, o(7,x) =
(T = 0.4fm, x); and (c¢) linear model that the conduc-
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FIG. 5. Proper dependence of magnetic field along the out-of-plane direction at the center (z = 0,y = 0,z = 0) and with
conductivity o = 0.17 in the hydro stage. From left to right correspond to zero, linear, and constant models for the pre-
equilibrium stage. Black solid curves represent the vacuum value, whereas dotted(dashed) curves take Bjorken(Gubser) flow
as the background. Colored solid curves from purple to red are respectively for realistic hydro background in the 10 — 20% to
50 — 60% centrality classes.
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tivity that grows linearly from zero to the value at the
hydro initial time, o(7,x) = (7/0.4fm)o (7 = 0.4fm, x).
We will assume that the temperature and velocity of the
background flow in the pre-equilibrium stage follow the

Bjorken flow.

FIG. 7. Same as Fig. 5 but with hydro conductivity o = 1007

Initial conditions of both hydro and electromagnetic
field are generated by event-averaged MC-Glauber simu-
lation for /sy = 200 GeV AuAu collisions. For a more
direct comparison of the response of different hydro pro-
files, we fix the magnetic field to be the one with impact



ao bo by b Co C1 C2 C3
zero model -8.848 -2.193 0.412 -0.207 0.0 13.074 -11.66 19.679
constant model -21.693 -28.039 -148.773  |-16.302 0. 159.619 6.285 4.948
linear model -10.177 -7.549 0.183 -0.299 0.351 36.926 -16.311 3.285

TABLE I. The fit parameters of the fitted magnetic field Eq. (27) for electric conductivity o = 0.17 in hydro stage with

different conductivity model in pre-equilbrium stage.

ao bo bl bg Co C1 C2 C3
zero model -9.924 -2.145 -8.568 3.602 0. 14.76 12.063 14.417
constant model -10.871 -1.786 -5.669 -7.969 0.0 10.273 16.761 20.953
linear model -10.298 -2.785 -6.329 -1.854 0.0 16.528 10.082 18.5673

TABLE II. Same as Table. I but for constant conductivity ¢ = orqcp.

ao bo by b Co C1 C2 C3
zero model -10.676 -4.081 -0.93 -18.58 0.052 19.787 13.497 14.866
constant model -5.633 -1.344 -4.912 1.406 0. 12.345 -0.039 0.677
linear model -7.311 -1.248 0.483 -12.433 0. 8.03 -0.223 16.904

TABLE III. Same as Table. I but for conductivity ¢ = 1007

parameter b = 6 fm, and vary the hydro background from
10 — 20% to 50 — 60% centrality classes.

Results for ¢ = 0.17 in the hydro stage are presented
in Fig. 5. The dynamical magnetic field is more sensitive
to the electric conductivity model of the pre-equilibrium
stage than to the hydro background. The dynamical
magnetic fields in Bjorken, Gubser, and realistic back-
grounds are almost the same except for the late time
region where the megnetic field strength is very small.
It means that the evolution of the y component of the
magnetic field is dominated by the longitudinal expan-
sion of the QGP, rather than the transverse expansion.
We fit the magnetic field as a function of time with a
parameterized function,

bg+by THboT?
eBY =¢ Bff:o Exp |ag ecoteimtear?+egr3

(27)

Corresponding parameters in Table I are fit from the data
of the MUSIC hydro background with centrality 40—50%.

Then we investigate the evolution of magnetic field
with the constant conductivity ¢ = orqcp in the hydro
stage. Results are presented in Fig. 6 and parameter fit
for 40 — 50% centrality range is listed in Table II. Given
the constant conductivity, the influence of transverse ex-
pansion become negligible.

Finally, let us explore the response of a highly con-
ductive plasma where the electric conductivity with 1000
times in the hydro stage, i.e., 0 = 1007. Results are
shown in Fig. 7 and Table. I1I. Compared with the results
in Fig. 5, the late-time strength of the magnetic field is
much greater, and it is more explicitly dependent on the
choice of the conductivity model in the pre-equilibrium
stage.

IV. CONCLUSION

To conclude, we have developed a framework to numer-
ically simulate the dynamical magnetic fields in heavy ion
collisions. This framework has allowed us to investigate
the in-medium evolution of space-time-dependent mag-
netic fields on top of a variety of background medium
evolution models for different scenarios of electric con-
ductivities both in the thermal phase and in the pre-
equilibrium stage. Our main findings can be summarized
as follows.

e In the case of a static QGP, previous results as-
suming constant electric conductivity are repro-
duced and new results with more realistic space-
time-dependent electric conductivity are obtained,
demonstrating a robust medium response that ex-
tends the lifetime of the magnitude and that is sen-
sitive to the values of the conductivity.

e For an expanding QGP, we find a strong influence
of the longitudinal expansion which considerably
reduces the contributions from medium response
and as a result leads to a much smaller magnetic
fields as compared with the static case. On the
other hand, the inclusion of transverse expansion in
addition to the longitudinal expansion only affects
the dynamical field evolution rather mildly.

e The lifetime of the dynamical magnetic fields is
strongly dependent on the medium conductivities
in the thermal QGP. Choosing a conductivity value
in the range implied by relevant lattice simulations
would only lead to a limited medium enhancement
of late time field strength.

e More importantly, the lifetime is found to be partic-
ularly sensitive to, and mainly determined by, the
non-equilibrium contribution from the early time



partonic medium, as demonstrated by comparisons
among the three different choices (zero model, con-
stant model and linear model). A considerable pre-
hydro effective conductivity could significantly en-
hance the dynamical field strength.

Clearly, the main “bottleneck” for an accurate descrip-
tion of the dynamical magnetic fields is a better estimate
of the effective conductivity for the pre-equilibrium stage,
which in turn relies on a detailed understanding of the
pre-thermal evolution (— especially that of the quarks
and antiquarks). From a phenomenological perspective,
a magnetic field lifetime on the order of ~ 1 fm/c in
V/snn = 200 GeV collisions appears needed for explain-
ing relevant observables of chiral magnetic effect and the
A/A global polarization splitting [54-59]. According to
our findings in this work, such a lifetime would suggest
a considerable medium response contribution at the very
early stage of the collisions. Whether this scenario could
realistically occur will be an important question for fu-
ture investigation.

Finally, while this work focuses on /syn = 200 GeV
Au+Au collisions, our framework can be readily ap-
plied for other colliding systems at different collision
energies. The simulation code for the static case has
been made available at https://github.com/brangja/
EB-in-HIC.git and efforts are underway to make the full
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dynamical package publicly available in the future. Such
a framework will allow quantitative estimates of many in-
teresting observables induced by the dynamical magnetic
fields in heavy ion collisions.
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Appendix A: The solutions of Eq.(11)

As mentioned before, we do not need to solve the Eq.(11), it can be represented analytically by a boosted point
charge. If we choose the distribution of protons both in projectile and target according to the Woods-Saxon distribution
with the standard parameters[60].

14+ w(g)?

Al
Tom (A1)

p(r) = po

To Au nucleus, a = 0.535 fm, R = 6.38 fm, w = 0. In this work, we will use the Gauss theorem in the rest frame
of the target, and then boost the electromagnetic fields to the lab frame with the velocity of the target. In the rest
frame of the target,

/

Ey = i@(ro):—g, Q(r) =4nm /OT p(x)z?de, By =0, rp=X—Xx. (A2)
Where x and x’ are the location of the field and nucleus center respectively. After boosting to the lab frame,
E, = yE?, E, =Ej, E.=EY, (A3)
By = —yvE), B, = yvEY, B. =0.

The corresponding coordinates represented by the lab frame are

Toe =T — X, Toy=Y—Y, 1o, =Y(z — 2z —vt)
One can also generate the electromagnetic fields of heavy-ion collisions by using the Monte Carlo method like the
work of Deng and Huang [5]. In this work, we will use the above method for simplicity.
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Appendix B: The algorithm of Yee-grid method to Eq. (12)

The Yee-grid algorithm of Eq. (12) can be easily understood by the following representation,

dE, N
= (t+dt/2,x +dx/2,y,2z) = {81/32 —0,By—0E, —0oyBy — Jm} | (t+dt/2,x + dz/2,y, z),

dt
E ~
L (t+dt/2,,y +dy/2,2) = [asz —0,B, — 0 E, — 0, B, — Jy} |(t+dt/2, 2,y + dy/2, 2),
E, ~
I (t+dt/2,x,y,z+dz/2) = [@By —0yBy, —0E., —0yB, — Jz} | (t+dt/2,z,y,z+dz/2),
(B1)
dB,
o (t,z,y+dy/2,z+dz/2) = [0, E, — O,E,]| (t,x,y + dy/2,z + dz/2),
dB,
T Y (t,x+dx/2,y,2 + dz/2) = [0.E, — 0,F.] | (t,z +dx/2,y,z + dz/2),
dB,
e (t,x+de/2,y +dy/2,2) = [0yEy — 0z E,]| (t,x +dx/2,y+ dy/2, z) .
Let us use the center difference method at the given points to solve these equations. One can get the following results,
‘n+1/2 - B |n+1/2 |n+1/2 - B ‘n+1/2
B VH_l g Lat Zli41/2,j41/2,k lid1/2,j-1/20k 4, PVlid1/2,5k41/2 Ylit+1/2,5,k—=1/2
Tli+1/2,5,k Tli+1/2,5,k dy dz
n+1/2 n+1/2 T n+1/2
—d {UEw‘iH/zj,k +oxBelif1ja 0+ Jx|z‘+1/2,j,k} ’
|1’L+1/2 —B |1’L+1/2 B ‘n+1/2 —B |1’L+1/2
E n+1 - B |n —|—dt J+1/2,k4+1/2 Tlij+1/2,k=1/2 Zlit+1/2,j+1/2,k #li—1/2,j+1/2,k
i +1/2.k Vit +1/2k dz dz (B2)
n+1/2 n+1/2 T nt+1/2
—dt {UEy|i,j+1/27k +oxByli ok + Jy|i,j+1/2,k} )
y|n+1//2 ) . By|n+1//2 oy n+1/3 oy . |n+1/3 )
41  pm i+1/2,5,k+1/2 i—1/2,,k+1/2 zlij+1/2,k+1/2 wlij—1/2,k+1/2
Bl k12 = Belljpgaye T dt e —dt dy
n+1/2 n+1/2 T n+1/2
—dt {‘7 Ez|i,j,k+1/2 + JXBZ|¢,j,k+1/2 + J2|i,j,k+1/2} ‘
B |n+1/2 ‘7?f1/2 Ldt Ey|2j+1/2,k+1 - Ey‘?,j+1/2,k _ Ez‘2j+1,k+1/2 - Ez|2j,k+1/2
Tlg,541/2, k+1/2 5” 4,j+1/2,k+1/2 dz dy ’
B n+1/2 -B n—1/2 dt EZ‘?+1,j,k+1/2 - EZle,k+1/2 _ Em‘?+1/2,j+1,k+1 - EI|?+1/2,j,k B3
y|i+1/27j,k+1/2 - y|z‘+1/27j,k+1/2 + dx dz 7 (B3)
B,|"2 = B,|"7 Y2 +dt Eoliyajoiin = Ealiviyon B Byl iyon = Bylijiayon
2li4+1/2,j+1/2,k Zli4+1/2,j+1/2,k dy dx .

These two sets of equations should be further simplified for the next numerical simulations. Then the electric parts
can be cast into the following,

+1 _ n+1/2 nt1/2  [d n+1/2 n+1/2
E$|?+1/2,j,k = OOE|¢+1/2,j,kE$|?+1/2,j,k + CE|¢+1/2,J‘ k[ dy ( zlit1/2,5+1/2,k Bz|i+1/2,j—1/2,k>
dt n+1/2 nt1/2 nt1/2 nt1/2 ~ nt1/2
T (By‘i+1/2,j,k+1/2 - B |1+1/2 G k— 1/2) dtUX|z+1/27j7kB”|i+1/27j,k a dt‘]x|i+1/2dvk}
nt1/2 ntty2 [dt /2 n41/2
E \Z 2 = C'OE|Z-7J-+1/2 Byl igi/2.k T CE‘M.H/Q [ dz ( ij+1/2,k+1/2 — B, 6,j+1/2, k—1/2> (B4)
_ ﬂ |n+1/2 _B |n+1/2 _dt |n+1/2 ‘n+1/2 _ dtj’ |n+1/2
dr \Flit1/2,5+1/2,k zli—1/2,j+1/2,k Oxlijt1/26Buli j 1172k ylij+1/2,k
+1 . n+1/2 nt1/2  [db n+1/2 n+1/2
Ez|2j,k+1/2 - COE|i,j,k+1/2EZ Zj,k+1/2 + CE‘i,j,k+1/2 [@ (By|i+1/2,j,k+1/2 - By‘i—l/Q,j,k+1/2)
dt n+1/2 n+1/2 n+1/2 n+1/2 = n+1/2
- (Ty ( $|z‘,j+1/2,k+1/2 - ch|¢,j—1/2,k+1/2) - dth'i,j,k+1/QBZ|i,j,k+1/2 - dt‘]2|i,j,k+1/2}
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Where we have used an approximation FE;|"*1/2 = (E;|"+! + E;|™)/2 for the term ¢ Ej, herein i = x, v, 2.
While the magnetic field parts can be written as,

n+1/2 _ o n—1/2 dt

i,j+1/2,k+1/2 — Bw|z‘,j+1/2,k+1/2 + dz (Ey|?,j+1/2,k+1 a Ey|2j+1/27k)
dt

- @ (E2|Zj+1,k+1/2 - E2|2j,k+1/2)

B,

n+1/2 _ n—1/2 dt n n
By‘i+1/2,j,k+1/2 - By‘i+1/2,j,k+1/2 + % (Ez|i+1,j,k+1/2 - EZ'i,j,k+1/2) B5
dt " " (B5)
- % (E1|i+1/2,j,k+1 - Em|i+1/2,j,k)
n41/2 o n—1/2 dt n n
lei+1/2,j+1/2,k = BZ|i+1/2,j+1/2,k + @ (Ez|i+1/2,j+1,k - Ex|i+1/2,j,k>

dt
- % (Ey‘?+1,j+1/2,k - Ey|?,j+1/2,k)

Firstly, the corresponding coordinates (n,i,j, k) denotes (to + ndt,xo + idx,yo + jdy, 20 + k dz), herein n, i, j, k =
0,1,2,---. And the coefficients

ol p— com,, = 2= N (B6)
ik T 9 1 g s n gk T 9 | gr n
J 2+dtol};, J 2+dt0|2j7k
In which a|2j,k = o(to + ndt,zo + idx,yo + jdy, z0 + k dz).
Secondly, the external source terms,
Imlije = J|Zj,kErc;7ivt|Zj,k +ox Zj,kBgftmj,kv m = (r,y,2). (B7)

Finally, the coordinates of the magnetic field at the last second term in each equation of the set of equations (B4))
is not located at the same position of the computing magnetic field. So we need to represent it with the computing
magnetic field. There is one method to solve this problem, i.e

nt1l/2 1 n+1/2 n+1/2 nt1/2 nt1/2
Balii1jajn = 3 (Bx|i+1,j+1/2,k+1/2 + Baliy 212 T Belifi 2120012 T Belifh =1 /2.5-12
n+1/2 n+1/2 n+1/2 n+1/2
wlijrj2mrtye T Belijiian—je ¥ Belij 1yani12 T Bw'i,jfl/Q,kflm)’
nt1/2 1 n+1/2 n+1/2 n+1/2 n+1/2
By|i,j+1/2,k ) (By|i+1/2,j+1,k+1/2 + By|i+1/2,j+1,k—1/2 + By‘i—l/Q,j+1,k+l/2 + By|i—1/2,j+1,k—1/2 (BS)
n+1/2 n+1/2 n+1/2 n+1/2
Bylit1 /o w12 T Bulitijojh—1/2 T Bulisi/2 012 T By|i71/2,j,k71/2)’
nt1j2 1 n+1/2 n+1/2 n+1/2 n+1/2
Bz|i,j,k+1/2 = §(32|¢+1/2,j+1/2,k+1 + BZ|i+1/2,j—1/2,k+1 + Bz‘i—1/27j+1/2,k+1 + Bz|i—1/2,j—1/2,k+1
n+1/2 n+1/2 n+1/2 n+1/2
B:livh o1z T Belivija 1ok T Belili/o jrajon + BZ|¢—1/2,j—1/2,k)7
Appendix C: Levi—Civita tensor and electromagnetic tensor in Milne space
In Milne coordinate, the Levi-Civita tensor is different from those in the Minkowski coordinate,
1 -
L p—— Epvpo = 9(9)‘/‘g|6m/pm (Cl)

Vol

where g = det(g,.), 0 is the Heaviside step function, and the Levi-Civita symbol in the Minkowski coordinate e***”
is defined by the following,

+1, even permutation of (0,1,2,...n-1),
Pl =€ pe = —1, odd permutation of (0,1,2,...n-1),
0, otherwise.
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Taking that g = —72 and lg| = 72, one finds 0123 = % and €g123 = —7T.
The electric and magnetic fields in the Milne space are defined by the following,
E'=F), B =F). (C2)

Then one can directly derive the electromagnetic tensor in Milne space with the above Levi-Civita definition, which
can be expressed as the following,

0 —E* _Ev _—Em 0 —-B® —BY —B"

. |E® 0 —rBn B s | BT 0 TET £
o = |, v T T (C3)

Ey TBn O - B?j _TEn O -

BN _% % 0 B % —% 0

Appendix D: The velocity in Milne space and Minkowski space

We will need some simplified velocities of the medium when we do the numerical calculations in the moving medium
for doing comparisons, such as the static velocity, Bjorken velocity, and Gubser velocity. These velocities in the Milne
space and Minkowski coordinate can be expressed as the following,

inh
(coshn,(),O7 o 77> , for static case: v* = (1,0,0,0),
t
uh, = R u” =< (1,0,0,0), for Bjorken flow: u* = (;,0,0, ;), (D1)
(uT,uJ‘I,uly, ) , for Gubser flow: u* = (u” coshn,u’ i, ut i,uT sinh 7).
x| x| € Z1

The velocity with M subscript represents the velocity in Milne coordinate, while the velocity without M subscript
the velocity in Minkowski coordinate. The transformation matrix and anti-transformation matrix from Minkowski
coordinate to Milne space are defined as follows,

coshn 0 0 —sinhn coshn 0 0 7sinhn
o zh 0 10 0 - 0zt 0 10 0
o ZOM "o =
By =G 0o 01 o | F=meTlo o1 o (D2)
—siohn g g coshn sinhn 0 0 7coshnp
The corresponding components in the velocity of the Gubser flow are expressed as the following [61, 62],
T frd —1 + q27—2 + q2xi ul = qu_ = —1 + qQ:EQL — q2T2 . (D3)

27\ TT g Vitg 27

Herein the proper time is defined by 7 = v/t2 — 22, and the transverse distance z, = /22 + y2. While the temperature
in the local rest frame of the fluid is defined as

1 Ty Hog 2\1/6 (1 13 2)}
T = + 1— 1+ )Y (2,22 — . D4

Tf*1/4 ((1+g2)1/3 /71+92 ( g) 241 27672 g ( )
Ty is a dimensionless integration constant, and f, = e/T* =11, ¢ = 1/(4.3 fm). For RHIC energy ,/snny = 200 GeV,

Ty = 5.55 and Hy = 0.33. The function »F; denotes a hypergeometric function.
For the Bjorken flow, the temperature changes as follows,

T(r)=To =, (D3)

where the Ty is the temperature at time 7y, which can be given by the Glauber model. For example, Ty ~ 400 MeV
at the center of the QGP at 79 = 0.4 fm for /syn = 200 GeV Au+Au collisions.
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