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I. ABSTRACT

Molecular qubits are an emerging platform in quantum information science (QIS) due
to the unmatched structural control that chemical design and synthesis provide compared
to other leading leading qubit technologies. This theoretical study investigates pulse se-
quence protocols for spin-correlated radical pairs (SCRPs), which are important molecular
spin qubit pair (SQP) candidates. Here, we introduce improved microwave pulse protocols
for enhancing the execution times of quantum logic gates based on SQPs. Significantly, this
study demonstrates that the proposed pulse sequences effectively remove certain contribu-
tions from nuclear spin effects on spin dynamics, which are a common source of decoherence.
Additionally, we have analyzed the factors that control the fidelity of the SQP spin state
following application of the CNOT gate. It was found that higher magnetic fields introduce
a high frequency oscillation in the fidelity. Thereupon, it is suggested that further research
should be geared towards executing quantum gates at lower magnetic field values. In ad-
dition, an absolute bound of the fidelity outcome due to decoherence is determined, which
clearly identifies the important factors that control gate execution. Finally, examples of the

application of these pulse sequences to SQPs are described.

II. INTRODUCTION

There is a growing interest in molecular qubit systems comprising electron and nuclear
spins for quantum information science (QIS) and quantum computing (QC). It stems from
the extensive control over the qubit nature that chemical synthesis allows, providing the
ability to fine-tune qubit properties and spatially position individual molecular qubits via
covalent and non-covalent assemblies that may be used for quantum sensing (QS) or for
preparing multi-qubit arrays.! Additionally, there are already a number of candidates for
molecular qubits, such as photogenerated radical-pairs in donor-bridge-acceptor systems,??
photogenerated radical pairs in triradical Pt complexes,* photoisomerization-induced spin-
charge Co complexes,® and a recent example of a successful quantum teleportation exper-
iment that utilized Electron Paramagnetic Resonance (EPR) for detection.® Besides the

universal issue of coherence times and detection, alongside the experimental execution of

quantum logic gates, further challenges need to be addressed. These challenges include a



full description of the dynamical properties of spin systems via computational or experimen-
tal techniques, coupling to external fields, electron-nuclear hyperfine interactions, spin-orbit
coupling, magnetic spin exchange, and their effect on controlling the spin states. Further-
more, there is the matter of understanding environmental contributions to decoherence and
how these effects impact molecular qubits. Addressing all of these issues would greatly
accelerate the utilization of molecular systems in QIS and QS and provide a toolbox for
designing new experiments and applications, which are only at the beginning stages of this

emerging second quantum revolution.®

In Quantum Information Processing, there are several spin-based platforms outside molec-
ular spin systems, such as impurities in semiconductors and quantum dots. Examples of

impurities in semiconductors include coloured centres in diamond, such as nitrogen-vacancy,
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(NV),719 and silicon-vacancy, (SV) centres, and Phosphorus donor qubits in Silicon.
Much research has been conducted on these systems, which have several desirable character-
istics, such as extended coherence times and optical addressability, and have been applied
to sensing applications. However, they have encountered engineering and production obsta-
cles. These materials have impurities that are difficult to manage, and spatial placement of

defects, scalability to multiple qubits, and coupling of a large number of qubits are all diffi-
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cult. In addition, Silicon and germanium quantum dots have been prominent QIP
platforms. These are potential platforms with high fidelity rates, but similar to semiconduc-
tor impurities, they present fabrication and control issues. In addition to a high sensitivity
to ambient and charge noise, which can reduce coherence times. This article is limited to
molecular spin systems, which have been on the rise due to the ability of chemical synthesis

to precisely control atomic placements.

Photogenerated SCRPs in donor-bridge-acceptor (D-B-A) molecules are one class of
molecular qubit candidates that shows great promise. Their advantages can be readily
demonstrated by considering the widely researched preparation, photophysics and spin dy-
namics of SCRPs, which are illustrated in Figure 1.2!"2% In these systems, selective pho-
toexcitation of D, B, or A produces an excited singlet state that undergoes rapid charge
separation to produce a SCRP in an initial singlet spin state. This SCRP can be considered
a spin qubit pair (SQP) and has been shown to satisfy a number of the DiVincenzo criteria.?

The SCRPs are generated in a well-defined initial state, the systems are well-characterised,

potentially scalable, and have been shown to have long coherence times, around 2 us at rela-



tively high temperatures of 80 K.2 SCRP coherence times can also be increased by reducing
the electron-nuclear hyperfine interactions in each radical using deuteration and working in
a nuclear spin free solvent, in addition to removing rapidly moving nuclear spins, such as
the hydrogen atoms in methyl groups. Finally, a universal "set” of quantum logic gates
exists, with initial attempts at implementation having been shown,??" and there is evidence
of a qubit-specific measurement capability based on quantum state tomography;? however,

further research needs to be done.
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Figure 1: Scheme of a typical spin selective charge recombination reaction in donor-acceptor
(D-A) molecules. After initial light excitation and electron transfer reactions, a SCRP in
a singlet state is produced, [D*t — A®*~]'. The singlet state can interconvert to the triplet
state [D*T — A®~]3 via hyperfine interactions of each of the spins. Both of these states relax
to the ground state via different pathways. The singlet state relaxes to the ground state via
the singlet pathway with recombination constant kg, and the triplet state recombines to a

triplet product via the triplet pathway with recombination constant kr.

With respect to QIS, there are a few general criteria for a good SCRP system: First,
the SCRP should have intermediate electron spin—spin coupling because this value will
ultimately determine the speed at which a gate can be executed. Second, the SCRP should
have long coherence times, T to ensure that a suffiicent number of gate operations can
be made to be useful; Third, the SCRP should be capable of being oriented in a well-
defined, controllable position to avoid overlapping transitions and to enable proper readout
and control of the spin system. For example, oriented single crystals would be ideal in this
regard.

In this article we will explore how quantum logic gates can be implemented in a SCRP
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system. We will propose improved pulse sequences for most common two-qubit quantum
logic gates in SCRPs and introduce ways to correct for different noise sources in the experi-
mental application of these quantum logic gates. Furthermore, we will give a full dynamical
description of how the fidelity of the SQP spin system following CNOT gate application
will vary with different parameters in the experiment and give evidence for the advantages
of performing these experiments at lower magnetic fields. Lastly, a universal bound on
the fidelity value of a CNOT gate operation will be given when T, relaxation effects are

incorporated, providing an understanding of how decoherence affects SQPs.

III. THEORY
A. Spin Hamiltonian

The spin dynamics of an arbitrary SCRP in a fixed orientation are governed by its
spin Hamiltonian, which includes the anisotropic electron Zeeman interaction, electron—
nuclear hyperfine interaction, electron—electron dipolar interaction and electron exchange

28-30

interaction. If the applied magnetic field is larger than other interactions in the system,

then a secular approximation can be employed which simplifies the Hamiltonian to:27:3932

H = Hyy + Hpy,p (1)

where,

~ ~ ~ PN 1 ~ A PN
Hyy = gijip |B| Si. + gopip |B| Sa. + JST Sy + §D (351z52z - S?S2>

= w1§1z + wQSQZ + D1§1z§2z + D, (Sug% + Slyg2y>

N1 N2
HHyp = Slz (Z (Alkjlk,z + Blkjlk,m>> + SQZ (Z <A2p[2p,z + BQpIQp,:):>) (3)
k=1 p=1

and

D-D (0082(8) - %)

D,=D+J (4)
D
DQ__§+J



Here B is the applied magnetic field, S, and I;, are electron and nuclear spin operators,
respectively, N; is the number of nuclear spins coupled to radical 7, 6 is the angle between the
applied magnetic eld and the dipolar axis, .J is the electron exchange interaction constant,
D is the strength of the dipolar interaction, pp is Bohr magneton, and g; is the g tensor.
With the additional simplification, w; is the Zeeman frequency of radical ¢ under the applied
magnetic field of strength |B|.

Eigenvectors and eigenvalues for H, are:3334

1) =|T); |2) = cos & ]S) +sin & |To)
[3) = —sin&|S) +cos & [To) 5 [4) = [T7)

QD 1 D
M=ot A= 50 (6)
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where,
—Aw

tan2 = 5 7
(26) 2D, + 17, (7)

Aw = wy —wy; Q=w; +wy; 0 = /Aw? + D3 (8)

The electron spin - electron spin Hamiltonian, Iflm, can be further reduced at very high
magnetic fields if the difference between Zeeman energies is much larger than spin interac-

tions, i.e. |wy — wy| > Dy:
lffm = W1S1z + WQSZz + D1g1z§22 9)

In this study, only the His term of the full H will be used for the design of the pulse
sequences and the influence of H nyp on dynamics will be discussed separately. Furthermore,

the three main cases of high field H will be discussed during the design of pulse sequences:

1. H with only S’lzﬁgz interaction:

H, = D;5..5,. (10)



2. High field H with |wy — w:| > Dy:

[:[2 = wlglz + w2‘§2z + ,Dls’lngz (11)
3. High field H:

Hs = w1 S1. 4 waSo. + D151, 5. + Dy (Sla:SQx + glySQy) (12)

B. Idempotent operators

A neat and simple tool to derive an analytical form of any two spin pulse sequence, first

35
1.,

introduced by Price et a involves the use of primitive idempotent operators, E., that

satisfy the following properties:
E.+E =1, Ei=Ey, E,E_=0 (13)
Important idempotent operators for electron spins are:
) 1 A i 1 A A
Thus, an arbitrary density matrix,

U1 U2 U3 U4

~ U1 U2z U23 U4

U= (15)
U3z; U3z U33 U4
Ug1 Ug2 Ug3 Ugq

can be decomposed using idempotent operators:2”

U=unEE? + 2195, B E? + 2u1351, E* B* + 411,51, 52, E* B*
+ 29 Sop BL E? + uga BY B2 + 41935190, B B + 2u9451, B B* 5)
+ 2“31g1mEiEi + 4u;»,25’1x5*2$EiE3 +uzsE BT + 2u34 S, B E?
+ 41y S1092. EL E? + 204981, B E? + 2u43580, B B + uyy B E?
This provides a straightforward way to find a decomposition for any two-spin quantum

gate. An important property for idempotent operators used throughout this work is:
Pt = eAE, 4+ B, given that [A E+] =0 (17)
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Lastly, an important property for the exponential of an arbitrary Pauli spin matrix S is:

5% — cos (g) I+ 25}, sin <g> (18)

C. Fidelity

The general measure of closeness between two quantum states is called the fidelity and
it can be computed with knowledge of their density matrices p and ¢ using the following

equation:®0

F(p.6) = (Tev/pap72) (19)

Here p is taken to be the ideal density matrix state and ¢ is the experimentally measured
density matrix, for instance, determined by quantum state tomography.?

A~ A~

In the case of an initial pure state p(0) = | ) (U] and p = Uigearp(0)U]

idears Where Ujgeq) s

trace preserving, the fidelity measure simplifies to:
JF= <\II| chleala-ﬁideal |\IJ> (20)

Given that p? = p. Here ﬁideal is the ideal case propagation matrix. If we can easily

decompose & = Uspin |¥) (U| U me, then the fidelity measure will be:
NP 2
F = <lI]‘ UdeealUSPin |\Ij> (21)

where Uspin is resultant propagator under arbitrary spin evolution and rotation pulses.
For instance, if the system has two electron spins that are initialized in a singlet state,

and the ideal gate is a CNOT gate, then the fidelity will be:

N N 2
F= <S‘ UE’NOTUSPW |S> (22)

IV. PULSE SEQUENCES FOR TWO QUBIT GATES

The general algorithm for deriving a pulse sequence is as follows: First, expand the target
propagator using idempotent operators. Second, derive a pulse sequence for a Hamiltonian
that only includes the electron spin - electron spin interaction. Third, apply correction terms

to the pulse sequence to account for other Hamiltonian terms.?"3%



In this section, the procedure for generating a pulse sequence will be demonstrated by
finding the Controlled-NOT (CNOT) gate pulse sequence for a SCRP system. Considering
that the pulse sequence is derived for a Hamiltonian without Zeeman and hyperfine interac-
tions, a correction term will be proposed, which will also alleviate the influence of hyperfine
interactions on the fidelity measure. In addition to the CNOT gate, the pulse sequence for
other generally used two qubit gates will be introduced. Finally, a simplification for a CNOT
gate for a SCRP starting in a singlet state will be demonstrated that will significantly reduce

the number of pulses needed to execute the gate.

A. Pulse sequence for a CNOT gate

The CNOT gate is one of the fundamental two qubit quantum logic gates that when
combined with several single qubit gates forms a complete set of quantum logic gates from
which any arbitrary unitary transformation can be derived.?® The propagator matrix takes

the form:

1000

. 0100

Ucnor = (23)
0001

0010

Its main action is the inversion of |Sa) and |58) populations in a two qubit system that
manifests from the state of the first (called the control) qubit. If the first qubit is in |53)
state then the state of the second (called the target) qubit is flipped. The unitary matrix

formed with the expansion in Eq. 16 for this gate is:
Uonor = Bl + 28y, Bt (24)

Given that a pulse sequence is essentially a set of multiplied exponential matrices it
becomes possible to find a binomial multiplication for the expansion that will transform it

into an experimentally feasible pulse sequence:

Uonor = EY + 255, E*
= B} +i(—1)285, B (25)
= (28 BL + B} ) (iB' + EL)
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By applying Eq. 17 and noting that ™2 = i and e~"™2s = —2iS,. according to Eq. 18,
we find:

A~ i & 1 ,7mpl
UCNOT —e ZWSZIE*GZQE* (26)

Using the definitions in Eq. 14, this is expanded as:

UCNOT — 61267155230671551,5emSlezz (27)

Due to the nature of the experimental setup and the spin Hamiltonian, the Sy, and 51,5,
terms cannot be directly generated in the experiment. These exponential terms have to be
decomposed into a form more suited for experimental implementation. There are a large
number of ways to decompose these terms; in addition, the terms in Eq. 27 commute with
each other resulting in many different pulse sequences that can achieve the same unitary

transformation. One possible solution, with a particularly clean structure, is as follows:
6—’5%512 — eigslzei%Sﬁye—igSlz (28)

eiﬂ'sleQm — e—i%Sdeiﬂ'SleQZeigSQy (29)

Substituting Eq. 28 and 29 into Eq. 27 yields:

Uonor = €5 155 ¢im$1:52: 615510 615 (S10+82y) =15 (S10-+82) (30)

For the reduced high field Hamiltonian in Eq. 10, the rotation term, 5’1Z§22, can be
treated as a time propagation under the spin Hamiltonian:

efiHAvlT — eiﬂ§1zS22

—iHlT = i7TS1ZSQZ

L . (31)
—iD1751,52, = 151,52,
T T
T=———=——
D, |Ds|

Note that D; < 0. The pulse sequence for the CNOT gate (read from left to right, this
notation will be used throughout this paper) is:
o o (o] ™ o
901x+2x’ 90—(1y+2y)7 90—1x7 ‘D_7 902y (32)
1]
Here the degrees show the magnitude of spin selective or non-selective rotations and the
subscripted index identifies each electron spin and its phase. The non-degree term represents

the propagation time required for the system.
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1. The sign of D,

The reported sequences in Ref. 27 have this form for the spin evolution time:

™

T:E

(33)

Since, as defined in Eq. 2, D, is a negative quantity for radical pairs, the reported SWAP
and CNOT gate sequences for electron spins are not appropriate since m/D; # 7/|Dy|. If
7 = 7/Ds, the actual CNOT pulse sequence suggested by Ref. 27, which was recently
employed in Ref. 37 takes the form (with adjusted phase):

0 —-100

R -1 0 00

Ucnor = (34)
0 0 10
0 0 01

Care must be taken when using pulse sequences to be sure the right sequence is used for

the appropriate case.

B. Corrections for Zeeman Interactions

The derived pulse sequence in Eq.32, namely the 51,55, evolution, breaks down when
including the electron Zeeman terms such as in Eqgs. 11, 12. The general way to correct
this is to split the spin evolution term into two equal parts and apply an additional pulse
sequence, which will selectively rotate only the S, terms and cancel the other Zeeman

terms.?” Under the influence of Eq. 11 this method yields:

eiwglzé'zz — e—iﬁgge—iﬂ'(glz—‘rsbz)e—iﬁgg6iﬂ(»§1z+§21)

— €*i<w1~§1z+w2§22+Dlg1z~§2z)%e*iﬂ'(Squgzsc)€*i<w151z+w2k§2z+plg1z§22)%eiﬂ(é'erSQx)
X A o . . . (35)
_ e—i(W1S1Z+W2522+D151z5'2z)%e—i(—W151Z—W2S2Z+D151252z)%

— e_iDIélz§2zT

Hence, for each pulse sequence evolving under Eq. 11, the propagation time 7 is replaced

by:
o T o T
T — 180_(1x+2$)7 ) 1801m+2a}7 5 (36)

2
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For the time evolution under Eq. 12 a correction sequence that divides the spin evolution
time into four parts was suggested in Ref. 27. We note that the same result can be achieved
with fewer dissections and pulse sequences:

oimS1:52:

_ o iHs% p—inSin p—inSay —iH3F jinSia LimSay

— e—iﬁ:s% e—i(—w1§1z—w2§2z+91§1z§2z _D2(§11S2z+glyg2y)) 5 (37)

— e—iﬁ1~§1z§2zT

The two exponential terms can be added because the expressions commute. For every

pulse sequence that evolves under Eq. 12 the propagation time 7 is replaced by:

° T

T — 180%,,,180%,,, T 1803, 5 (38)

r
—, 1807, 180
27

C. Hyperfine Interaction Effects

The hyperfine interaction, which arises from nuclear spins, is typically non-negligible in
SCRP systems and is often of a similar order of magnitude to the D coupling. Nuclear
spins significantly influence the experimental setting by altering the initial pulse response,
affecting readout through modulation effects, and introducing additional sources of noise.
Whenever possible, these effects should be mitigated through chemical synthesis or isotopic
labelling, as well as by creating an environment that minimizes spin decoherence, such
as employing specific solvents and maintaining low temperatures. Notably, the correction
factors introduced earlier can also eliminate some contributions from hyperfine interaction
terms, potentially enhancing the fidelity of the two Qubit gate in situations where nuclear
spin effects cannot be mitigated.

When we add static hyperfine coupling effects to the correction sequence in Eq. 36. we

find:

eiﬁglzégz — eiithPQ%e_iﬂ(glz—*_ng)eiithP’Q%eiw(‘glz+§22)

R X 39)
— o~ iflnyp25 =it} 0% (
where,
]:Ihyp,Z = I:IQ + f{hyp (40)
N1 N2
Hyyp = Sz (Z <A1kf1k,z + Blkllk,:p)> + 5. (Z (Azpfmz + B2p[2p,z)> (41)
k=1 p=1
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H;Lyp,Q = Hé - thp (42)
Hj = —w1 51, — wySo: + D151.52: (43)
Since | Hpypo, H ;Lym] = 0 (proof of which is shown in Appendix A):

e—ithp’zge—iﬁ;lpr% — e_i(ﬁhyP»2+H;Lyp,2)% — e—iD1§1z§22T — eiﬁglzgzz (44)
This shows that the overall performance in terms of fidelity of a pulse sequence for H,
will be unaffected by the static hyperfine interactions of the system.
An equivalent result can be seen for the correction sequence in Eq. 38 since [lf[ hyp,3 H hup3

0 (proof in Appendix A), where

f{hyp,i’» = I:IS + ﬁhyp (45)
F[i’zyp,?) = [:[é - [:[hyp (46)
f{:/g = _nglz — w2§22 + Dlglzglz — D, <§1x‘§2m + SlySQy) (47)

The result presented above assumes that nuclear Zeeman effects are negligible in the
dynamics due to their small magnitude compared to the electron spin Zeeman effect. If
these effects are included in the dynamics, the time-propagation sequence becomes:
_iﬂ—SIZSQZ

I N . N :
. _ e_zplsleQZTe_Z Zk:ll wlkllk,z're_l Zp:21 waplop T (48)

Where w;; is gyromagnetic ratio of nuclei j coupled to electron spin .

Although this effect will undoubtedly influence the spin dynamics for high magnetic fields,
if the nuclear spin space-which is a commonly assumed to be in a fully mixed state-and the
electron spin space are not coupled for the initial nuclear spin space then the nuclear Zeeman
effect will not affect the fidelity measure because it does not evolve the electron spin states.

However, it is likely to affect the experimental readout, which is not addressed in this article.

D. Proposed Pulse Sequences

The most common two qubit quantum logical gates are the CNOT, SWAP, Controlled-Z,
and Controlled-Phase gates.?¢ Their propagators and pulses sequences are depicted in Table

[. The pulse sequences were derived with evolution under Eq. 10, but can easily be expanded

13



to account for Egs. 11 and 12 as we have already demonstrated. All derivations are shown

in Appendix B.

Operation

Propagator

Pulse Sequence

Ucnor

Uswap

Ucz

Ucp ()

1000

01
0
0

—_
o o o O

o o O
[

10
01
00
00
10
01
00
00

0
0

o o o =

—_

0
1

o o o O

—_

o o o

0
it

90(1)$+2$’ 90i(11+21)’ 900—13:’ |)Er71|7 gogy

o s o o) _m o _T
907, 424 D1’ 90—(1x+2x)’ 901y+2y7 D] 90—(1y+2y)’ D]

o o o o s
90—1:{:7 901y+2y7 9011—1—290’ 90—23/? D1

905, (%), 9070 0%, (8) . 905,

Table I: Pulse sequences for Controlled-NOT (CNOT), SWAP, Controlled-Z (CZ), and

Controlled-Phase (CP) quantum logic gates for coupled electron spin systems. All of the

pulse sequences were derived assuming H, in Eq. 10, yet the pulse sequences can be ex-

tended with the proposed correction terms for other Hamiltonians. Pulse sequences are read

from left to right.
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E. Simplification of the CNOT Gate Pulse Sequence for an Initial Singlet
State

The propagator for a CNOT gate according to Eq. 10 is:

UCNOT — eiﬁe—igggye—iﬁﬂ'ei%glzei%(élerSzy)672‘%(5‘1954*5'23;) (49)

Here 7 = 7/D;. If the starting state is a pure singlet state, which is true in most cases
for radical pair systems, and owing to the fact that applying Ucnor to an initial density
matrix H(0) results in p = Ug NOT,O(AO)U(TJ ~Nors We note that the two non-selective pulses will
cancel:

65 (St S2) g=i5 (S104820) 5 )¢5 (S10820) =15 (S 820) — () (50)
reducing the propagator for pure singlet initial state to:
ﬁCNOT = eigefigsayefmﬁeiggu (51)
or to this pulse sequence:
90%,,, 7, 90y, (52)

If the spin evolution is done according to Eq. 11 and correction in Eq. 36 is employed,

the propagator is:

_ i o155y pil2F pin(S1o+520) —ifl2F 15510 yim (S0 +520) (53)
We can do another simplification since:
e/ (Sirt5ee) (o) im(Biete) = () (54)
reducing the operator:
Uonor = o5 =15 82y =i p—im(S10+52 ) p—iH2 5 i S1a (55)
yielding a simple three pulse sequence:
90%,,, 71, 1807, 0., T2, 905, (56)

Here 71 and 75 are arbitrary spin evolution times and should be multiples of 7/(2D;).

15



Finally, evolution according to Eq. 12 provides the corrected sequence in Eq. 38:
Uonor = i o552y gills g o—imSiz p—inSay ,—~iH3 7 ,imS1a inS2y G 51
— i o5 52y pifls T inS1a imSay p—illsF ,—inS1x p—imS2y i 51 (57)

— oif 1582 pifla G imSia yinSay p—iflsT ,—iF S1a ,—imSay

yielding the following five pulse sequence:

1803,, 907,, 71, 180%,,, 180,72, 905, (58)
90 902,90, 180, 180 902, 180%
MADAN " )k__l ,
Sl(wl)/ t,- t1 t2 t3 t4 ! ! ‘ spm

Laser 903 90°, 180, 1803 902, Laser 1803

Excitation EXCl’tlatIOn
N L
S,(wz) - Sy(wy)r —

(a) (b)
905 90,2702, 180 90 1802,
Sl(wl) ’_lj 1 Sl(w1) | |_|-|—.|-—|:| 1
spm tSPm tZ
Lasef 90; 90°, 1802, 1805 Laser'  1g0s 1802, 90
Excitation # |—| |—| |—| Excitation |—| |—| |—|
SZ( 2) Sz( T T n 1
spm spm spm f
(c) (d)

Figure 2: Depiction of pulse EPR experiments for implementation of the CNOT gate. (a),
(b) show pulse sequences for H, in Eq. 11, and (b), (d) show pulse sequences for H; in Eq.
12. (a) the pulse sequence in Eq. 32 with added correction in Eq. 36, (b) is the sequence in
Eq. 59, (c) is the sequence in Eq. 32 with correction in Eq. 38 and (d) is the sequence in Eq.
58. (a),(c) show universal quantum logic gates and (b), (d) show quantum logic gates when
the initial state is |.S). Each line corresponds to an electron with a Zeeman coupling strength
of w;, frequency at which selective pulses are centred around. ¢; is initial time needed after
laser excitation for the formation of the radical pair, ¢; is the final time needed between
the end of the CNOT gate and read out, 4, are spin evolution times and the remaining
times are intervals between pulses. The blue pulses are non-selective rotations for S; and

S, electrons, and yellow pulses are selective rotations.
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V. ANALYTICAL DERIVATIONS OF FIDELITY VALUES

Considering ideal pulses, we have derived in this section a number of functions that detail
how the fidelity value would vary with time propagation and 75, relaxation time. They
provide a useful way to quantify the dynamics involved in application of a CNOT gate and
what results when the pulses in an experiment are non-ideal. Two cases were investigated:
pulse sequences in Eq. 56 with H, for spin evolution, and 58 with H; for spin evolution.
Finally, an upper bound will be given to the fidelity value for these systems that predicts the
theoretical maximum possible for a gate given a T; relaxation time. Derivations are shown

in Appendix C (without 73) and Appendix D (with 73 and the upper bound).

A. Fidelity for CNOT Gate Pulse Sequences

At first, fidelity F3p for the three pulse sequence with arbitrary spin evolution times 7,

Ty 1S:

1 A Q
.ng :Z <COS2 <TCU (7'1 — TQ)) + COS2 (5 (7'1 — T2)>

_9sin (% (1 + Tz)> cos (% (71 — Tz)> cos (% (1 — m)) (59)

When 7 = 1, F3p simplifies to:

Fap = % (1 — sin <%r)> (60)

As predicted by the derivations, Fzp = 1 when 7 = 7/D;. Additionally, this equation
would predict the dynamics for the case when H; would be used for time propagation.

Fidelity F5p for the five pulse sequence:
Fsp :é <1 + sin® <%(7—1 - 7'2)> cos(4€) + 2 cos? (%(7’1 — 7'2)> + cos? <%(7‘1 — 7'2))
+ 4 cos (%(ﬁ — 7'2)) <cos<%(7’1 + 7'2)) cos(2§) sin(%(ﬁ - 7’2)> (61)

_ sm(%(ﬁ + m) cos(%(ﬁ _ Tg))))
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Fsp has a very similar form to F3p and also reduces to Eq. 60 when 7 = 75. As predicted
by the derivation, when 7 = 75 = 7/(2Dy), Fsp = 1.

The fidelity equations with 7T, are almost identical to Eqs. 59, 61, the only difference
being that some terms are multiplied by e~7/”2. They can be seen in Appendix D.

To recapitulate, these equations predict the fidelity value for a system with any number
of nuclear spins whose influence on the dynamics will be cancelled out due to the applied

pulse sequence.

B. Upper Bound to Fidelity

It is shown in Appendix D that both F3p and F5p will be bounded by:

1 1 _-
3 + ée_ﬁ > F (D1, Da, 11, 72, Aw, 2, T5) (62)

Here 7 is the total gate time, i.e. 7 =7 + 7.

This provides a clear understanding of what would be the best values for certain experi-
ments. For instance, maximum F values for varying 75 for the model system are shown in
Table II. For the model system, 7/|D;| = 142.9 ns. The table illustrates that for high 75,

F values around 0.9 or even higher can be achieved.

To=1pusTo =2 us Ty =4 pusTo =8 us
T = 2|17;1| 0.9310 0.9649 0.9823 0.9911
T = é—l‘ 0.8668 0.9310 0.9649 0.9823
T= é—’h 0.7514  0.8668 0.9310 0.9649
T= é—’h 0.5646 0.7514  0.8668 0.9310

Table II: Maximum F values (in the middle) for various Ty and 7 for a model SCRP system,

for which 7/|D;| = 142.9 ns.

Two parameters ultimately determine the fidelity of the CNOT gate application, both
larger values of D; and longer T, relaxation times produce higher fidelity values. It fol-
lows that future engineering of these systems should be aimed at maximizing both of these

parameters because theoretically such systems could access fidelity values > 0.9.
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VI. SIMULATIONS OF THE EXPERIMENTS
A. DModel System

We will introduce a model SCRP system TTF-ANI-PI, which consists of a tetrathia-
fulvalene (TTF) electron donor, a 4-amino-1,8-naphthalimide (ANI) chromophoric accep-
tor, and a pyromellitimide (PI) secondary acceptor that will be the basis for a computa-
tional analysis and has the necessary parameters for calculations already reported in the

literature.?3%4! The structure of TTF-ANI-PI molecule can be seen in Fig. 3.

(1) S
/\\
ANI

Pl
I e W o \

(2)

Figure 3: Molecular structure of TTF-ANI-PI with outlined forward electron transfers (1),
after initial photoexcitation, and backward electron transfer (2), during charge recombina-

tion. Adapted from Ref. 2.

Following laser excitation of TTF-ANI-PI, a rapid two-step electron transfer produces
a SCRP in an initial |S) state. The radical cation is localised on the TTF while the radical
anion is on the PI. The lifetime of the SCRP is sufficiently long (charge recombination
lifetime 7cp = 35.6 us?), as well as spin-spin relaxation lifetime (7 = 1.8 us? but for
simplicity 7o = 2 us will be used throughout the work), to be able to perform quantum
gate operations. The g-tensor ([gzx gyy 9-2]) for TTF** is [2.0159 2.0076 2.0031]* and for
PI*~ is [2.0069 2.0069 2.0021].2 The g value in calculations will be the x-component of the
full tensor since the molecule is in a single orientation that aligns the dipolar axis, magnetic
field vector and the x-axis of the g-tensor. This molecular design was chosen in order to

exploit the g-value difference to perform qubit selective rotations. Moreover, the literature
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spin - spin coupling values are D; = —3.50 MHz and J is taken to be much smaller than
D;.*' The dipolar interaction axis lies approximately parallel to the applied magnetic field
direction, i.e. # = 0. Lastly, the radical around PI moiety will be defined as the target
qubit, whereas TTF will be the control qubit. This choice is arbitrary and can be tailored

to each experiment.

There are a number of magnetically active nuclei in this system that will give rise to
hyperfine couplings to the electron spins. Thus, it is important to quantify their effect on
the dynamics. Isotropic hyperfine couplings for TTF** and PI*~ radicals (structure and
atom labels are shown in Fig. 4) calculated by Density Functional Theory (DFT) are shown
in Table III. The B3LYP functional,***? def2-TZVP basis set***° and D3BJ dispersion

correction6—48

were used for geometry optimization, while the BP86 functional,* EPR-III
basis set for PI*~5° and cc-PV5Z basis set®'52 for TTF** were used to calculate the hyperfine
parameters. These calculations were done with ORCA.?35* These values are not expected to
be accurate compared to the experimentally determined values (especially for TTF** that
contains sulphur for which hyperfine optimized EPR-III cannot be used and we had to use
hyperfine-unoptimized cc-PV5Z)%, and only provide qualitative comparison to the spin-spin
coupling. We will compare spin-spin coupling with the effective hyperfine field for radical

756

=z

7

Bhypi = 1| > _ a3 Ti(Li, + 1) (63)

k=1

Here a;;, are isotropic hyperfine constants for nuclei k£ coupled to electron .

For TTF**, Bp,,1 = 6.0539 MHz, and for PI*~, Bj,,2 = 5.4799 MHz. Since the mag-
nitude of the effective hyperfine fields are in the order of magnitude of Dy, it is vital to
understand the influence of hyperfine interactions on the spin dynamics of applying quan-

tum logic gates.
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Molecule Nuclei a;s, / MHz

H1 —-3.32
TTF*t H2 —-3.19
H3 —5.26
H1 1.46

PI*~ H2 1.46
N1 —2.59
N2 —2.59

Table III: Isotropic hyperfine interaction parameters in MHz for TTF** and PI*~ radicals,

which structures and atom labels are shown in Fig. 4.

o Hi o *— S H3
N1 N2 ‘ \>__< >
H—N N—H S\(\\S
H1 <\/
H2

S

(a) (b)

Figure 4: Structures of (a) PI*~ and (b) TTF** that were used to calculate the isotropic hy-
perfine coupling constants given in Table III. Atom labels highlight magnetically important

nuclei that have non-zero spin.

B. Simulations

Using the parameters obtained for TTF-ANI-PI, the fidelity following application of a
CNOT gate under varying magnetic field conditions was simulated. Typically, EPR experi-
ments are performed at X-band (9.5 GHz) or higher. We will first simulate the three pulse
sequence at 9.5 GHz, which is high enough to invoke the weak coupling approximation and
for the use of Eq. 36 for spin evolution. The simulation of Eq. 59 without 75 relaxation at

9.5 GHz is shown in Fig. 5a. The value of 7y is held constant at 7, = 7/(2D;) = 71.43 ns

21



(optimal value according to theory) and 7 is varied from 0 to w/|D;|. There is a very fast
oscillation in the fidelity, for which the principal driving factor is the sum of the electron Zee-
man splitting, €2, introducing a period of T" = 0.0523 ns. The period of all of the important
motions at this microwave frequency are summarized in Table IV. In a real experiment,
pulses will not be ideal and spectral inhomogeneities will make it impossible to replicate
71 = 1o = 7/(2D;), where the maximum is theorized to occur. One solution is working at
a lower magnetic field strength. For instance, if the field is lowered by 20 times from the
X-band value, then the resonance frequency is about 0.475 GHz and the period for {2 would
be T' = 1.05 ns, which is a more realistic timing parameter for digital electronics. The graph

of Fsp for this magnetic field strength, with Hj for spin evolution is shown in Fig. 5b.
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Figure 5: Graphs of fidelity versus spin evolution time for model system introduced in Sec.
VIA. (a) uses Eq. 59 for fidelity and H, in Eq. 11 for spin evolution. (b), (c) uses Eq.
59 for fidelity and Hs in Eq. 12 for spin evolution. Case (c) has Ty relaxation included.
The resonance frequency is 9.5 GHz for (a) and 0.475 GHz for (b) and (c). In all cases,
7 = 7/(2|D;|) = 71.43 ns and 73 is varied from 0 to 7/|D;| = 142.9 ns.

Also, it can be seen that the fidelity values are relatively high for this case before m =
/Dy and since Ty will decrease Fsp values with total time 7, we note that it is possible
to achieve a maximum earlier when decoherence effects are taken into account. Fig. 5c
shows the same graph as Fig. 5b but with 75 relaxation included and the maximum for this
graph occurs at 75 = 65.14 ns and it is F3p = 0.9658, which brings down the total time
to 7 = 136.57 ns. This result exemplifies the fact that a better understanding of the spin
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dynamics results in ways to reduce the total gate times.

Term | Frequency Period

Q] 19.11 GHz 0.0523 ns
1| 19.56 GHz 0.105 ns
|Aw||42.7 MHz 23.4 ns
152|214 MHz  46.7 ns

DL |1.75 MHz 571.4 ns

Table IV: Frequencies and periods of oscillatory motions in F3p functions in Egs. 59 at a

9.5 GHz resonance frequency.

Even though, the majority of issues of implementing quantum logic gates for these systems
are alleviated at lower magnetic field values, engineering pulses for these magnetic field
values propose another challenge. The spectral separation of the EPR lines of the two
radicals will be reduced at lower magnetic fields, so that their linewidths will be larger
than their separation, prohibiting the selective rotations that are necessary for the quantum
logic gate operations. Hence, designing new SCRPs in which hyperfine interactions are
minimized or eliminated and that can also be ordered in crystalline environments, may
provide the required linewidth reductions. In addition, alternative experimental protocols,
such as those done with the Gradient Ascent Pulse Engineering (GRAPE) approach,”
may prove beneficial. Nonetheless, our results indicate that a lower magnetic field may be
a prerequisite for controlling the spin states in these systems for QIS applications or that

there is a need for methods to alleviate the fast oscillations from the dynamics.

VII. CONCLUSIONS

In this article we introduced a variety of advances in pulse protocols for executing two
qubit quantum logic gates on SCRP systems and provided the theoretical framework for
understanding the dynamics of applying them to experiments. Specifically, we introduced
pulse sequences for CNOT, SWAP, CZ and CP gates that have the correct signs for the spin

propagation term. In addition, we have introduced corrections for the Hamiltonians in Egs.
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11, 12 in terms of extra pulse sequences, illustrating how these corrections cancel out static
hyperfine interactions from the dynamics, and how with a simplification for a singlet initial
state we can execute the CNOT gate in either 3 or 5 pulses. This is an improvement from
the previous state of the art and will enable new experiments to be executed that will utilize
these quantum logic gates. Lastly, a theoretical treatment was given for fidelity values for
varying spin evolution times and a set of analytical equations were derived for both three
and five pulse experiments. These equations highlight the upper bound for fidelity values
that is imposed by 75, relaxation and what are the important factors in the dynamics that
control the fidelity value. As a main conclusion, we have shown that high fidelity values are
possible for these systems, yet the resonance frequency has to be lower than the 9.5 GHz
value typical of X-band to ensure that the fast oscillations have a long enough period for

control.

There are many possible future directions of research that this study did not address, e.g.
simulations with realistic pulses, executing selective rotations at lower magnetic fields, theo-
retical treatments of echo detection, proposals of new ways to do quantum state tomography
for this system, using GRAPE for executing quantum logic gates, understanding how radi-
cal recombination affects the performance of the gate action, dynamic decoupling or other
schemes to make the gate execution easier and so on. Also, experimentally testing these
pulse sequences for different systems, magnetic field values and different pulse shapes will
shed light on future research directions. Lastly, we are currently planning to use these new
pulse sequences in experimental studies on several newly designed SCRP systems suitable

for QIS applications.
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Appendix A: Commutation of Hamiltonians with Hyperfine Interaction Terms

~

. . . 2 !
First, we will derive [thpg, Hj,,o|, where

]:Ihyp,Q = FIQ + f{hyp (Al)
Hilzyp,Q = Hé - thp (AQ)

Hence, by using properties of commutators we find that:
[thp,% I:[I/zyp,2:| = |Hy + thp7 Hé - thp:|

= [A{%ﬁé] - [[:[27[:[hyp:| + [F[hypaﬁé} - [thpaﬁhyp} (AS)

= :ﬁhypvﬁZ] + [ﬁhymﬁé}
By plugging in definitions of FIQ, Hé and H. hyp:
[ﬁhyp,2> f[;/lypg] = |:I:[hyp> nglz + w2‘§2z + DlgleQZ] + |:]f[hy;m _wlglz — WZSZZ + D15’1Z‘§2z:|
= [I:[hyp>wl‘§12] + []f[hypyc‘-)QSZz] + [ﬁhypaplglzg2z:|

- [F[hymwlélz] - |:1T:[hypaw2g2z:| + [ghypaplglzézz]

2 [ﬁhypa D1§12S22:|

N1 N2
2 [Su <Z (Alkjlk,z + Bm[lk,m)) + S, (Z <A2p[2p,z + BQpIQP,:E>) 7D151252z]

k=1 p=1

=0
(Ad)
The final result is zero because nuclear spin operators commute freely with electron spin

operators, hence, the final line is identical to the [Slz + SQZ, Dlé’lzggz] result, i.e. 0.

~

Evaluating [I:I hyp,3, H, ,{Lyp’z,,} has equivalent initial steps and we find that:

[I:Ihyp,:s’ I:Ii/lyp,g] = _ﬁhyzn nglz + wzgzz + DlgleZZ + D, <S1xg2m + glySQy)]

+ I:Ihypa _wls’lz - w2g2z + Dlglz'§2z — D, (glxgzx + glySQy)}

= ﬁhymwlglz] + [[:[hyp,wzs'%] + [ﬁhypaplglzg2z:| + [ﬁhyp7D2 (SleQx + glySQy)}

- :ﬁhypywlglz] — |:[:[hyp7w2g22i| + [ﬁhypyDlgleQz] — |:[:[hyp7,D2 (SIZSZ'L" +S’1y§2y>i|
= 2| Ay, D151 55: ] = 0
(A5)
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Appendix B: Derivations of Pulse Sequences
1. SWAP Gate

The expression for the SWAP gate found by the expansion in Eq. 16:

Uswap = B2+ 481,55, B (B1)
This can further be decomposed to:
Uswap = E}F’Q + 481,80, B
= (iE? + E1?) (—42'315%]5&2 + Ef) (B2)
— (i5EL? pi2mS1s S B

We notice that,

Aoa aooa (1 A A 1, =4 AoA A A 1. ~ 14 =
SI:J:SQmEEQ = SleQI (QJI - 2512822) = 55130521 - 2S1x52x512522 = 551:35293 + §Sly52y

(B3)
Hence, the unitary for the SWAP gate is:
Z?SWAP — ei%e*iﬂglzs'zze*iﬂ's'lxggxefiﬂ'glyggy (B4)

We do not have the right sign for the S1,55, operator, hence, we can take a Hermitian

conjugate to get the right sign:

U;WAP = Usap = e "7 ™1y52y oim510520 oim512.52 (B5)

We can decompose the x and y terms as:
oimS10820 _ 15 (S14+Say) pimSizSa: ;=i (S1+Sy) (B6)

ei7r»§1y$'2y — 67;% (§1z+§2z)

6iﬂg1z§2ze—i%(§1z+5’21) (B?)

Hence, the final unitary:

USWAP — efi%eiwglzgzz ei%(Sly-l-ng)eiTrgunge—i%(S’ly-i-ggy)eig(Slz+§gz)eiwglzégze—ig(glz-‘rgzz)
(B8)
Pulse Sequence:
s 7 s

90(1)$+2$7 Wa 903(1m+21)7 902y+2y7 Wa 9Oi(ly+2y)7 m (BQ)
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2. CZ gate

The expression for the CZ gate found by the expansion in Eq. 16:

Ucy = 255, E + EY (B10)
Note that:
28,, = im(31-52:) _ —imE2 (B11)
Hence,
Ucy = e B2 Bl 4 B! = =inE2EL _ —inELE2 (B12)
E'E? is equal to:
FLE? = (%H - s) - S)
| o - ks (B13)
— “I— 5512 — 5%+ 5125

Plugging it into the exponent:
UCZ — 15 i 51z pif S2z i1 S (B14)

The minus sign on the SIZS’QZ is a problem, hence we will take the hermitian conjugate

of this operator (which will leave it unchanged):
ng =Uqy = et im512 522 =15 52z o —i5 Stz (B15)
There are different ways to expand the Si, and Ss,, yet one of the ways:
672’%3'12 — e*igglxefigghleigglx (B16)

eT15%2 = 135 i3 1552y (B17)

The final unitary for the CZ gate:

Upy = 0iF im51252: =15 52z i3 512
— ei%eiﬂgleQZeigggye—iggzze—igggye—igglme—igélyeigglz (B18)
iT in81282: Li%Say ,—iF (S1a+S00) ,—i% (S1y+Say) LiZ S
= e 4e Pz "2 o T2 T T)e "2 Y v)etarle

This reproduces the correct gate action, and the pulse sequence is:

T

9031:57 902y+2y7 90Tm+2m 90i2y7 W

(B19)
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3. CP Gate

A general CP gate for controlling phase of the |3/3) state:

100 0

R 010 O

Ucp (¢) = (B20)
001 O
000 ¢

A decomposition of the propagation matrix into rotation matrices:%

0013 (¢) _ eiﬁﬂe—igéﬁze—i§§226i¢§125‘22 — 6i§ei¢5‘12§226—%53”126—1%5‘22 (B21)
The 5’12 and S'gz exponents can be written as:
e_zgsnz _ e—igélyeigéueigﬁly (B22)
01552 _ ,i5 52 1552y ,—i5 52 (B23)
The final CP gate:

UCP ((b) — eid’SleQze*i%Slzefi%SQz

o ) ) ) ) ) ) (B24)
— 19512502 ,—i5 51y ez‘gsm 01551y 15 52 6i§Sgy€—igng
Hence, the general pulse sequence is:
¢\" ¢\" ¢
905,, | = , 90°%,,, 90°,., | = , 907, — B25
2x (2 oy 2x 1y 2 Y ly |D1| ( )

Appendix C: Derivations of Fidelity Equations

Two cases will be derived in this section—the fidelity equation for the three pulse sequence
in Eq. 56 with H, in Eq. 11 for spin evolution and equation for the five pulse sequence
in Eq. 58 with Hj; for spin evolution. In each case, the fidelity definition in Eq. 22 will
be used. Both pulse sequences have two spin evolution times, these will be set as arbitrary

propagation times 7; and 7o,
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1. Three Pulse Sequence

The H; in matrix form (in ), [af), [Ba), |88) basis):

(o] Hy o) 0 0 0
ﬁ2 _ 0 <CY5‘ H2 |O{5> ? 0 (Cl)
0 0 (Bal Hy |Ba) 0
0 0 0 (BB| H2|5B)

Where,

3 1 D, Q Dy
H = H = = _— = — JR—
(aal Hy ac) 1=3 (w1 +w2) + =5
2 1 D Aw D
(af| Hy|aB) = Hy = = (W) —wy) — — = —— - L
2 4 2 4 (C2)
2 1 D Aw D
(Ba| Ha |Ba) :H3:§(W2—W1>_Z1—T—Zl
F 1 D Q D
<BB|H2 |Bﬁ> =Hy= _§(W1 —G—WQ)“‘Il = _E_‘_Zl
The time-propagation operator in matrix form:
et 00 0 e iSTemi T 0 0
~ifiyr 0 e 0 0 0 ¢SSt 0 0
e = _
00 e 0 0 0 eFTEET 0
000 e 0 0 0 el
(C3)
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Hence, F3p for the three pulse sequence:

~ N 2
Fsp = ‘<5| Ul Ucnor |S)
_ ‘<S| <ez%e—zg52ye—H716—1ﬂ(slz+SQI)€—zH%€zgSu> Ucnor |S>
1
16
—1 <ei%(Tl_T2)g_i%(ﬁ+T2) + e—i%(ﬁ—Tz)e—i%(ﬁ-ﬁ-m)) ‘2

- <cos2 (% (1 — m) + cos? (% (i — @) (C4)

9sin (% (7 + Tz)> cos (% (r — Tz)) cos (% (r — m))

:1 <1 + 1cos (Aw (11 — 12)) + 1Cos (Q (11— 72))

_jAw ;D1 Aw Dy
et (11 Tg)ez 1 (T1+72) —|—67J 5~ (1 7'2)61 7 (11+72)

4 2 2

_9sin (% (m + Tg)> cos (% (- Tg)) cos (% (- m))

This equation is maximum, i.e. F = 1, when this set of simultaneous equations is solved:

cos (22(r — 1)) = £1

|k

cos (%(7'1 — 7'2)) =41 (C5)

]

sin (71(7'1 + 7'2)) =1
Solutions:
T — T2 = ﬂ:%
T — T2 = i% (CG)
2mks

.
7'1+7'2—D1—|' Dy

ki, ko, ks € Z. 1f 71 + 79 = w/Dy, then solutions for 7 and 7y:

o n 7k T n ko
= 2D1 Aw N 2D1 Q (C?)
T mky 0w ko

TQ:QIDIZFAW_QDl:F Q

If m =mand 1 + 7 =7, then:

F= % (1 — sin <%r)> (C8)

This is maximum when 7 = 7/D; + 2wk /D, for k € Z, as expected from derivations.
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2.

Five Pulse Sequence

H; can be decomposed into:

H; =RAR™
Here,
A0 00
A 0 X 0 O
0 0 A3 O
0 0 0 M\
1 0 0 0
R— 0 %(cosﬁ—i—sm&) \%(cosé—siné) 0
0 \%(sm&—cos&) \/ii(cosg—i-sinﬁ) 0
0 0 0 1
1 0 0
R 0 %(cosé’—i—smg) T5(sing —cos) 0
0 %(cos&—smg) \/ii(cosé*—i-sinﬁ) 0
0 0 0

The matrix exponential of Hs can be expressed as:

Hiy; 0 0 0
0 Hy Haz 0
0 Hs Hzs O
0 0 0 Huy

e—’LHg’T — Re—zATR—l —

Where,

-Q . Dy .Q . Dy
H Zsz—T H44—626ZT

Hyo = (cos((;) ) + i sin(2¢) sm(—r))
His = (cos((;) ) — i sin(2€) sm(—T))

Hys = H3o = —icos(2€) sm(ET)e e
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Finally, the F5p for the five pulse sequence:

2

Fsp = (8]0l Ucnor 1)

1
1
=2 (Re(2)? + Im(z)?)
Where,
Q © D,
=—cos{ o (11 — ) | sin{ —(71 + 72) | + cos 5(7'1 —Ty) | cos I(ﬁ + 72)
@ D,
+ sin 5 (11 — 72) | cos(2€) sin (71 + 7o)
(C16)
Q S) . (D
=—cos| 3 (11 —2) | cos| — (71 + T2) | + cos 5(71 — 7o) | sin I(ﬁ + 73)
- sin(%(ﬁ — 7'2)) cos(2£) cos (%(ﬁ + 7'2)>
(C17)
The equation after expansion:
1 1 1
Fsp T (5— 3 cos(O(m — 79) — 48) — 3 cos(O(m — 1) + 4€)

+ cos(4€) + 2 cos(Qm1 — 12)) + cos(O(11 — 712))

+ 8 cos (%(n _ m) (cos (%(ﬁ + 72)) cos(26) sm@(ﬁ _ 72))
_ sin<%(7’1 + 72)) cos(%(ﬁ _ @)))
:é (1 + sin? (%(n — 7'2)) cos(4€) + 2 cos? <%(n — 72)) + cos? (%(Tl — 72))
+ 4cos (%(H - TZ)) (cos (%(ﬁ + Tg)) cos(2¢) sm(%(ﬁ - TQ))
- sm<%(ﬁ + Tz)) cos@(ﬁ _ TQ))))

(C18)
When D, = 0, the fidelity reduces to the form in F3p. When 11 = 75 = 7/2:
1 1. (D
.F5P = 5 - § sin (77’) (Clg)

In this form, F5p = 1 when 7 = 7/D; + 27k /D; for k € Z, as expected.
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Appendix D: Upper Bound to the Fidelity Value

To compute fidelity, we will use Eq. 20:
F=(¥|p(t)|¥) (D1)

Where p(t) is the density matrix after spin evolution that includes spin-spin relaxation

effects, and

V) = Ucnor |S) (D2)

This equation will be used because, due to relaxation, Tr p(t) # 1. The main difference
between these derivations and ones without relaxation effects is that spin evolution has to

be done in the Liouville space, by:
plt-+6t) = exp [ (it + K) ot] j(o) (D3)
Where ,é(t) is a vectorised density matrix, I—if is the Hamiltonian superoperator,
H=Hel,—1,0H", (D4)
and K is the relaxation superoperator for spin-spin (7%) relaxation:5!
f(:%diag(ouomm10010110) (D5)

Here Ty is spin-spin relaxation lifetime and diag(-) is a diagonal matrix. We assume that
T5 relaxation lifetimes are equal for both sites, that there are no cross-relaxation events,
and that spin-lattice relaxation lifetime 7} is much longer than 75 and is negligible in the
dynamics.

Ideal pulses do not involve spin evolution (they are approximated as being instantaneous)

and can be carried out in Hilbert space.

1. Three Pulse Sequence

The F3p for the pulse sequence in Eq. 56 with T, relaxation:
Fap = (9| Ug‘NOTJﬁCNOT |15)

:;1 (1 + % cos (Um — 7)) + % cos (Aw(m — 72)) (D6)

G ) D Q A
+ 2e % sin <71(71 + 7'2)) oS (5(7'1 - 7'2)) Cos <7w(7'1 — TQ)))
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When T5 — oo, we get the right form without relaxation effects. Moreover, F3p is largest

when:
cos (Qm — 1)) =1
cos (Aw(ri — 7)) =1 (D7)
sin (%(7'1 + 7'2)) COS (%(7'1 — 72)) coS (%(ﬁ — 7'2)) =1
An upper bound to F3p naturally emerges for total gate time 7 (7 can also include the
time it would normally take pulse sequences to act to get the ideal pulses sequence values,

so it can be extended to total gate time in a real experiment):

1 1 _ntm 1 1 _=
5—1—56 T :§~|—§6 2 > Fap (1,8, Aw, Dy, Ts) (D8)

Here 7 =7 + m.

2. Five Pulse Sequence

The F5p for the pulse sequence in Eq. 58 with T5 relaxation:
Fsp = (S| Ul noroUcnor |S)
1 Q
L (st (S ) o)+ 200 (2 = ) 2 (S0 )
_T1tT Q D (Dg)
e COS<§(71 - 7’2)) (COS (71(71 + 7'2)) cos(2€) Sin(%(Tl - TQ))

—sm<€;m1+7g)am(g@1—¢g>))

When T, — oo we get the right form without relaxation effects. Moreover, F5p is largest

with the same conditions as F3p and we get identical upper bound for total gate time 7:

1 1 _=
5 + 56 2 > fBP (7_7 Qv AW7D17D27TZ) (D]-O)
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