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Collisionless magnetic reconnection typically requires kinetic treatments that are, in general, computationally 
expensive compared to fluid-based models. In this study, we use the magnetohydrodynamics with adaptively 
embedded particle-in-cell (MHD-AEPIC) model to study the interaction of two magnetic flux ropes. This 
innovative model embeds one or more adaptive PIC regions into a global MHD simulation domain such that 
the kinetic treatment is only applied in regions where kinetic physics is prominent. We compare the simulation 
results among three cases: 1) MHD with adaptively embedded PIC regions, 2) MHD with statically (or fixed) 
embedded PIC regions, and 3) a full PIC simulation. The comparison yields good agreement when analyzing 
their reconnection rates and magnetic island separations, as well as the ion pressure tensor elements and ion 
agyrotropy. In order to reach a good agreement among the three cases, large adaptive PIC regions are needed 
within the MHD domain, which indicates that the magnetic island coalescence problem is highly kinetic in 
nature where the coupling between the macro-scale MHD and micro-scale kinetic physics is important.

I. INTRODUCTION

Magnetic reconnection is a process that occurs on 
the order of Alfvenic timescales in which the magnetic 
topology is rearranged and the magnetic energy is con­
verted into plasma kinetic or thermal energy1,2. Because 
of its broad applications in solar flares3 and corona4,5, 
coronal mass ejections (CMEs)6, Earth’s and planetary 
magnetospheres7-10, and also in laboratory plasmas11-13, 
reconnection has been of immense interest in recent 
years14.

It has been well established that collisionless magnetic 
reconnection occurs in the regime beyond ideal magne­
tohydrodynamics, where kinetic-scale physics becomes 
prominent in the formation and evolution of the thin 
current sheets near the reconnection sites15,16. Thus, 
simulating collisionless magnetic reconnection typically 
requires kinetic approaches such as the particle-in-cell 
(PIC) method. In general, however, such kinetic sim­
ulations are computationally expensive and are hence 
unable to efficiently solve large-scale problems involving 
collisionless physics. In order to solve this issue with af­
fordable computational costs, two broad approaches have 
been proposed for large-scale global simulations, i.e., the 
magnetohydrodynamics with embedded particle-in-cell 
(MHD-EPIC) model17-20 and the multi-moment multi­
fluid model21-26. Recently, some progress has been made 
to improve the fluid closure in the multi-moment multi­
fluid model through machine learning27,28, and mean-
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while, MHD-EPIC has been improved to incorporate 
the feature of adaptively embedded PIC regions (MHD- 
AEPIC)29-31, which offers flexibility for the PIC code to 
capture the localized regions where kinetic physics is im­
portant.

It has been well demonstrated through a series of local 
studies21,32-34 that the multi-moment multi-fluid model 
incorporating the higher-order moments is capable of re­
producing some critical aspects of the collisionless recon­
nection physics from fully kinetic simulations. However, 
no such systematic local studies have been conducted us­
ing the MHD-AEPIC model, which motivates this study 
to employ the MHD-AEPIC model to investigate the 
magnetic island coalescence problem that is highly ki­
netic in nature32,35.

In an MHD-AEPIC simulation, only part of the sim­
ulation domain, where kinetic effects are important, is 
simulated by the semi-implicit PIC code, FLEKS30 and 
the rest of the domain is handled by the MHD (or Hall 
MHD) model, BATS-R-US36,37. For the magnetic island 
coalescence problem, the embedded PIC regions are ap­
plied to simulate the regions with strong current density. 
As we will show later, the adaptive simulation comes 
in close agreement with the simulation employing the 
fully kinetic PIC code, Object-oriented Simulation Rapid 
Implementation System (OSIRIS)38,39, when analyzing 
their out-of-plane current densities, reconnection rates, 
O-point separations, pressure tensor elements, and agy- 
rotropy (a measure of the deviation of the pressure tensor 
of a species from cylindrical symmetry with respect to the 
direction of the local magnetic field40).

In Sec. II, we discuss the model setup for the mag-
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netic island coalescence problem. In Sec. III, simulation 
results are presented and discussed by comparing the full 
PIC simulation results with the outputs from the MHD- 
EPIC and MHD-AEPIC models. Concluding remarks 
are given in Sec. IV.

II. MODEL SETUP AND METHODS

In this study, we set a Fadeev equilibrium41 as the ini­
tial condition where the initial magnetic vector potential 
is expressed as

A = Bo A ln [e cos(x/A) + cosh(y/A)]z (1)

where B0 is the asymptotic magnetic field away from the 
x-axis, e = 0.4 is a measure of the island size, and the 
initial density distribution is written as

n np(1 - e2)
[e cos(x/A) + cosh(y/A)]2

+ n&. (2)

where nb = 0.2n0 is the background number density. 
We define the global Alfven time as tA = Lx/vA, 
where Lx = 4nA is the length of the simulation box, 
A = 5di0 is the half-width of the current sheet (we also 
run additional simulations with A = 10di0; see Fig. 7), 
di0 = (mi/y,0n0e2)1/2 is the ion inertial length, and 
vA = B0/(p0n0mi)1/2 is the Alfven speed. The width 
of the box is set as Ly = 2nA. In the full PIC sim­
ulation with OSIRIS, we specify the ion and electron 
out-of-plane current densities as the following relation­
ship Jzi0/Jze0 = Tm/lki, where Ti0 and T^0 are uni­
form. In the MHD-AEPIC simulations, the electron and 
ion bulk velocities are initialized from the MHD cur­
rent and momentum17. In the following simulations, we 
use the same configuration described in Stanier et al.35 
and Ng et al.32, setting Ti0 = Te0, mi = 25me (so
di = 5de) tmax = 2.5tA, and n0kB (Ti0 + Te0) = B0/2M0
(so p = pmag). The relationship between the electron 
plasma and cyclotron frequencies is given by ixpe = 2fice 
where upe = (n0e2/mee0)1/2 and fiCe = |e|B0/me. The 
initial perturbation follows the same form as in Daughton 
et al.42, with

JBx SB0 cos 2nx
Lx

sin
Ly

(3a)

SBy = —6B0 si^2^^ cos ^ (3b)

where we set the perturbation amplitude as SB0 = 0.1B0.
To simulate the merging of two magnetic islands, we 

first perform two simulations using the MHD-AEPIC 
model, one with a large static, non-adaptive (or fixed) 
PIC region and the other with adaptive PIC regions. 
We also run a full PIC simulation using OSIRIS to val­
idate and compare with the MHD-AEPIC simulations. 
In all simulations, we have used periodic boundaries in

the horizontal (x) direction, and conducting electromag­
netic boundaries and reflecting particle boundaries in the 
vertical (y) direction.

The OSIRIS simulation domain consists of 2000x1000 
cells and each cell has 256 particles per species. In 
the MHD-AEPIC simulations, the MHD grid consists of 
2048x1024 cells. The effective PIC grid resolution and 
the initial particle number per cell are the same as the 
OSIRIS simulation, and the Gauss’s Law-satisfying En­
ergy Conserving Semi-Implicit Method (GL-ECSIM)43 is 
applied. In general, the MHD and PIC grid size does not 
have to be the same30 (see Appendix A). In the magnetic 
island coalescence simulation, the two magnetic islands 
are associated with strong current density, which suggests 
a notable separation between the electron and ion veloci­
ties, and kinetic effects may play an important role when 
two islands move toward each other. Outside the islands, 
the current is generally weak, and neither the magnetic 
field nor plasma quantities show a strong gradient, so an 
MHD model is sufficient to describe this region. In the 
MHD-AEPIC run with adaptive PIC regions, the PIC 
regions only cover the areas of JAx/B > 0.01, where the 
selection criterion J Ax/B is dimensionless. The thresh­
old 0.01 is carefully chosen based on numerical experi­
ments such that the islands are well covered by the PIC 
region. The selection criterion is calculated from the 
MHD results. We usually run a pure MHD simulation 
first to estimate a proper threshold that would determine 
the desired PIC regions, then we run short MHD-AEPIC 
simulations with a coarse PIC grid to optimize the thresh­
old. The small threshold for the island coalescence prob­
lem is due to the fact that it is highly kinetic in nature 
where the coupling between the macro-scale MHD and 
micro-scale kinetic physics is important34,35. In general, 
the PIC region of an MHD-AEPIC simulation is selected 
based on the nature of a problem. For comparison, we 
also perform a simulation using the MHD-EPIC model 
with a relatively large static or fixed PIC region, which 
covers the majority of the entire simulation domain.

In MHD-AEPIC and MHD-EPIC simulations, when 
Hall MHD is used (which is the case for the cur­
rent study), the Alfven and Whistler modes can travel 
through the MHD-PIC boundaries smoothly17. However, 
if there are kinetic modes reaching the MHD-PIC bound­
aries, they may be artificially reflected since they cannot 
propagate into the MHD regions. For such applications, 
we should increase the PIC regions so that the kinetic 
modes would have been damped near the PIC regions. 
The MHD-AEPIC model is initially designed for global 
magnetosphere simulations with a relatively small kinetic 
region. If the entire simulation domain is dominated by 
kinetic physics, a full PIC or hybrid-PIC44,45 code is a 
better choice.

We note that the boundary conditions, with the excep­
tion of periodic boundaries, introduce numerical pertur­
bations inevitably for all kinetic codes, which is a natural 
consequence of numerical discretization. The perturba­
tions, however, would be reduced if the boundaries are
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FIG. 1. Out-of-plane current density at t = 0.9M for the 
adaptive (top) and fixed (middle) PIC region runs and the 
full-PIC run (bottom) with A = 5<To, overlaid with the mag­
netic vector potential contours (black dotted curves) and with 
the boundary between the MED and PIC regions (green solid 
curves).

far away from the kinetic regions. We, therefore, usually 
choose PIC regions where the solution is smooth at the 
MHD-PIC interface, such as the simulations presented in 
this paper.

III. SIMULATION RESULTS

Fig. 1 shows 2D plots of the out-of-plane current den­
sity at t = OMa from the three different simulations, 
where the x and y coordinates have been normalized over 
dio and the current density over |e|noc. In each panel of 
Fig. 1, the current sheet formation, which cannot be cor­
rectly captured in a Hall MHD model for this problem35, 
are indicated as regions of positive out-of-plane current 
densities near the origin (x,y = 0). Also illustrated in 
Fig. 1 are the boundaries (green curves) between the 
MHD and PIC regions in both the adaptive-PIC-region 
and fixed-PIC-region runs.

For the adaptive-PIC-region run, the variation of the 
active PIC cell number inside the entire simulation do­
main over time is shown in Fig. 2. Initially, about 40% of 
the simulation domain is run by PIC code, then the ratio 
gradually increases to about 50%. In this simulation, the 
PIC regions are defined as the areas with large current 
density values and they do not vary significantly during 
the simulation. For other applications, such as model­
ing the Earth magnetotail31, the active PIC regions may 
change dramatically. We note that the smallest granular­
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FIG. 2. Ratio of the active PIC cells over the entire simulation 
domain for the MHD-AEPIC simulation. The area that is 
covered by the semi-implicit PIC code increases from 40% to 
about 50% during the simulation.

ity to turn on or off PIC cells is a patch with two cells in 
each direction30. Since the MHD-AEPIC model adopts a 
semi-implicit PIC code, which requires an iterative solver 
to update the electric field43, it requires more computa­
tions per step. The computational efficiency also depends 
on the implementation and problem properties. For the 
simulations presented in Fig. 1, their computational cost 
(CPU hours) ratio is about 3:8:1 among the adaptive- 
PIC region case, the fixed-PIC region case, and the full- 
PIC case. Given that PEEKS is a semi-implicit PIC code 
and the gird resolution between the PIC and MHD re­
gions can be different, one can reduce the grid resolution 
of the PIC cells inside the MHD-AEPIC domain, which 
can lower the computational cost of the MHD-AEPIC 
run and thus the MHD-AEPIC run becomes computa­
tionally cheaper than the full-PIC case (see Appendix A). 
It is noteworthy that in three-dimensional (3-D) cases, 
MHD-AEPIC can be computationally even more efficient 
than a full PIC code.

An inspection of Fig. 1 reveals that the simulation re­
sults (such as the current density and the magnetic flux) 
from three different runs present nearly identical features 
and the system evolves at the same rate, indicating the 
reconnection rates, Er, from the three simulations are 
very similar. In order to verify this idea, we explicitly 
compare the reconnection rates. We normalize the re­
connection rate to the maximum initial magnetic held 
between the islands such that35

Er =
1 d

(4)

where is the out-of-plane
magnetic vector potential, evaluated at the X-point and 
Azq is evaluated at the O-point. The time evolution of
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FIG. 3. Reconnection rate as a function of time for the adap­
tive and fixed PIC region runs and the full-PIC run with 
A — 5d%o.

-----Adaptive-PIC-region case
-----Fixed-PIC-region case

Full-PIC case
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FIG. 4. O-point separation of the coalescing magnetic islands 
as a function of time for the adaptive and fixed PIC region 
runs and the full-PIC run with A = 5djo-

the reconnection rate for the three simulations are plot­
ted in Fig. 3, where a maximum reconnection rate occurs 
around t = 0.9^4 for all the cases. After the reconnection 
rate reaches a maximum, it decreases with time before 
reaching a constant value at approximately t = IMA. 
We note from Fig. 3 that the case with adaptive PIC 
regions closely captures the behavior of ER for this prob­
lem, when compared to the full-PIC simulation.

Since the O-point separation between the magnetic 
islands is largely dependent on reconnection rates, we 
demonstrate the O-point separation as a function of time 
in Fig. 4. In this plot, we have normalized the O-point 
separation by the initial separation between the islands 
Lq. It is evident in Fig. 4 that for all three cases the

island separation decreases at an increasing rate before 
t = 0Ma, at which point the coalescence of the islands 
slows down, reaching an approximately constant rate at 
t = IMa. Both Figs. 3 and 4 show excellent agreement 
among the three simulation approaches, validating the 
use of the MHD-AEPIC model.

At this point, we are interested in analyzing the effects 
of ion kinetics, as its importance has been demonstrated 
previously35. Stanier et al.35 also pointed out that elec­
tron kinetics were not crucial for the island coalescence 
problem. To do this, we write the z-component of the 
normalized ion Ohm’s law as

+ ^V-(P,.z)(5)EL = ^
n WT ) + v - (nvrn

where EL = (E+v* x B) -z is the z-component of the non- 
ideal electric field, P; is the ion pressure tensor, and the 
resistivity is neglected for collisionless reconnection. Near 
the X-point of the reconnection site, where the magnetic 
field is small, pressure tensor effects become important. 
Specifically, Eq.(5) demonstrates that the non-ideal elec­
tric field is heavily influenced by the off-diagonal terms 
of the pressure tensor. Since it has been shown in Stanier 
et al.35 that ion kinetic effects are of importance in this 
specific reconnection setup, we focus our analysis on the 
ion pressure tensor. Fig. 5 compares the off-diagonal 
ion pressure tensor elements from the three cases when 
the reconnection rate reaches its peak, once again show­
ing spectacular agreement among the cases. Fig. 5 also 
demonstrates that these two islands should be covered 
by the PIC code, since the off-diagonal pressure tensor 
can not be described by the isotropic MED used here. 
In general, if the ion pressure is anisotropic, but the off- 
diagonal terms are relatively small in the local magnetic 
field coordinate system, MHD-AEPIC supports coupling 
with an anisotropic MHD model17, and the region that 
requires PIC can be reduced. However, if the off-diagonal 
terms are prominent in the local magnetic field coordi­
nates, which is the case here (see Appendix B), the PIC 
regions need to cover those areas, consistent with the 
previous study using a similar approach46.

In addition to the off-diagonal ion pressure tensor 
terms, we also compare the ion agyrotropies of the three 
simulations, employing the same formula for agyrotropy 
as in Scudder and Daughton 40. We note that agyrotropy 
is a measure useful for characterizing the ion (or elec­
tron) diffusion region in collisionless magnetic reconnec­
tion. We once again focus only on ion agyrotropy as ion 
kinetics are required to capture the correct reconnection 
rates and describe the global behavior of the system for 
the island coalescence problem35. A comparison of the 
agyrotropy from the three different simulations is shown 
in Fig. 6, indicating excellent agreement among different 
cases, especially near the current sheet formation where 
ion agyrotropy is of particular significance (indicated by 
the lighter colors inside the ion diffusion region).

In Fig. 7, we also present the reconnection rates for 
simulations with A = 10di0 to demonstrate that recon-
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FIG. 5. Comparison of the off-diagonal ion pressure tensor elements at t = OMa for the adaptive (top row) and fixed (middle 
row) PIC region runs and the full-PIC run (bottom row) with A = 5cho- The left column plots Pxy, the middle column shows 
Pxz, and Pyz is illustrated in the right column.

FIG. 6. Ion agy rot ropy at t = OMa for the adaptive (top) and 
fixed (middle) PIC region runs and the full-PIC run (bottom) 
with A = 5cho, overlaid with the magnetic vector potential 
contours (in white).

nection in large systems becomes slower. The islands are 
unable to coalesce on the first approach due to the slower 
reconnection rates, and so bounce off each other35’47. All 
simulations reach nearly the same maximum reconnec­
tion rate and show two peaks around t = OMa and 
t = 1.2tA, respectively. Overall, all simulations show 
similar reconnection processes.

IV. CONCLUSION

It has been shown that simulating collisionless mag­
netic reconnection requires kinetic approaches such as 
the PIC method. However, these simulation codes are 
generally computationally expensive and hence make it 
difficult to efficiently model large-scale global systems. 
In this study, we have presented an alternative method 
by utilizing the MHD-AEPIC model that uses the PIC 
treatment in regions where the current sheet formation 
is prominent and uses the computationally cheap MED 
model in the rest of the simulation domain. We have 
shown that the case with adaptive PIC regions comes in 
close agreement with the full PIC simulation when ana­
lyzing reconnection rates and O-point separations as well 
as the ion pressure tensor elements and ion agyrotropy. 
These results demonstrate that the MHD-AEPIC model 
may accurately and efficiently simulate large-scale sys­
tems that involve collisionless reconnection physics.



6

0.35 

0.3 

0.25 

0.2 

K] 0.15 

0.1 

0.05 

0

-0.05
0 0.5 1 1.5 2 2.5

t/tA

FIG. 7. Reconnection rate as a function of time for the adap­
tive and fixed PIC region runs and the full-PIC run with 
A = lOcho-

----- Adaptive-PIC-region case
----- Fixed-PIC-region case

Full-PIC case

It should be noted that the magnetic island coalescence 
problem that we studied here is highly kinetic in nature 
where the coupling between the MED and kinetic scales 
is important34,35,48, so relatively large PIC regions are 
needed within the MED domain. For large-scale simu­
lations such as the case of the Earth’s magnetosphere, 
Chen et al. 30 applied MED-AEPIC to study the mag­
netopause reconnection while treating the magnetotail 
reconnection using Eall MED, such that they drastically 
saved computational costs compared with the full PIC 
magnetosphere simulations.

We also note that in magnetic confinement fusion, near 
the X-point where the magnetic held is weak, gyrokinetic 
approximations begin to break down and it becomes nec­
essary to include full kinetic physics at these locations. 
The MED-AEPIC model may be useful for simulating 
FLARE49 and NSTX-U50 at Princeton Plasma Physics 
Laboratory, MAST at the UK51 as well as TREX at Wis­
consin Plasma Physics Laboratory52.
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FIG. 8. Out-of-plane current density at t = 0.9tA for the 
adaptive PIC region run (top), the adaptive PIC region run 
with half PIC grid resolution (middle), and the full-PIC run 
(bottom) with A = 5cko, overlaid with the magnetic vector 
potential contours (black dotted curves) and with the bound­
ary between the MED and PIC regions (green solid curves).
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FIG. 9. Reconnection rate as a function of time for the three 
cases shown in Fig.8.
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FIG. 10. Comparison of the off-diagonal ion pressure tensor elements at t = OMa for the adaptive (top row) and fixed (middle 
row) PIC region runs and the full-PIC run (bottom row) in field-aligned coordinates with A = 5d*o- The left column plots P{2l 
the middle column shows P[3l and P23 is illustrated in the right column.

Appendix A: MHD-AEPIC Simulations with Different PIC 
Grid Resolutions

Fig. 8 compares the out-of-plane current densities at 
t = OMa among the adaptive-PIC-region case, the 
adaptive-PIC-region case (with half PIC grid resolution), 
and the full-PIC simulation. The MED grid resolution 
between the two adaptive PIC cases is the same, which 
demonstrates the flexibility and capability of the coupling 
algorithm between the MED model and the semi-implicit 
PIC code. As shown in Figs. 8 & 9, all the simulations 
show very similar results. In general, a semi-implicit PIC 
code allows relaxed stability constraints, therefore, it can 
use a coarser grid resolution than an explicit PIC code.

Appendix B: Off-Diagonal Pressure Tensor Elements in 
Field-Aligned Coordinates

Fig. 10 depicts the off-diagonal ion pressure tensor ele­
ments in held-aligned coordinates (or local magnetic held 
coordinates) for the three cases at t = OMa, showing 
that the off-diagonal terms are prominent in the local 
magnetic held coordinates. The rotated pressure tensor 
elements P'mn in held-aligned coordinates are dehnecl as 
follows,

P'„m = (RTPR)mn = RimPjRjn (Bl)

where Pij are the non-rotated ion pressure tensor ele­
ments, the rotation matrix is

, v fbx —by —bxbz X
R = ^ 6= -h/h; (B2)

V' 0 bl + bl)

and b is the unit vector along the local magnetic held 
direction.
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