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Abstract

We prove the extended delta conjecture of Haglund, Remmel and Wilson, a combinatorial formula for Ay, A 2 L ens
where A ;k and Ay, are Macdonald eigenoperators and e, is an elementary symmetric function. We actually prove
a stronger identity of infinite series of GL,, characters expressed in terms of LLT series. This is achieved through
new results in the theory of the Schiffmann algebra and its action on the algebra of symmetric functions.
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1. Introduction

We prove the extended delta conjecture of Haglund, Remmel and Wilson [14] by adapting methods
from our work in [2] on a generalized shuffle theorem and proving new results about the action of the
elliptic Hall algebra on symmetric functions. As in [2], we reformulate the conjecture as the polynomial
truncation of an identity of infinite series of GL,, characters, expressed in terms of LLT series. We then
prove the stronger infinite series identity using a Cauchy identity for nonsymmetric Hall-Littlewood
polynomials.

The conjecture stemmed from studies of the diagonal coinvariant algebra DR, in two sets of n
variables, whose character as a doubly graded S, module has remarkable links with both classical
combinatorial enumeration and the theory of Macdonald polynomials. It was shown in [17] that this
character is neatly given by the formula A _ e,, where e, is the n-th elementary symmetric function,
and for any symmetric function f, A ’f is a certain eigenoperator on Macdonald polynomials whose
eigenvalues depend on f.

The shuffle theorem, conjectured in [13] and proven by Carlsson and Mellit in [4], gives a combina-
torial expression for A _ e, in terms of Dyck paths—that is, lattice paths from (0, n) to (n,0) that lie
weakly below the line segment connecting these two points.

An expanded investigation led Haglund, Remmel and Wilson [14] to the delta conjecture, a com-
binatorial prediction for A;k en, for all 0 < k < n. This led to a flurry of activity (e.g., [6, 11, 14,
15, 16, 21, 22, 23, 26, 28]), including a conjecture by Zabrocki [27] that A;k e, captures the character
of the superdiagonal coinvariant ring SDR,,, a deformation of DR,, involving the addition of a set of
anticommuting variables.

The delta conjecture has been extended in two directions. One gives a compositional generalization,
recently proved by D’Adderio and Mellit [7]. The other involves a second eigenoperator Aj,, where h;
is the [-th homogeneous symmetric function. The extended delta conjecture [14, Conjecture 7.4] is, for
[>0and 1<k <n,

Ml yen =5y YT g P @® T (e ) )
AeD, i ri(A)=ri-1(D)+1
PeLyy ()

in which A is a Dyck path and P is a certain type of labelling of A (see §2 for full definitions). D’Adderio,
Iraci and Wyngaerd proved the Schroder case and the ¢ = 0 specialization of the conjecture [5, 6]; Qiu
and Wilson [21] reformulated the conjecture and established the g = 0 specialization as well.

Let us briefly outline the steps by which we prove equation (1).

Feigin—Tsymbaliuk [8] and Schiffmann—Vasserot [25] constructed an action of the elliptic Hall
algebra £ of Burban and Schiffmann [3] on the algebra of symmetric functions. The operators A  and
A’, are part of the £ action. In Theorem 4.4.1, we use this to reformulate the left-hand side of equation
(1) as the polynomial part of an explicit infinite series of virtual GL,, characters with coefficients in
Q(g,t). The proof of Theorem 4.4.1 relies on a symmetry (Proposition 4.3.3) between distinguished
elements of £ introduced by Negut [19] and their transposes.

In Theorem 5.1.1, we also reformulate the right-hand side of equation (1) as the polynomial part
of an infinite series, in this case expressed in terms of the LLT series introduced by Grojnowski and
Haiman in [12]. This given, we ultimately arrive at Theorem 6.3.6—an identity of infinite series of GL,,
characters which implies the extended delta conjecture by taking the polynomial part on each side.
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Although the extended delta conjecture and the compositional delta conjecture both imply the delta
conjecture, they generalize it in different directions, and our methods are quite different from those of
D’Adderio and Mellit. It would be interesting to know whether a common generalization is possible.

2. The extended delta conjecture

The extended delta conjecture equates a ‘symmetric function side,” involving the action of a Macdonald
operator on an elementary symmetric function, with a ‘combinatorial side.” We begin by recalling the
definitions of these two quantities.

2.1. Symmetric function side

Integer partitions are written 4 = (1; > --- > A;), sometimes with trailing zeroes allowed. We set
|[A] = A1+ - -+ A; and let £(2) be the number of nonzero parts. We identify a partition A with its French
style Ferrers shape, the set of lattice squares (or boxes) with northeast corner in the set

{G)11<j<e), 1<i<a;). 2)

The shape generator of A is the polynomial

Ba(g.n= ). g7 3)

(i.j)ea

Let A = Ax(X) be the algebra of symmetric functions in an infinite alphabet of variables
X = x1,x2, ..., with coefficients in the field k = Q(q, r). We follow the notation of Macdonald [18] for
the graded bases of A. Basis elements are indexed by a partition A and have homogeneous degree |A4].
Examples include the elementary symmetric functions e, = ey, - - - e,, , complete homogeneous sym-
metric functions hy = hy, - - - hy,, power-sums py = py, - - - pa,, monomial symmetric functions m,
and Schur functions s,.

As is conventional, w: A — A denotes the k-algebra involution defined by ws,; = 54+, where
A* denotes the transpose of A, and (—,—) denotes the symmetric bilinear inner product such that
<S,1,SM> 26/1#. .

The basis of modified Macdonald polynomials, H,(X; g, ), is defined [9] from the integral form
Macdonald polynomials J,,(X; g, t) of [18] using the device of plethystic evaluation. For an expression
A in terms of indeterminates, such as a polynomial, rational function or formal series, px[A] is defined
to be the result of substituting a* for every indeterminate a occurring in A. We define f[A] for any
f € A by substituting pi[A] for py in the expression for f as a polynomial in the power-sums pj so
that f +— f[A] is a homomorphism. The variables g, t from our ground field k count as indeterminates.
The modified Macdonald polynomials are defined by

- X
H,(X;q,0) =t"WJ, [1

—i4 rl] : “)

where

n(u) = Z(i ~ ;. )

For any symmetric function f € A, let f[B] denote the eigenoperator on the basis {H «} of A such that

fIB] g/.l :f[B,u((’Iat)] ﬁu- (6)

https://doi.org/10.1017/fmp.2023.3 Published online by Cambridge University Press


https://doi.org/10.1017/fmp.2023.3

4 J. Blasiak et al.

l ri

1 1 0
3 2 1
4 3 2
0 4 2

3 5 1

5 6 2

2 7 0

1 8 0

9 0

6 10 1

4 11 1

J 11109 8 7 6 5 4 3 2 1
¢ 22 121000T1T1O0

Figure 1. A path A and partial labelling P € Ly »(), with area(1) = 10, dinv(P) = 15, x"+(P) =

222 wi(P) _ 2.2 2.2
X]X2X3X;X5X6 and x = XX X2X3X, X5 X6

The left-hand side of equation (1) is expressed in the notation of [14], where Ay = f[B] and
A } = f[B — 1]. Hence, the symmetric function side of the extended delta conjecture is

hi[Bler-1[B - 1]ey . @)

2.2. The combinatorial side

The right-hand side of the extended delta conjecture (1) is a combinatorial generating function that
counts labelled lattice paths.

Definition 2.2.1. A Dyck path is a south-east lattice path lying weakly below the line segment connecting
the points (0, N) and (N, 0). The set of such paths is denoted Dy . The staircase path 6 is the Dyck path
alternating between south and east steps.

Each 1 € Dy has area(d) = |6/4| defined to be the number of lattice squares lying above A and
below . Let r; (1) be the area contribution from squares in the i-th row, numbered from north to south;
in other words, r; is the distance from the i-th south step of A to the i-th south step of ¢. Note that

N
) =0, () <r(A)+1 fori>1, and Zri(/l)zld//ll. 8)
i=1

Definition 2.2.2. A labelling P = (P, ...,Pyn) € NV attaches a label in N = {0, 1, ...} to each south
step of 1 € Dy so that the labels increase from north to south along vertical runs of south steps, as
shown in Figure 1. The set of labellings is denoted by Ly (1), or simply L(2). Given 0 < [ < N, a
partial labelling of 1 € Dy is a labelling where 0 occurs exactly / times and never on the run at x = 0.
We denote the set of these partial labellings by L ;(4).

Each labelling P € L(A) is assigned a statistic dinv(P), defined to be the number of pairs (i < j)
such that either

©))

ri(A) =rj(A) and P; < P; or
r,-(/l)zrj(/l)+1 andPi >Pj.
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The weight of a labelling P is defined so zero labels do not contribute by

V(P ]_[ Xp, . (10)

i€[N]: P;i#0
This is equivalent to letting xo = 1 in x"'(P) := [Lieny xp;-
The above defines the right-hand side of (1), with (z"~*) denoting the coefficient of z*7¥.

Remark 2.2.3. In [14], a Dyck path is a northeast lattice path lying weakly above the line segment
connecting (0,0) and (N, N), and labellings increase from south to north along vertical runs. After
reflecting the picture about a horizontal line, our conventions on paths, labellings and the definition of
dinv(P) match those in [14]. Separately, [13] uses the same conventions that we do for Dyck paths but
defines labellings to increase from south to north and defines dinv(P) with the inequalities in equation
(9) reversed. However, since the sum

Z qdinV(P)th(P) (ll)
PeL(Q)

is a symmetric function [13], it is unchanged if we reverse the ordering on labels; after which, the
conventions in [13] agree with those used here.

We prefer another slight modification based on the following lemma which was mentioned in [14]
without details.

Lemma 2.2.4. For any Dyck path A € Dy, we have

[ Gezr®y= [] (s, (12)
1<i<N 1<i<N
ri (A)=ri-1 (D) +1 ci(D)=ci-1()+1

where c;(d) = r;(1%) is the contribution to |5/ A| from boxes in the i-th column, numbered from right to

left.

Proof. The condition r;(1) = r;—1 (1) + 1 means that A has consecutive south steps in rows i — 1 and i
with no intervening east step. Similarly, ¢;(1) = c¢;—;(4) + 1 if and only if A has consecutive east steps
in columns i — 1 and i (numbered right to left). Consider the word formed by listing the steps in A in the
south-east direction from (0, N) to (N, 0), as shown here for the example in Figure 1.

SSSESEESSEEESESESSESEE
|| 1 |

Treating south and east steps as left and right parentheses, each south step pairs with an east step to its
right, and we have r;(1) = c;(A) if the i-th south step (numbered left to right) pairs with the j-th east
step (numbered right to left). Furthermore, the leftmost member of each double south step pairs with
the rightmost member of a double east step, as indicated in the word displayed above.

Since each index i — 1 such that 7;(1) = r;_1(1) + 1 pairs with an index j — 1 such that c;(1) =
cj-1(1) + 1, we have

[ Qezr@® = J] (Gezrom@), (13)
1<i<N 1<j<N
ri ()=ri-1 ()+1 cj(D)=c;_1 ()+1
Now, equation (12) follows. ]
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Setting N = n+ [ and m = k + [, the right-hand side of equation (1), or the combinatorial side of
the extended delta conjecture, is equal to

<ZN—m> Z t|5//1| qdinv(P) xwt+(P) l—l (1 +zt_Ci(’1)). (14)
AeDy 1<i<N
PeLpy () ci(D)=ci—1 (D)+1

3. Background on the Schiffmann algebra £

From work of Feigin and Tsymbaliuk [8] and Schiffmann and Vasserot [25], we know that the operators
f[B] in equation (7) form part of an action of the elliptic Hall algebra £ of Burban and Schiffmann
[3, 24], or Schiffmann algebra for short, on the algebra of symmetric functions. In [2], we used this
action to express the symmetric function side of a generalized shuffle theorem as the polynomial part
of an explicit infinite series of GL; characters. Here, we derive a similar expression (Theorem 4.4.1) for
the symmetric function side (7) of the extended delta conjecture.

For this purpose, we need a deeper study of the Schiffmann algebra than we did in [2], where a
fragment of the theory was enough. We start with a largely self-contained description of £ and its action
on A, although we occasionally refer to [2] for the restatements of results from [3, 24, 25] in our notation
and for some proofs. A precise translation between our notation and that of [3, 24, 25] can be found
in [2, eq. (25)]. In the presentation of £ and its action on A, we freely use plethystic substitution, defined
in §2.1. Indeed, the ability to do so is a principal reason why we prefer the notation used here to that in
the foundational papers on the Schiffmann algebra.

3.1. Description of £

Let k = Q(g,1), as in §2. The Schiffmann algebra £ is generated by a central Laurent polynomial
subalgebra F = Kk[c* 1_ , 1] and a family of subalgebras Ap(X™") isomorphic to the algebra of
symmetric functions Ag (X ) over F, one for each pair of coprime integers (m, n). These are subject to
defining relations spelled out below.

For any algebra A containing a copy of A, there is an adjoint action of A on A arising from the Hopf
algebra structure of A. Using two formal alphabets X and Y to distinguish between the tensor factors
in A® A = A(X)A(Y), the coproduct and antipode for the Hopf algebra structure are given by the

plethystic substitutions

Af=fIX+Yl,  S(f)=fI-X] (15)
The adjoint action of f € A on { € A is then given by
(Adf) ¢ = Zflggl, where  f[X - ¥] Zﬁmgm (16)
since the formula on the right is another way to write (1 ® S)A f = 3; f; ® g;. More explicitly, we have
(Adpn) ¢ = [pn,¢] and (Adhy) &= D (=D)*h; ex. (17)
Jtk=n

The last formula can be expressed for all n at once as a generating function identity

(AdQ[zX]) ¢ = Q[zX] £ Q[-zX], (18)
where
Q(X) = Z o (X). (19)
n=0
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We fix notation for the quantities
M=(1-g-1, M=(1-(gn"M, (20)
which play a role in the presentation of £ and will be referred to again later.

3.1.1. Basic structure and symmetries
The algebra £ is Z? graded with the central subalgebra F in degree (0,0) and f(X™") in degree
(dm, dn) for f(X) of degree d in A(X).

The universal central extension m — SL;(Z) acts on the set of tuples

{(m,n,0) € (Z*>\ 0) xR | 0 is a value of arg(m +in)}, (21)

lifting the SL,(Z) action on pairs (m, n), with the central subgroup Z generated by the ‘rotation by 27’
map (m,n, 6) — (m,n, 0+ 2x). The group m acts on & by k-algebra automorphisms, compatibly
with the action of SL,(Z) on the grading group Z2. Before giving the defining relations of £, we specify
how S1;(Z) acts on the generators.

For each pair of coprime integers (m, n), we introduce a family of alphabets X ;"’", one for each value
0 of arg(m + in), related by

Xpirr = c1'e3 Xy ™" (22)
We make the convention that X”"" without a subscript means X;”’" with 6 € (-, w]. For comparison,
the implied convention in [2] is § € [—x, ). The subalgebra Ag (X"™") = Ap (X;"’") only depends on
(m, n) and so does not depend on the choice of branch for the angle 6. When we refer to a subalgebra
Ag(X™"™), which does depend on the branch, the convention 6 € (-, ] applies.

The SL,(Z) action is now given by p - f(Xy") = f(X;'f”"/) for £(X) € Ax(X), where p € SL,(Z)
acts on the indexing data in equation (21) by p - (m,n,0) = (m’,n’,0’). Note that, if m, n are coprime,
then so are m’, n’. The action on F factors through the action of SL,(Z) on the group algebrak -Z? = F.

For instance, the ‘rotation by 27’ element p € m fixes F and has p - f(X"") = f(X5),) =
Sfletes X ;”’"] . Thus, p coincides with multiplication by ] ¢3 in degree (r, s) and automatically preserves
all relations that respect the Z> grading.

We now turn to the defining relations of £. Apart from the relations implicit in F = K[c%!, c3!]
being central and each Ar (X" ") being isomorphic to Ag (X), these fall into three families: Heisenberg
relations, internal action relations and axis-crossing relations.

3.1.2. Heisenberg relations
Each pair of subalgebras Ar(X™") and Ar(X~™™) in degrees along opposite rays in Z> satisfy
Heisenberg relations

[P (X, ™), pi(Xe)] = Skca k prcl(ct'eh = 1)/ M], (23)

where M is given by equation (20). As an exercise, the reader can check, using equation (22), that the
relations in equation (23) are consistent with swapping the roles of Ap (X"™") and Ap (X™""7").

3.1.3. Internal action relations

The internal action relations describe the adjoint action of each Ap(X™") on £. For simplicity, we
write these relations and also the axis-crossing relations below, with A (X'-?) distinguished. The full
set of relations is understood to be given by closing the stated relations under the SL,(Z) action.
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Bearing in mind that X"*" means Xam’" with 8 € (—n, ], the relations for the internal action of
Ap (X0 are:

(Ad F(X10) 1 (X™) = (@) [z]|* 1= pr (X0

24)
(AdF(X0) pr (X1 = () [=2][e* > pr (X,

3.1.4. Axis-crossing relations

Again distinguishing Az (X"?) and taking angles on the branch 6 € (-, 7], the final set of relations is

the closure under the SL;(Z) action of

€a+b [_MXI’O]

[p1(X”7Y), pr(X*h)] = fora+b > 0. (25)

More generally, rotating this relation by 7 determines [p1 (X1, p1(X%!)] for a + b < 0, and the
Heisenberg relations determine it when a + b = 0. Combining these gives

1 eu+b[—A2X1’0] a+b>0
[p1(X>7h), pr(X“H] === {1-cibes a+b=0 (26)
—CIb02e_(a+b) [—MXfl’O] a+b<0.

<

3.1.5. Further remarks

Define upper and lower half subalgebras £%>9, £%<0 C £ to be generated by the A (X™") withn > 0

or n < 0, respectively. Using the S’L;@ image of the relations in equation (25), one can express any

ek[—MXm’"] for n > 0 in terms of iterated commutators of the elements p{(X“!). This shows that

{p1(X%1) | a € Z} generates £>° as an F-algebra. Similarly, {p;(X%™) | a € Z} generates £*<°.
The internal action relations give the adjoint action of Az (X '-?) on the space spanned by {p; (X%*!) |

a € Z}. Using the formula (Ad f)(£142) = 2((Ad f(1)){1) ((Ad f2)){2), where Af = 3 f1) ® f2) in
Sweedler notation, this determines the adjoint action of Ax(X'-?) on £%>? and £*<C. The Heisenberg
relations give the adjoint action of Ax (X'-?) on A (X~1:0), while A (X ') acts trivially on itself, with

(Adf)g=f[1]g.
Together, these determine the adjoint action of Ar (X ') on the whole algebra €. By symmetry, the
same holds for the adjoint action of any Ap (X"™").

3.1.6. Anti-involution
One can check from the defining relations above that £ has a further symmetry given by an involutory
antiautomorphism (product reversing automorphism)

D: > E

27
Dg(cr, ) = g(c5'oe), DA™ = FXIL ). @

Note that ® is compatible with reflecting degrees in Z> about the line x = y. Together with m,
it generates a GL,(Z) action on &£ for which p € GL;(Z) is an anti-automorphism if GL,(Z) —

GL,(Z) % {#1} sends p to —1.

3.2. Action of Eon A

We write f* for the operator of multiplication by a function f to better distinguish between operator
expressions such as (wf)® and w - f*. For f a symmetric function, f* denotes the (-, —) adjoint of f°.
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Here and again later on, we use an overbar to indicate inverting the variables in any expression; for
example,

M=(1-gH-1. (28)
We extend the notation in equation (6) accordingly, setting
f[E] I:I/J:f[Bll(qilvtil)] I:Iy- (29)

Proposition 3.2.1 [2, Prop 3.3.1]. There is an action of £ on A characterized uniquely by the following
properties.

(i) The central parameters c1, cy act as scalars

ci 1, e (gnh (30)

(ii) The subalgebras A (X*'"0) act as
FXY) o (@HIB-1/M], f(XT0) = (wf)[1/M - B]. 31)

(ili) The subalgebras Ay (X%*') act as
SO o =XM1, f(XOTH - FX0O (32)

We will make particular use of operators representing the action on A of elements p;(X%!) and
p1(X59) in €. For the first, we need the operator V, defined in [1] as an eigenoperator on the modified
Macdonald basis by

VA, ="Wg"vIE,, (33)

where n(u) is given by equation (5) and p* denotes the transpose partition.
For the second, we introduce the doubly infinite generating series

D(2) = wQ[z7' X]* (wQ[-zMX])*, (34)

where Q(X) is given by equation (19).
Definition 3.2.2. For a € Z, we define operators on A = Ag(X):
E,=V%(X)* V7, (35)
D, =(z“)D(2). (36)
The operators D, are the same as in [2] and differ by a sign (—1)¢ from those in [1, 10].

Proposition 3.2.3. In the action of £ on A given by Proposition 3.2.1:

(i) The element p\[-MX"] = —Mp(X"%) € £ acts as the operator D;
(ii) The element p1[-MX%'] = =M p(X®') € & acts as the operator E,,.

Proof. Part (i) is proven in [2, Prop 3.3.4].

By equation (32), p1[-MX%!] acts on A as multiplication by p;[X] = e;(X). It was shown in
[2, Lemma 3.4.1] that the action of £ on A satisfies the symmetry Vf(X"")V~! = f(X™"") More
generally, this implies V¥ f(X"")V~¢ = f(X"*+4%") for every integer a. Hence, p;[-MX%!] acts as
Vep[-MXO%1 V=4 = Ve (X)* V4, O
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3.3. GL; characters and the shuffle algebra

As usual, the weight lattice of GL; is Z!, with Weyl group W = S; permuting the coordinates. A weight
A is dominant if 4; > --- > A;. A polynomial weight is a dominant weight A such that 4; > 0. In other
words, polynomial weights of GL; are integer partitions of length at most /.

Asin [2], §2.3, we identify the algebra of virtual GL; characters over k with the algebra of symmetric
Laurent polynomials k[x;—'1 ..., x50 If A is a polynomial weight, the irreducible character y, is equal
to the Schur function s,(xy, . ..,x;). Given a virtual GL; character f(x) = f(x1,...,X;) = X1 CaXa
the partial sum over polynomial weights A is a symmetric polynomial in / variables, which we denote
by f(x)por (this is different from the polynomial terms of f(x) considered as a Laurent polynomial). We
use the same notation for infinite formal sums f(x) of irreducible GL; characters, in which case f(x)pol
is a symmetric formal power series.

The Weyl symmetrization operator for GL; is

_ $(x)
o ($(xi, ... x1)) = WZE;ZW (Hi<,-(1 —xj/x,-)) : 37)

For dominant weights A, the Weyl character formula can be written y, = o (x!). More generally, if
¢(x) = ¢(x1,...,x;7) is a Laurent polynomial over any field k, then o (¢(x)) is a virtual GL; character
over k.

The Hall-Littlewood symmetrization operator is defined by

$(x)
H' = . 38
) =0 gy G9
If ¢(x) = ¢(xy,...,x;) is a rational function over a field k containing Q(g), then Hil((p(x)) is a

symmetric rational function over k. If ¢(x) is a Laurent polynomial, we can also regard Hf] (¢(x)) asan
infinite formal sum of GL; characters with coefficients in Kk, by interpreting the factors 1/(1 — g x;/x;)
as geometric series 1+ g x;/x; + (g x;/x j)z + ---. We always understand Hﬁl(¢(x)) in this sense when
taking the polynomial part Hﬁl (¢(x))pol.-

We also use the two-parameter symmetrization operator

1—qrxl~/x,->) ) U( @) Mic;(1 — g 1i/x;) 9

(
1 _ml
H,,(¢(x)) =H, ¢(x)l_[ (I —1xi/x;) i (1= gxi/x))(1 = txi/x))) |

i<j

Again, if ¢(x) is a rational function over k = Q(g, t), then Hfl‘ . (#(x)) is a symmetric rational function
over Kk, while if ¢(x) is a Laurent polynomial, or more generally a Laurent polynomial times a rational
function which has a power series expansion in the x; /x; for i < j, we can also interpret H; (#(x)) as
an infinite formal sum of GL; characters, similarly to equation (38). This series interpretation always
applies when taking H., , (¢(x))pol-

Fixing k = Q(g, t) once again, let T = T'(k[z*']) be the tensor algebra on the Laurent polynomial
ring in one variable, that is, the noncommutative polynomial algebra with generators corresponding to

the basis elements z of k[z*'] as a vector space. Identifying 7" = T (k[z*']) with k[z{', ..., z=1,
the product in T is given by ‘concatenation’,
fog=rf(zt .28 (ks - o 2ukat), for feT* geT (40)

The Feigin—Tsymbaliuk shuffle algebra [8] is the quotient S = T/I, where [ is the graded two-sided
ideal whose degree / component I/ C T is the kernel of the symmetrization operator qu’, in variables
Z1, - .-, 21, as explained further in [2, §3.5].
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Let £* C &£ be the subalgebra generated by the Ax(X™") for m > 0. We leave out the central
subalgebra F since the relations of £* (as we will see in a moment) do not depend on the central
parameters.

The image of £* under the antiautomorphism ® in §3.1.6 is the subalgebra ®(£*) generated by
the Ax(X"™") for n > 0. Note that our convention § € (—n, ] when the subscript is omitted yields
O(f(X™™)) = f(X™™) for Ag(X™™) C E7 since the branch cut is in the third quadrant.

Schiffmann and Vasserot [25] proved the following result. See [2, §3.5] for more details on the
translation of their theorem into our notation.

Proposition 3.3.1 [25, Theorem 10.1]. There is an algebra isomorphism ¥ : S — E* and an anti-
isomorphism Yy = ® o y: S — ®(EY), given on the generators by ¥ (z%) = p[-MX"%] and
YP(z) = pr[-MX“"].

To be clear, on monomials in m variables, representing elements of tensor degree m in S, the maps
in Proposition 3.3.1 are given by

Y2y = pr [-MX ) py M X “D
WP gg) = pr[=MXO ] py [-MXAT). “2)

Later, we will need the following formula for the action of ¥ (#(z)) on A(X).

Proposition 3.3.2 [2, Proposition 3.5.2]. Let ¢(z) = ¢(z1, . . ., 21) be a Laurent polynomial representing
an element of tensor degree Lin S, and let { = Y (¢(z)) € E* be its image under the map in equation (41).
With £ acting on A as in Proposition 3.2.1, we have

w(¢ - D (x1, . x) = H ((0)pol. (43)

4. Schiffmann algebra reformulation of the symmetric function side
4.1. Distinguished elements Dy, and E,

Negut [19] defined a family of distinguished elements Dy, € £, indexed by b € Z!, which in the
case [ = 1 reduce to the elements in Proposition 3.2.3(i). Here, a remarkable symmetry between these
elements and their images E, under the anti-involution ® will play a crucial role. After defining the
Negut elements, we derive this symmetry in Proposition 4.3.3 with the help of a commutator formula
of Negut [20].

Definition 4.1.1 (see also [2, §3.6]). Given b = (by, ..., b;) € Z!, set

Zbl “ee Zbl
$(2) = — A ———, (44)
A -qrzi/zin)

and let v(z) = v(z1, ..., z) be a Laurent polynomial satisfying Him(v(z)) = Hf]’,(qﬁ(z)). Such a v(z)
exists by [19, Proposition 6.1] and represents a well-defined element of the shuffle algebra S. The Negut
element Dy, and the transposed Negut element E,, where a = (by, ..., b;) is the reversed sequence of

indices, are defined by
Dy =Dy, = (v(z)) €ET (45)
Ey = Ep,,...p, = @(Dp) = ¢P(v(2)) € ®(ET). (46)

We should point out that, strictly speaking, the Negut elements in the case / = 1 are defined to
be elements D, = p|[-MX"“] and E, = p;[-MX%!] of £, while in Definition 3.2.2, we used the
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notation D, and E, for operators on A. However, by Proposition 3.2.3, these Negut elements act as the
operators with the same name, so no confusion should ensue.
Later, we will use the following product formulas, which are immediate from Definition 4.1.1.

Dp,,...p; Dbyy,....bp, = Dby, sby = 4t Dby, bya 1,1, by » 47
,,,,, a1 Eal,...,al = Ean,.‘.,al - qtEan,..l,am—l,a1+l,...,a1 . (48)

As noted in §3.1.5, the internal action relations determine the action of Ax(X%!) on ®(£*). Using
the anti-isomorphism between ®(E*) and the shuffle algebra, we can make this more explicit.

Lemma 4.1.2. Let ¢(2) = ¢(z1,...,2n) be a Laurent polynomial representing an element of tensor
degree n in S. Then

(Ad f(X)) Y P(8(2) =P ((Wf) (21,0 20) - $(2)). (49)

As a particular consequence, we have

(Adf(Xl’O))E — lﬁop (wf)(ZI, ey Zn) . Z(lll e Zzn (50)
Apseees ay — —

5 (=gt zi/zin)
Proof. This follows immediately from the rule in §3.1.5 for Ad f acting on a product. O

4.2. Commutator identity

We use a formula for the commutator of elements D, and Dy, and a similar identity for E, and E},. This
commutation relation was proved geometrically by Negut in [20], but to keep things self-contained, we
provide an elementary algebraic proof. It is convenient to express the formula using the notation

b fi fora <b+1

b
DHh=1 (51)

i=a -ya b fi foraxb+1.

As a mnemonic device, note that both cases can be interpreted as 3.2, fi — 272, fi-

Proposition 4.2.1 [20, Proposition 4.7]. For any a € Z andb = (by,...,b;) € 7! we have

I b
#
[Da, Dy, ps,....00] = —MZ Z Dip,.....bio1 ksa+bi—k,bis1,...b (52)
i=1 k=a+1
I b
#
[Eb,,...02.01> Eal = —MZ Z Epy,....bis1,atbi=k,k,bi1,....b1 - (53)
i=1 k=a+1

We will need the following lemma for the proof. The notation (X)) is defined in equation (19). Since
plethystic substitution into Q(X) is characterized by

Q[a1+a2+~-—b1—b2—---]=%, (54)
we have
o[Mz) = L2991y qpopg) = UZDU =9t (55)

T (1-2)(1-qt2) (1-gz)(1-tz2)
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Lemma 4.2.2. For any f(2) = (21, .., 2m) antisymmetric in z; and z;1, we have

Hy', (Q[M zi/zi11]f(2)) = 0. (56)

Proof. The definition of H7', and equation (55) imply that

H', (QIM zi/zin] f(2) = ) w f(z)]’[1 Ta [ el-mMzzd|, 6D
wES, J*k j<k
(7, k)#(i,i+1)

which vanishes since f(z) is antisymmetric in z; and z;,1. ]

Proof of Proposition 4.2.1. 1dentity (53) for [Ey,,... »,, Eq] follows from equation (52) by applying the
antithomomorphism @, so we only prove equation (52), which can be written

l i
Dy,Dy—-DyDs+M Z Z#Dbl,..A,b[,l,k,a+bi—k,b,-+1 ,,,,, p =0. (58)

i=l k=a+l

Using Definition 4.1.1 and the isomorphism ¢ : § — £*, we can prove equation (58) by showing that
a rational function representing the left-hand side is in the kernel of the symmetrization operator Hf;;
For this, we can work directly with the rational functions ¢(z) in equation (44); there is no need to
replace them explicitly with Laurent polynomials having the same symmetrization.

Let ¢(z) be the function in equation (44) for Dy, and set

by bi_1 b; by

B(2) = B(Z1u s ZitsZarta v 711) = S e )
(I-gtzi/zirr) TI (1- thj/ZJH)
<j<l
Jizjz 1
To prove equation (58), we want to show
! by #_b1 bi—1 _k _a+b;—k _biy by
. 121 . §+1Z1 U L% Lk T
H,/ (ZI #(21) - d(zih)zf + M - ) =0. (60)
j:l(l - C]th/Zj.H)
Since z{¢(Z;) — ¢(Ziv1)zf,, is antisymmetric in z; and z;41, Lemma 4.2.2 implies
Z Hl”( [M zi/zist ] (2f ¢(%i) - ¢(2i+1)z§‘+1)) =0. (61)
The first formula in equation (55) is algebraically the same as
M
QMz]=1- .
[M] (I1-zH(1-gqtz)
After substituting this into equation (61), the linearity of Hl+} gives
! A A
27 ¢(%) — ¢(2i1) 7],
H! (zf‘ Z) = ¢(zh)zl, - M—— i ) =0. 62
q’t(z PO — ez (1 =z /z) (1 = gt zi/zi1) (©2)

i=1
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The terms z{'¢(Z;) — ¢(zi31)zf, | telescope, reducing this to

i+1

(63)

H'| (z1¢(11) P(2ir1)2y — MZ (1- S ):O.

Zl+1/Zl)(1 quz/Zz+1)

If we use the convention zo = 0 and z;42 = o0, collecting terms in z{¢(Z;) and some further algebra
manipulations give

Z (@) - pEil, il ! ! lz“(b(f)
Zi+ - Zi+ - Zi Zi- g i
L -qr5) "G 0-500-qr55) (-2 -qr g
‘i Zp(Z) (1 - qri’H‘ ( 1 1 )
= Z Ziel i
S (=g (L-qrgp) M= 1=
z ¢(Zi)(1—6]f2.—+:) g ¢(zi) (1 - g5
141 i L -
Lk (1-gr3h)(1- g (1—qt (1 -q12%)
= 1 — it .
i=1 “

Expanding the definition (59) of ¢(Z;) for each i yields

~ b b; b; b
(@)1 —qtzim/zm) 7 5T gy
(I—qtzi-1/z)(1 = qtzi/ziv1) ]—1321(1 —qtz;/zj+1)

so that
abi _ b
R Zl Zb] .. Zbi_l . Zl Zl+1 Z Zl+1 . I?,q.] . Zbl
Z i p(Z) — ¢(zin)zdy, =171 i-1 1 —ziv1/zi i+2 I+
(l_zl+l/zl)(1_qtzl/zl+l) Hi’:l(l_qtzj/zj"'l)
b bi- #_k_atbi—k\ _bi. b
~2im Ll ( Z RN B R
H§=1(1 - thj/Zj+1)
Identity (60) follows by substituting this back into equation (63). O

4.3. Symmetry identity for Dy, and E,

Next, we will prove an identity between certain instances of the Negut elements Dy, € £* and transposed
Negut elements E, € ©(E™). Before stating the identity, we need to describe how the indices a and b
will correspond.

Definition 4.3.1. A south-east lattice path y from (0, n) to (m, 0), for positive integers m, n, is admissible
if it starts with a south step and ends with an east step; that is, y has a step from (0, n) to (0,n — 1) and
one from (m—1,0) to (m, 0). Define b(y) = (b4, ..., b,,) by taking b; = (vertical run of y at x =i —1)
fori=1,...,mand a(y) = (an,...,a1) witha; = (horizontal runof yaty =j—-1)forj=1,...,n
Set Dy = Db(y) and Ey = Ea(y)-

Note that, if y* is the transpose of an admissible path y with b(y) = (by,...,b;) and a(y) =
(an,...,ay), as above, then a(y*) = (b, ..., b1) and b(y") = (ay,...,a,), and E;, = ®(D+).
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Example 4.3.2. Paths y and y* below are both admissible. Path y is from (0, 8) to (4,0) with b(y) =
(2,1,3,2)anda(y) =(0,1,1,0,0, 1,0, 1), whereas y* is from (0, 4) to (8,0) and hasa(y*) = (2,3, 1,2)
and b(y*) = (1,0,1,0,0, 1, 1,0).

*

Y

Proposition 4.3.3. For every admissible path vy, we have D, = E,.

Proof. Let y be an admissible path y from (0, n) to (m, 0), where m, n are positive integers.

We first establish the case when n = 1. In this case, E, = E,, = pi1[-MX™!] and D, = Dyyn-1.
If m =1, these are E1 = D = p; [-MX"']. In general, equation (24) implies E,, = p; [-MX™1] =
(Ad py (XL 1p [-MX"1] = (Ad p; (X10))™ 1D/, while equation (17) and the commutator iden-
tity (52) imply (Ad p1 (X)) D ox = [p1(X"?), Dygx] = —(1/M)[Dg, Dgr] = Dok, and therefore
(Adpi1(X"9)™'Dy = Dygu-r.

Using the involution @, we can deduce the m = 1 case from the n = 1 case:

D), = Dn = (I)(En) = q)(Dl’On—l) = Eonfl’] = Ey. (64)

For m,n > 1, we proceed by induction, assuming that the result holds for paths from (0, n") to (m’, 0)
when m’ < mand n’ < nand (m’,n’) # (m,n).

For a given m, n, there are finitely many admissible paths y, and thus a finite-dimensional space V
of linear combinations ', ¢y D, involving these paths. Let V’ C V denote the subspace consisting of
linear combinations which form the left-hand side of a valid instance of the identity

DleyDy =) ¢y E,y. (65)

Y Y

Note that V' = V if and only if D, = E,, for all the paths y in question.

We will use the induction hypothesis to construct enough instances of equation (65) to reduce each
D,, modulo V' to a scalar multiple of D,,, where 7y is the path with a south run from (0, n) to (0, 0)
followed by an east run to (m, 0). We will then prove one more instance of equation (65) for which the
left-hand side reduces to a nonzero scalar multiple of D, , showing that V' = V.

Suppose now that y # yo. Then y contains an east step from (m; — 1,n;) to (my,ny) and a south
step from (my, ny) to (my,ny — 1) for some m| + my = m and n| + n, = n. In particular, y = v - n for
shorter admissible paths v and 77, where v - 1 is defined to be the lattice path obtained by placing v and
n end to end; thus, v - 57 traces a copy of v from (0, n; + ny) to (my, np) and then traces a copy of  from
(my,ny) to (my +my,0).

Define vy’ = v -’ n to be the admissible path obtained from v - 1 by replacing the east-south corner
at (mp, np) with a south-east corner at (m; — 1,n, — 1); v’ contains a south step from (m; — 1, ny) to
(my — 1,ny — 1) and an east step from (m — 1,ny — 1) to (my,ny — 1).

The product formulas (47) and (48) imply that the elements corresponding to the paths constructed
in this way satisfy

D,D,=D,,—qtDy.,, and E,E,=Ey,,—qtE,.,. (66)
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By induction, D, = E, and D, = E;, so equation (66) implies D, — gt D, = E, — gt E,. In other
words, in terms of the space V' defined above, we have D, = gt D, (mod V”). Using this repeatedly,
we obtain D, = (g t)h(V)Dy() (mod V) for every path y, where h(7y) is the area enclosed by the path y
and the x and y axes.

To complete the proof it suffices to establish one more identity of the form (65), for which the
congruences D, = (g t)h(V)DYO (mod V’) reduce the left-hand side to a nonzero scalar multiple of D).

We can assume by induction that D, gm-2 = Egn-1 ,,,_; since this case has the same n and a smaller m.
Taking the commutator with p; (X"?) on both sides gives

1
—M[Do, D, gn2]=[p1(X"°), D, gm2] = (Ad p1(X ) Egn-t i (67)

Using equation (52) on the left-hand side and equation (50) on the right-hand side gives

-1 n—1

Dt k. om2) = Z E(0n-1 m-1)+ e+ (68)
0 =0

S

=~
1l

Now, for I < k <n -1, wehave D,,_y x om-2) = Dy and E(gn-1 ;,_1)4, , = Ey for an admissible path
with i(y) = k, as displayed below.

n—k
k
w_/
m-—1

This shows that equation (68) is an instance of equation (65). The previous congruences reduce the
left-hand side of (68) to (1 + gt +---+ (¢1)""1)D,,. Since the coefficient is nonzero, we have now

established a set of instances of equation (65) whose left-hand sides span V. O
Corollary 4.3.4. For any indices ay, . . .,a;, we have
Ea; ..... a,ap * 1= Eal ..... a,0 " 1. (69)

Proof. Torephrase, we are to show that E; 4, 4, - 1 does not depend on a;. The symmetry f(X"™")
F(X™MHmy of ®(EY) sends Ey,,.a, t0 Eqy4r,....a,+r- By [2, Lemma 3.4.1], the action of € on A satisfies
VI F(X™MVT = f(X™™) and since V(1) = 1, this gives V'Ey,, _ ay.a, - | = Eqpar.....ap+r,ar+r 1.
Hence, we can reduce to the case that a; > O for all i.

By [2, Lemma 3.6.2], we have that Dy, p, 0.....0 - 1 is independent of the number of trailing zeroes.
In the case that b; > Oforalliand b; > 0, this and Proposition 4.3.3 imply that E,, . 4, -1is independent
of ay, provided that a; > 0 for all i and a; > 0. However, we already saw that this suffices. ]

4.4. Shuffling the symmetric function side of the extended delta conjecture

We can now give the promised reformulation of (7).

Theorem 4.4.1. For 0 <[ <m < N, we have

(w(hl [B]em—l—l [B - 1]eN—l))(xl’ e vxm) = Hgiz (¢(x))pol ’ (70)
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where
xl .. .xm —
Xx) = An-m(X1, .. xm)er(x2, ..o Xm), (71)
#( [L:(1 = qtxi/xis1) ' met( 2
and e;(x2, ..., Xm) = el(xgl, ..., x;1) by our convention on the use of the overbar.

Proof. For any symmetric function f set g(X) = (wf)[X + 1/M]; then equation (31) gives an identity
in A forevery ¢ € £

FIBIZ-1=g(X"0) ¢ 1= > ((Adgy (X)) ) gy (X") - 1, (72)

where g[X + Y] = X g1)(X)g)(Y) in Sweedler notation and we used the general formula g ¢ =
2. ((Adg1)){)g(2)- Since g[X +Y] = (wf)[X +Y + 1/M], and h[B] - 1 = h[0] - 1 for any h(X), the
right-hand side of equation (72) is equal to

D (Ad @y (X)) O) (wfy (X0 +1/M] - 1
= > ((Ad @y (X)) ) (Wi [0] - 1 = (Ad (@)(X)) ) - 1. (73)

Letn =N — 1. Taking { = E,, ... 4, and using equation (50), this gives

.....

f[B] Anseens 1= f(Zn, .. ’Zl) Z; . le d Ean+r,, ..... ar+ry,a+ry ° 1. (74)
By Corollary 4.3.4, the right-hand side is a function of f(z,...,z2, 1) since the substitution for the
monomial z* does not depend on the exponent r;. Expressing f(zy,...,z2,1) as flzp +---+ 20 + 1]

and then substituting f[X — 1] for f(X) yields
f[B - l]Ean ..... a) ’ 1= f[Zn +Z2] Z Z2 = Ean+rn ..... ar+ry,a; * 1. (75)
By [19, Proposition 6.7], Epn = ®(Dgn) = D(e,[-MX'O]) = e,[-MX"'] (see also [2,

Proposition 3.6.1]).
Using equation (75), we therefore obtain

er1[B—1len=ert[zn+---+2l |22 = Epp o]
= ) Egqo-l= Eea-1,  (76)
11 ]=k—1 1]=k-1

where the sum is over subsets I C [n— 1] and &; = }};¢; &;. The terms in the last sum are just E;(,,) - 1
for paths v from (0, n) to (k, Q) with single east steps on any k — 1 chosen lines y = j for j € [n - 1],
and a final east step at y = 0. Denote the set of these admissible paths by Py ,,. For instance, with n = 8

,,,,,,,

By equation (74), applying ;[ B] to equation (76) gives

[Blex-a[B=1len= > > Ersae)- (77)
VEPK n rle\N';
r

This last expression is the sum of E,, - 1 over admissible paths y from (0, n) to (k +,0), together with
a choice of k — 1 indices j € [n — 1] for which y has at least one east step on the line y = j. We can
consider these indices as distinguishing k — 1 east-south corners in y. However, we can also distinguish
these corners by their x coordinates, that is, by a set of k — 1 indices i € [k +[— 1] for which y has at least
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one south step on the line x = i. Setting m = k + [ and using Proposition 4.3.3, this yields the identity

lBlemii[B=1len= Y Deamyg 1. (78)
seN":|s|=n—k
1c(2,m],|I|=l
Now, since
X8 = x e x ek (X1 - xm) el (X2, - Xm) (79)
seN™:|s|=n—k
I1C(2,m],|T|=l

the definition of Dy, and Proposition 3.3.2 imply that

w( Z Ds+(1’")—81 -1 (-xls R Hrqn,t((ﬁ(x))pol (80)
seN:|s|=n—k
1¢[2,m],|1|=l
with ¢(x) given by equation (71). O

Remark 4.4.2. For any b € Z™, [2, Corollary 3.7.2] gives that the Schur expansion of w(Dy, - 1) involves
only s,(X) with £(1) < m. Hence, although Theorem 4.4.1 is a statement in m variables, it determines
w(hi[Blem-1-1[B — 1]en—;) by equation (78).

5. Reformulation of the combinatorial side
5.1. Statement of the reformulation

We reformulate (14) by explicitly extracting the coefficient of z¥~". The most natural form of the
resulting expression involves a generating function Ng,, for g-weighted tableaux rather than partially
labelled paths. For now, we work only with the tableau description of Ng,, butin §6.2, we will see that
Npg/q is a truncation of an LLT series introduced by Grojnowski and Haiman in [12].

The g-weight in our reformulation involves two auxiliary statistics: for 7, 7 € N, define

Aty = Y. Ampny+7) 0 e+ 7= 1], (81)

1<j<r<m

with [a,b] = {a,...,b} and [b] = [1, b], and for a vector i of length n and I C [n], define
hi(m)=H{(r<s):rel,s¢lns=n+1}, (82)

where (r < s) denotes a pair of positions (r,s) inp with 1 <r <s < n.
Our reformulation of (14) is stated in the following theorem, proven at the end of this section.

Theorem 5.1.1. For 0 <[ <m < N, we have

(ZN-my Z /16/4] 1_[ (14 7176V gl (P) Wi, (P)

A€eDy 1<i<N
PeLy () ci(D=ci-1 (D)+1

= Z Z tRlgA ORI QN (6 0y (1m) o) (@00 +e) (X3 9) s (83)
JC[m-1] 7,(0,a)eN™
|J =l |T|=N-m

where Ng, o is given by Definition 5.2.1 below.
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5.2. Definition of Ng/,

For a, B € Z! such that a j < B; for all j, define B/« to be the tuple of single row skew shapes (8;)/(a;)
such that the x coordinates of the right edges of boxes a in the j-th row are the integers a; + 1, ..., 3;.
The boxes just outside the j-th row, adjacent to the left and right ends of the row, then have x coordinates
a; and B; + 1. We consider these two boxes to be adjacent to the ends of an empty row, with a; = §;,
as well.

Given a tuple of skew row shapes B/ «, three boxes (u, v, w) form a wy-triple when box v is in row r
of B/a, boxes u and w are in or adjacent to a row j with j > r and the x-coordinates i, i,, iy, of these
boxes satisfy i, = i,, and i,, = i,, + 1. These triples are a special case of o-triples defined for any o € §;
in [2]. We denote the number of wy-triples in 8/a by h,, (8/@). The reader can verify that

huo(Bla) = > |l + 1, 8,1 0 [y 851 (84)

r<j

For a totally ordered alphabet A, a row strict tableau of shape 8/« is a map S: B/a — A that is
strictly increasing on each row. The set of these maps is denoted by RST(3/«, .A). For convenience,
given a, B € Z! with some a; > f3;, we set RST(B/a, A) = 2.

A wo-triple (u, v, w) is an increasing wo-triple in S if S(u) < S(v) < S(w), with the convention that
S(u) = —oo if u is adjacent to the left end of a row of B/a and S(w) = oo if w is adjacent to the right
end of a row. Let h,,,(S) be the number of increasing wo-triples in S.

For § € RST(B/a,N), define

M= [T xsw and 2O = [ xs (85)
ueB/a, S(u)#0 uep/a
Definition 5.2.1. For o, 8 € N, define

Ngta =Nga(X;q) = ). gm0, (86)
SEeRST(B/ @,Z=0)

Note that, if a; > g; for any j, then Ng,, = 0 by our convention that RST(3/a, A) = .

Remark 5.2.2. It is shown in [2, Proposition 4.5.2] and its proof that, for a;, 8 € N, wNg/, is a
symmetric function whose Schur expansion involves only s, where £(1) < m.

5.3. Transforming the combinatorial side

To prove equation (83), we first associate each Dyck path with a tuple of row shapes recording vertical
runs.

Definition 5.3.1. The LLT data associated to a path A € Dy are
B=0,c20()+1,...,eny(A)+1) and a = (c2(1),...,cn(1),0),

where c¢;(1) counts lattice squares between A and the line segment connecting (0, N) to (N,0) in
column 7, numbered from right to left, as in Lemma 2.2.4.

Figure 2 shows the LLT data 3, @ associated to the path A in Figure 1. Note that 3; (resp. @;) is the
furthest (resp. closest) distance from the diagonal to the path A on the line x = N — i so that 8; — «; is
the number of south steps of A on that line.

This association allows us to relate g-weighted sums over partial labellings to the Ng/ 4.
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—00 OO

—00 [0]6]c0
—00 OO
—00 ‘OO

Figure 2. For B = (12211123233), @ = (11000121220), there are h,,(B8/a) = 29 wo-triples in B/a.

The row strict tableau S of shape 8/a has hy,,(S) = 15 increasing wo-triples, AW (S) = x%xzxgx?‘xsxé,
and xW'S) = x%x%x2x§x2x5x6.
Lemma 5.3.2. For A € Dy and its associated LLT data «, 8, we have
Do g PP = N NG e (X3 q) (87)
PeLy (1) IC[N-1]
=l

Proof. There is a natural weight-preserving bijection mapping P € Ly (1) to S € RST(8/a, N), where
the labels of column x = i of P, read north to south, are placed into row N — i of 8/, west to east. See
Figures 1 and 2. Moreover, dinv(P) = h,, (S). To see this, let P be the same labelling as P but with the
ordering on letters takentobe O > 1 > 2 - - - . Itis provenin [2, Proposition 6.1.1] that dinv, (P) = Ny (S),
where dinv, (P) was introduced in [13] and matches dinv(P) as discussed in Remark 2.2.3. The bijection
restricts to a bijection from L (1) to the subset of tableaux S € RST(8/«a, N) with exactly / 0’s, none
in row N. This gives

qdinV(P)th+(P) — qth (S)xW[+(S) . (88)
PeLy 1(2) IC[N-1] SERST(B/a,N)
[I1=l O inrowsiel
The claim then follows from Definition 5.2.1 and the following Lemma. O

Lemma 5.3.3. For a,8 € NN and S € RST(B8/a,N), let I C [N] be the rows of S containing a zero
and let T be the tableau in RST(B/(a + €1), Z~() obtained by deleting all zeros from S. Then

hW()(T) = hW(](S) - hl ((l) > (89)

where hy () is defined in equation (52).

Proof. Consider an increasing wo-triple (u, v, w) of S; the entries satisfy S(u) < S(v) < S(w), v lies
in some row r and both u and w lie in a row j > r. When r ¢ I, either j ¢ I so that (u,v,w) is an
increasing wo-triple of T with the same entries as S, or j € I and S(u) = 0 changes to 7 (1) = —co where
still (u,v,w) is an increasing wo-triple of 7. However, if r € I, S(v) = 0 changes to T'(v) = —oco and
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thus (u, v, w) is not an increasing wo-triple of 7. Note the increasing condition implies that this happens

only when j ¢ I and @, = @; — 1 since S(u) < 0 < S(w). Thus (89) follows. O
Definition 5.3.4. Given a = (ay,...,am-1) € N Vand 7 = (11,...,7n) € N, we define two
sequences By and @, of length || + m as follows.

The sequence B, is the concatenation of sequences (1,2, ..., 7i+1)and (a;-1+1,a;-142,...,a;-1+
7+ 1) fori =2,...,m. The sequence a, is the same as B,, except in the positions corresponding to
the ends of the concatenated subsequences. In these positions, we change the entries 71 + 1,a; + 7> +
1,....,am-1+Tm+1in Bar toay, as, . ..,am-1,0. Equivalently, @, is the same as the sequence obtained

by subtracting 1 from all entries of B, and shifting one place to the left, deleting the first entry and
adding a zero at the end.

Example 5.3.5. For a = (130012) and 7 = (2311022),

0,a)+ (1™ +7=( 3 5 5 21 4 5)
Bar=(123 2345 45 12 1 234 345) ©0)
Qar = (121 2343 40 10 1 232 340)°
(a,0) = (1 30 0 1 2 0)

The wider spaces show the division into blocks of size 7; + 1. The last entry of a4, in each block is a;,
and the next block in @, and S, starts with a; + 1.

Lemma 5.3.6. ForO </ <m <N,

<ZN—m> Z (1674l 1_[ a +Zt—c,-(/l))qdinv(P)xwu(P)

AeDy 1<i<N
PeLpy () ci (D)=c;_1 (D)+1
Z Z Rl ING v (X)) - (91)
IC[N-1] 7,(0,a) eN"
\Il ) |T|=N-m

Proof. Use Lemma 5.3.2 to rewrite the left-hand side of equation (91) as

@y A T () 3 g NG g, (92)
A€D 1<i<N IC[N-1
N i (D=cr1 (A)+] T

where 8= (I1V) +(0,c2(2),...,cn (1), @ = (c2(A), ..., cn(A),0) are the LLT data for 1. Note that a
tuple ¢ = (¢, ca,...,cn) € NV is the sequence of column heights ¢; (1) of a path A € Dy if and only
if cg < cg-1+ 1forall s > 1 and ¢ = 0; in this case, |§/1| = |c|. Replace Dy in equation (92) by these
tuples, and expand the product to obtain

<ZN—m> Z Z t|c|_2ieA Ci ZlA‘ Z qh,(a) Nﬁ/(a+£1)

[NI\{1} ci<cii+l Vi 1c[N-1]
ci=ci-1+1 VieA |I‘=l
= Z Z tZjes €i Z th(ﬂ) Ngj(arer)> (93)
{(1}CTCIN] cj=c; 1+ VjgJ IC[N-1]
|J |=m |I=1

where the equality comes from reindexing with J = [N] \ A and noting that we can drop the condition
cj <cj1+1VjeJbecause Ng/(arsp) = 0ifany (a +&7); > a; > B;.

If we replace the sum over J by a sum over {tr € N : |7| = N —m}using J = {1,711+ 2,71 + » +
3,...,7T1+ -+ Ty + m}, then, for fixed J (or fixed 7), the sum over ¢ can be replaced by a sum over

c=(0,1,2,...,1,a,a1+1,...,a1+1m,as,...,4n-1+Tm) (94)
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((0.2) + (1) +7)/(2,0) Bar ar
g RN
|
|
y ‘ T
|
r T |
r-1 (I - (I
; EREN i EREN

Figure 3. Comparing the tuples of rows Baz/@ar and ((0,a) + (1) + 7)/(a,0) for a € N and
T € N" Here,a; =2, a,_1=0,a, =3 and 7, = 5.

for a ranging over N”*~!. Note that 2 jes ¢; = |a]. With this encoding of ¢, we have B/ = Bar/@ar
in the notation of Definition 5.3.4, and the quantity in equation (93) becomes the right-hand side of
equation (91). |

We make a final adjustment to the right-hand side of equation (91). This sum runs over tuples
Bar/(aar + &) with |7| necessarily empty rows which can be removed at the cost of a ¢ factor. We
introduce some notation depending on a given a € Nm-l 7 = (t1,...,Tm) € N and the associated
Bazr/@ar from Definition 5.3.4. First, we set j; = j+ 2., <; 7x for j € [m], so the entry of B in position
Jrisaj_1+7;+1,0or7 +1if j =1, and the entry of @, in the same position is a; or 0 if j = m. For
asubset J C [m], we set J; = {j : j € J}. In positions i ¢ [m]y, the sequences Bar and aar agree,
SO row i is empty in B, /aar. The tuple of row shapes obtained by deleting these empty rows from
Bar/@ar is ((0,a) + (1) + 7)/(a,0), where row j € [m] corresponds to row j; of Bar/@az; note that
rows (j — 1); and j; are separated by 7; empty rows. See Figure 3.

Lemma 5.3.7. ForJ C [m],a € NV andt e N™ ler | = Jy. Then

d((0,a),7)-1,

Ngye/(anerer) =4 @D N (0.2)+(1m)+1) /(0.0 +25) » 95)

where h',(a, 1) = i{(] <r)y:jel,reml,a; €lar-1,ar-1+7 — 1]}| with ag = 0, and d((0,a), T)
is defined by equation (S1).

Proof. Setag =0.Wecanassume a;+(gy); < aj_1+7;+1forall j € [m] since otherwise both sides
of equation (95) vanish by Definition 5.2.1. Hence, each side is a g-generating function for row strict
tableaux on tuples of single row skew shapes; rows of B4+ /(@ar + £1) on the left-hand side differ from
the right-hand side only by the removal of empty rows r ¢ [m];. Thus, the two sides agree up to a factor
qd , where d counts wo-triples of 8,7 /(@ar + £1) involving one of these empty rows.

To evaluate d, consider such an empty row (b)/(b), coming from b € {a,_; +1,...,a,-1 + 7} for
some r € [m]. The adjacent boxes on the left and right of this empty row form a wy-triple, increasing in
every tableau, with one box in each nonempty lower row j1, of the form (a;_; + 7; + 1)/(a; + (g;);),
suchthat b € [a;+ (gs); + 1,a;-1 + 7; + 1]. Hence,

d= Z [laj+ (en)j aj-1 + 7] 0 [ar-1,ary + 1 — 1]

I<j<r<m
= > lajasmlniaa+n-1= > a0 laam+7 -1
1<j<r<m 1<j<r<m

jeJ
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The sum after the minus sign is 4/, (a, 7). To prove that the remaining sum is d((0, a), 7), first rewrite
it as

> (ltaj, ) nlarr,ar+7 = 1| =|laj1 + 7+ Leo) N [arr,ar i+ = 1)), (96)

1<j<r<m
using the fact that a; < a;_; + 7; + 1 by assumption. Next, observe that since ag =0 < a,_1,
‘[ar—l’oo) N [ar—lvar—l + 7 - 1]| = |[a0700) n [ar—laar—l + 7 - 1]|

Adding Z]<J»<r |[aj,1 ,0) N [ay—1,a,-1 + 7, — 1]| to both sides, it follows that

Z |[aj’oo)m[ar—lsar—l+Tr_1]|: Z |[aj—l’°o)m[ar—l’ar—l""rr_l”-

1<j<r 1<j<r

Hence, formula (96) is unchanged upon replacing [a, o) with [a;_1, c0) and is thus equal to
Z laj-1,aj-1 + 7,10 [ar-1,a,1 + 7, = 1]| = d((0,2), 7). -
1<j<r<m

Proof of Theorem 5.1.1. Consider a summand ¢2lg"1(@ac)Ng .+ on the right-hand side of iden-
tity (91) for I C [N — 1], a € N""!, r € N". It vanishes unless I = Jp for some J € [m — 1] since
Ng/(a+sr) = 0 when (a + &7); > B; for some index i. For I = J;, we can use Lemma 5.3.7 to replace
this summand with t‘alqd((o’a)"r)+h’((l*”)_h,l (a71) N((0,a)+(1")+7)/((2,0)+&) -

It now suffices to prove that, for @ = a,+,

hi(a) = hy(a,7) +hy(a). o7

We recall that N = m4 and note that [N] \ I = ([N]\ [m]y) U ([m]y \ 1) = ([N]\ [m]p) b ([m] \ J)1.
Hence, h;(a) = |{(x <y):xel,ye[N]\l,ay=ax+ l}| =|81| +|S,| for

Si={(x<y):xeJp,ye[N]\[m]y, @y =ay+1},
So={(x<y):xedp,ye(m\J), ay =ax+1}.

Since @, = 0 implies (x < my) ¢ S5 for all x < mq, we use that a,, = a,,, for every u € [m — 1] to see
that

hj(a)=|52|=|{(j<r):jGJ,re[m—]]\J, ar=aj+l}|. (98)

Furthermore, {(j <r): jeJ,r € [m],a,.1+1 <aj+1 < a,_1+7,} and S| are equinumerous, as we
can see by letting a pair (j < r) in the first set correspond to the pair (j; < y) in S, where y is the unique
row index in the range (r — 1); <y < rpsuchthatey = @, +1=a; + 1, as illustrated in Figure 3. O

6. Stable unstraightened extended delta theorem

6.1. Overview

By Theorems 4.4.1 and 5.1.1, the extended delta conjecture is equivalent to
[lisi<i<m(l —qgtxi/x;) -
H(r]n plsym L X1 XmhNom (X1, Xm)er (X2, o X)
Hi<j§m(1_t'xi/‘xj) pol

- Z Z plalg (O, D (@) (WNgjo) (X1, Xmiq) s (99)

JC[m-1] (0,a),TeN™
|J|=l |T|=N-m
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where B8 = (0,a) + (1) + 7, @ = (a,0) + &5 and (wWNg/q) (X1, - .., Xm: q) is WNg/o(X; g) evaluated in
m variables.

Although this is an identity in only m variables, it does amount to the extended delta conjecture by
Remarks 4.4.2 and 5.2.2: Both w(h;[Blen—i-1[B — 1]en—;) and wNg;o(X; q) for the @, B arising in
equation (99) are linear combinations of Schur functions s, with £(1) < m.

By Proposition 6.2.2 (below, proven in [2]), the functions wNg/, on the right-hand side of equation
(99) are the polynomial parts of the ‘LLT series’ introduced in [12], making each side of equation
(99) the polynomial part of an infinite series of GL,, characters. We then prove equation (99) as a
consequence of a stronger identity between these infinite series.

Hereafter, we use x to abbreviate the alphabet x1, . . ., x,.

6.2. LLT series

We will work with the (twisted) nonsymmetric Hall-Littlewood polynomials as in [2]. For a GL,,, weight
A €Z™ and o € Sy, the twisted nonsymmetric Hall-Littlewood polynomial E{ (x; g) is an element of
Z[q*'] [x] 1 ..., xE!] defined using an action of the Hecke algebra on this ring; we refer the reader to
[2, §4.3] for the precise definition, citing properties as needed. We also have their variants

F{(x;q) =E%"(x:q), (100)

recalling that f(x1,...,xm:q) = f(7' .. xl g7)).
For any weights a,8 € Z™ and a permutation o € S,,, the LLT series L, (x;q)

Bla
B/a(xl, .y Xms q) is defined in [2, §4.4] by

(VLS (a7 = (EF) xa - ES. (101)

Alternatively, [2, Proposition 4.4.2] gives the following expression in terms of the Hall-Littlewood
symmetrization operator in equation (38):

L5, (x:q) = Hy (wo(Fg~ (@ES (1:9))). (102)

where w( denotes the permutation of maximum length here and after. We will only need the LLT series
for o = wo and o = id, although most of what follows can be generalized to any o .

In addition to the above formulas, we have the following combinatorial expressions for the polynomial
truncations of LLT series as tableau generating functions with g weights that count triples. As usual, a
semistandard tableau on a tuple of skew row shapes v = B/« is amap T: v — [m] which is weakly
increasing on rows. Let SSYT(v) denote the set of these, and define x*'(7) = [Tpey X1 1)

Proposition 6.2.1 [2, Remark 4.5.5 and Corollary 4.5.7]. If a; < B; for all i, then

Cplas@por= D, gD, (103)
T eSSYT(B/a)

where hi, (T) is the number of wo-triples (u,v,w) of B/a such that T(u) < T(v) < T(w).
Proposition 6.2.2 [2, Proposition 4.5.2]. For any a, 8 € Z™,

L0, ol = (@Ng/a) (x:9) - (104)

6.3. Extended delta theorem

We now give several lemmas on nonsymmetric Hall-Littlewood polynomials, then conclude by using
the Cauchy formula for these polynomials to prove Theorem 6.3.6, below, yielding the stronger series
identity that implies equation (99).
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Lemma 6.3.1. For a € N"! and wq € S,,, and Wo € S,,_1 the permutations of maximum length, we
have

E(Ro Ot s Xm3 @) = EQ (X1, Ximo134) (105)

(Oa)(xl,...,xm;q)=Ff°(x2,...,xm;q). (106)

Proof. By [2, Lemma 4.3.4], we have EZVOO)(xl, e Xmiq) = E:V‘)(xl, e ,xm_l;q)Efg)(xm;q) and
E‘0 _a) (X1, s Xm3q) = E ) (x1;9)E™% (x2, ..., Xm;q). The claim then follows from the definition

FZ = E"?7 and noting that Ezg) (xmyq)=1= Flo) (x159). O

Inverting all variables and specializing o = wg in [2, Lemma 4.5.1] yields the following lemma.
Lemma 6.3.2. For [ < m, a € Z", we have
a@ME xg) = Y, "VER, (), (107)
1c[m):|1|=l
where hy(a) = |{(i <j)laj=a;+1,iel,j¢ I}\, as defined in equation (82).

Lemma 6.3.3. For every A € Z™ and o € S,,,, we have

FY7(x;q) =woE™T (x;07Y). (108)

W()/l
Proof. The desired identity follows from

Wo oWy

woEF (', ox)iq) = EMN (x: ) (109)

by applying wq to both sides; substituting o — owg, 1 — —1 and g — ¢~ and using the definition
of F¢.
Pl
To prove equation (109), we use the characterization of E { (x; ¢) by the recurrence [2, (77)] and initial
condition EY = x? for A dominant. The change of variables x* — x™*0(#) replaces the Hecke algebra
operator 7; = Ty, in the recurrence with T, w,. giving a modified recurrence satisfied by the left-hand
side of (109). It is straightforward to verify that the right-hand side of equation (109) satisfies the same

modified recurrence. Since both sides reduce to x ™"V for 1 dominant, equation (109) holds. O
Lemma 6.3.4. Given «, 8 € Z™ and a symmetric Laurent polynomial f(xi,...,Xn), we have, for any
o €S,

(Ewg ™ (g™ fx) - Exga ™ (x;47") = (FOQ (x3.9)) f(x) - Fp(x3 ). (110)

Proof. In fact, we will show that
(Ewg™ (sq™) f(x) - Exga ™ (x;47") = (FO (x:.9)) wo(f () - Fo(x3 ), (111)

even if we do not assume that f(x) is symmetric. By Lemma 6.3.3, the right-hand side of equation (111)
is equal to

(EMa(xsg™)) f(0) - EMN7p(xig ™). (112)

By [2, Proposition 4.3.2], the functions E { (x; ¢) and Ef/lw" (x; g) are dual bases with respect to to the
inner product (-, —), defined there. Moreover, it is immediate from the construction of the inner product
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that multiplication by any f(x) is self-adjoint. This gives

(FEEMT™ (x:q71), EXea(rsg™ )t = (Empa ™ (x¢7 1), FRENT (g7 ) g, (113)
in which the left-hand side is equal to the left-hand side of equation (111), and the right-hand side is
equal to equation (112). O
Lemma 6.3.5. For wg the maximum length permutation in S,, and n € N™, we have

hi(x)F)," (x;q) = Z qd("’T)F,v]VfT(x;q), (114)

TEN™
IT|=l

recalling from equation (81) that d(n,7) = X ;<, \[nj, nj+7l0[n,n +1 - 1]|.
Proof. Set @ = —n — 7 and 8 = —7. By equation (101) and Lemma 6.3.4 (with o = w(), we have

() L3 50y (63 Dpot = (EN0s (6347 N () ERga (371 = (F25(x @) i () FY5 (x:.). - (115)

By specializing all but one variable in equation (103) to zero, Proposition 6.2.1 implies that the coefficient
of hy in Lxg 8/ a) (x5 q)pol is qh/Wo ) for T the semistandard tableau of shape wq(8/a) filled with a single
letter, where hj, (T) is the number of wo-triples of wo(8/@) = wo(-n/(-1—7)). By equation (84), this
number is d(n, 7). O

Theorem 6.3.6. For 0 <[ < m < N and wg € S, the maximum length permutation, we have

ni+l<jsm(1 - thi/xj)x
1
ni<j$m(1 —1x;/X;)

_ al d((0,a),7)+h;(a wo . wo .

= Z tlal gd((0-2).7)+hs (a) WO(F(O,a)+T+(1m)(x1""’xm’Q)E(a,0)+g,(x1""’xm’q))'
(0,a),7eN™
Ic[m—-1]

|7|=N-m,|I|=l

XN (X1, Xm) e (X, LX)

Proof. Our starting point is the Cauchy formula [2, Theorem 5.1.1] for the twisted nonsymmetric Hall—
Littlewood polynomials associated to any & € Sy,—1:

[Ticjem(1—qtxiy))
[licjem(1 —1xiy;)

= Z tla‘Ef'(xl,...,xm_l;q_l)Fa&(yl,...,ym_l;q). (116)

aeNm-1

Take & = Ww( the maximum length permutation in S,,_1, replace x; by x; ! and then let Yj = Xj41 to get

Hi+1<j$m(] —qrx;/xi) = Z tlalF;VO(x%

...,xm;q)EWO(xl,...,xm_l;q). (117)
[Ticjem (1 —1x;/xi) a

aeNm-1
By equation (106) and the definition of F 7,

W(

(X1 Xm)FX (X2, .. X3 q) = (x3 ---xm)F(vg‘?a)(xl, e Xmiq) = F(o(,)a)+(1m)(x1’ ce X q)
for wg € §,,. Hence,

Hi+l<j$m(1 - thj/xi)
[Ticjem (1 —1x;/x;)

= Z tlalF(v;"’a)Jr(lm)(xl, X QEYO(X1s . Xme13q)

aeNm-1

X1 )

https://doi.org/10.1017/fmp.2023.3 Published online by Cambridge University Press


https://doi.org/10.1017/fmp.2023.3

Forum of Mathematics, Pi 27

Multiplying by Ay —p (x1, . . ., X;,) With the help of Lemma 6.3.5 yields

[Tivi<jem(l —qtx;/x;i)
[icjem(1 = 1x;/x:)

= Z t'alqd((o’a)’T)F,;VET(xl, X OER (X1, Xme13q)

(0,a),TeN™
|T|=N-m

ey xp) AN (X1, .. Xm)

where n = (1) + (0, a) and we have used that d(n,7) = d((0,a), 7) by equation (81). Now, multiply
by e;(x1,...,xm-1) and apply equation (107) to get

Hi+1<j$m(1 - thj/xi)
[Ticjem (1 —1x;/x:)

= Z Z tlalqd((o’a)’T)””(a)F,;VfT(xl,...,xm;q)Eﬁgl X1y s Xme1:q),  (118)

(0,a),7 eN™ |I|=l
|T|=N-m

X1 Xm)er(x1, o X D) AN - (X1, X))

where I C [m — 1]. The result then follows by using equation (105) on the right-hand side and applying
wg € S, to both sides, noting that wo(e;(x2, ..., X)) = e;(X1, ..., Xm-1)- m]

Proof of the extended delta conjecture. It suffices to prove the reformulation in equation (99); this fol-
lows by applying H' and equation (102) to the identity of Theorem 6.3.6, taking the polynomial part
and using Proposition 6.2.2. O
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