AAAS

BioDesign Research

Volume 2022, Article ID 9794510, 15 pages
https://doi.org/10.34133/2022/9794510

Opinion

BioDesign Research

A SCIENCE PARTNER JOURNAL

Hardware, Software, and Wetware Codesign Environment for

Synthetic Biology

Samuel M. D. Oliveira"> and Douglas Densmore ("

"Department of Electrical and Computer Engineering, Boston University, MA 02215, USA
*Biological Design Center, Boston University, MA 02215, USA

Correspondence should be addressed to Douglas Densmore; dougd@bu.edu
Received 14 February 2022; Accepted 10 August 2022; Published 2 September 2022

Copyright © 2022 Samuel M. D. Oliveira and Douglas Densmore. Exclusive Licensee Nanjing Agricultural University. Distributed
under a Creative Commons Attribution License (CC BY 4.0).

Synthetic biology is the process of forward engineering living systems. These systems can be used to produce biobased materials,
agriculture, medicine, and energy. One approach to designing these systems is to employ techniques from the design of embedded
electronics. These techniques include abstraction, standards, modularity, automated design, and formal semantic models of
computation. Together, these elements form the foundation of “biodesign automation,” where software, robotics, and
microfluidic devices combine to create exciting biological systems of the future. This paper describes a “hardware, software,
wetware” codesign vision where software tools can be made to act as “genetic compilers” that transform high-level
specifications into engineered “genetic circuits” (wetware). This is followed by a process where automation equipment, well-
defined experimental workflows, and microfluidic devices are explicitly designed to house, execute, and test these circuits
(hardware). These systems can be used as either massively parallel experimental platforms or distributed bioremediation and
biosensing devices. Next, scheduling and control algorithms (software) manage these systems’ actual execution and data
analysis tasks. A distinguishing feature of this approach is how all three of these aspects (hardware, software, and wetware)
may be derived from the same basic specification in parallel and generated to fulfill specific cost, performance, and structural

requirements.

1. Introduction

Engineering frequently transforms a set of needs into a phys-
ical object that fulfills those needs. Crossing a river requires a
bridge. Communicating around the world involves radio
transmission. Traveling long distances requires aircraft. A
crucial aspect in transforming needs into physical objects is
a disciplined approach to the process so that it is safe, effec-
tive, and replicable. Needs must have requirements, and
solutions must quantifiably meet those needs. As engineer-
ing fields mature, so do the engineering processes associated
with them.

Bioengineering is maturing to a point where well-
characterized genetic elements built from DNA can be arti-
ficially composed and introduced into a living organism,
e.g., bacteria. This new DNA acts as an additional “program”
that can harness the machinery in the bacteria [1] to make
new fuels, therapeutics, materials, and biosensors [2]. Specif-
ically, a field called “synthetic biology” emerged in the early
2000s, in which this process specifically leveraged abstrac-

tion, modularity, and standards. The central premise is that
reusable “parts” could be combined to create “devices,” then
composed into “systems.” In the process, the “design-build-
test” cycle could be employed, allowing others to easily mod-
ify these designs if needed and for software and automation
workflows to be introduced.

Some of the representative efforts in this space have been
as follows: genetic circuits that implement Boolean logic [3],
bacteria that enable agriculture advances [4], yeasts that pro-
duce biofuels [5], bacteria that build novel biomaterials [6],
mammalian cells that produce therapeutics [7], microbial
consortia that create synthetic biosensors [8], and innovative
bioremediation solutions [9].

While developing these biological systems and their
building blocks (wetware) focuses on experimental microbi-
ology, a small community is concerned with developing soft-
ware to support this process. These solutions can be
associated with the specification, design, build, test, learn,
and archive aspects of the workflow [10, 11]. “Biodesign
automation” efforts have emerged where “biofoundries”

€202 ‘20 Re N uo AslRAIUN uoisog Te Bio'sous s [ds//:sdny wouy pepeojumod


https://orcid.org/0000-0002-7666-6808
https://doi.org/10.34133/2022/9794510

attempt to provide modular services that begin to create an
ecosystem where design is decoupled from a distributed fab-
rication network much in the same way that this is possible
for semiconductor-based electronics. Software systems have
also built genetic compilers [12], sophisticated modeling
frameworks [13], DNA assembly planning software [10],
and standardized data exchange formats [14].

Next, hardware is beginning to play a role in synthetic
biology. This hardware includes laboratory automation equip-
ment (e.g., liquid handling automation), test equipment (e.g.,
flow cytometry), and microfluidic systems [15]. Microfluidics
are particularly interesting since they can be used to develop
the design and act as an artificial environment in which highly
specified biological systems can be freed from many of the
highly specific environmental contexts of an actual deploy-
ment. For example, microfluidics have been used in high-
throughput bioassays [16], DNA modular assembly [17],
and portable devices for point-of-care applications [18].

This article outlines a vision where wetware, software,
and hardware are thought about holistically in end-to-end
design processes of particularly challenging biological prob-
lems. First, we present an outline for how, from a single,
abstract description, a completely realized biological device
with supporting hardware and software can be created much
in the same way the embedded electronics are made with a
“hardware, software, codesign” approach (Figure 1). Second,
with the increasing complexity of biological problems, we
present synthetic microbial communities as promising tools
for synthetic biology applications due to their capability of
labor division and spatial organization properties [19]. How-
ever, new design concepts and computational and genetic
techniques must be developed to construct distributed func-
tionalities in such cellular networks. Here, we present a
series of sophisticated tools (Figure 2) that help users
decompose complex biological tasks into the best combina-
tion of genetic circuits, cells, or communities and the
performance-based microfluidic environments to help them
achieve user-defined behaviors.

Finally, similar to the example illustrated in Figure 1, a
recent study engineered an electrogenetic system of artificial
microbial network of three bacterial species (a router, a verifier,
and an actuator) and an external electrical device that can
interrogate and control biological activity in real time [20]. If
this approach becomes widely available, the world will see
rapid progress in therapeutics, energy, materials, and biosens-
ing challenges [21] across scales and biological contexts [19].

2. Background

The information to produce enzymes and proteins in all living
organisms is stored in DNA molecules, transcribed into RNA,
and then into proteins through translation reactions. These
processes, along with other regulatory reactions [22], are at
the heart of natural gene regulatory networks as they initiate,
maintain, and regulate gene expression. Programmable genetic
circuits are “engineered” biological networks that accept a set
of inputs, often small molecules or proteins, and produce the
desired output response [23]. For example, one class of genetic
circuits is synthetic regulatory networks based on transcrip-
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tional control that generate output signals in response to
sensed inputs (e.g., chemicals [24], light stimulus [25], and
intercellular signals [26]. In addition, advances in synthetic
biology tools [27] have allowed the forward engineering of
such synthetic circuits in multiple living systems [28-30].

The construction of de novo functional DNA devices
and their transformation into cells has been used to add
external control over gene expression and cellular machinery
[31]. Despite successful examples, such as digital logic gates
[32], sequential logic circuits [33], and time-dependent
dynamical circuits [34, 35] in bacterial cells, the rational
development of synthetic DNA sequences is still challenging.
First, most DNA construction frameworks are still time-
consuming and error-prone. Second, although synthetic
biologists have applied engineering principles to design
DNA circuits using predictable frameworks [36, 37], syn-
thetic engineering circuits still lack precise functional control
when exposed to cell growth and varying intracellular con-
texts. In that, the availability of intracellular resources (e.g.,
ribosomes, RNA polymerase, and amino acids) required by
synthetic constructs are shared with the host machinery
(e.g., transcription, translation activity, cell density, and
growth), which almost necessarily impacts DNA constructs’
functionality and predictability. Similarly, another possibil-
ity is that some synthetic constructs and regulators may
affect the host growth and division. Finally, novel techniques
have been developed to reduce the exogenous load genes
have on the host and promote gene expression, e.g., a mod-
ified Escherichia coli strain with the selective allocation of
mRNA degradation machinery [38]. See, e.g., the review
[39] for more known implications and strategies to address
them. Ideally, predictable DNA design tools must consider
resource competition mechanisms and characterized vari-
ables as significant features in searching for intracellular
context-dependent DNA design solutions.

Given the fact that biological processes have both func-
tional requirements (what needs to be made) and structural
constraints (how to realize it physically), one approach
employs engineering principles and techniques from embed-
ded electronics design [40]. First, the concepts of abstraction,
standards, and modularity of well-characterized genetic com-
ponents allow for functional genetic circuit “architectures,”
including promoters, ribosome binding sites, and terminator
sequences to be created. Second, the use of automated repre-
sentation transformation and formal semantic models for
such parts and corresponding assembled devices and systems
allows for performance to be predicted [41, 42].

Embedded electronic system design is quite mature. For
example, works now describe high-level design approaches
where abstract functional requirements are translated into
“models of computation.” These models include formally
analyzable data structures like Petri nets, finite automata,
and process networks [43]. Embedded system design envi-
ronments include systems to create software and hardware
from single descriptions and develop control software. In
addition, it allows for system-on-a-chip (SoC) design envi-
ronments at higher abstraction levels than RTL design envi-
ronments like Verilog. These include SystemC [44],
SystemVerilog [45], and SysML [46].
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FIGURE 1: A single functional specification can be converted into software, wetware, and hardware components. (a) Using the example for
detecting the presence of water contaminants, e.g., zinc (Zn), copper (Cu), and Arsenic (As), one can describe a potential abstract solution in
terms of operation requirements (i.e., Venn diagram) and performance (i.e., truth table). Specialized tools help users interpret abstract
descriptions into a series of instructions for designing, building, optimizing, testing, and screening biosensor candidates (i.e., cell
networks) and microfluidic devices (i.e., chip designs) with the desired functionality. (b-d) We propose a “hardware, software, wetware”
codesign ecosystem that guides the translation of user abstract descriptions into specific components for engineering novel wetware and
hardware. (b) software “SW” tools aid in the design and implementation of wetware “WW” (e.g., DNA parts and devices) (c) and the
design, fabrication, and control of hardware “HW” (e.g., microfluidic components and devices) (d). This is possible by employing
techniques and principles from embedded electronics, including abstraction, standards, automated representation, transformation, and
use of formalized semantic models of computation (e.g., Petri nets, process networks). In the end, characterized components and

peripheral instruments are selected to perform the desired solution.

A codesign environment such as this would be very pow-
erful if applied to synthetic biology. However, this environ-
ment would involve three elements instead of two, whereas
in electronics, the platform is made of only semiconductors;
in synthetic biology, this platform would include living and
nonliving elements. Both elements would have unique
design, build, and test workflow iterations but need to be
designed in tandem (Figure 2). This presents an interdisci-
plinary opportunity that is likely to draw electrical and com-
puter engineers into synthetic biology research in ways not
previously possible and, in the process, help synthetic biol-
ogy realize many of its early promises as the field looks for
academic and commercial innovation.

3. Design Automation “Software” Workflow for
Codeveloping “Hardware” and “Wetware”

We consider “software” tools as programming languages,
computer scripts, databases, and software tools that enable
(or improve) the wetware and the hardware engineering that

meet user-defined descriptions (Figure 1). Automating how
a series of formalized design transformations (best repre-
senting a particular problem) can have a potential solution
ultimately implemented in biology and microfluidic fields
is the process that is the paradigm shift we are advocating
for. We believe that a set of “software” tools can help auto-
mate the generation of a consolidated user-defined solution
that consists of “wetware” (i.e., DNA devices) and “hard-
ware” (i.e., microfluidic devices) for a concrete problem
(as, e.g., demonstrated in Figure 1(a)).

For hardware, microfluidic components and complex
devices associated with the user-defined descriptions are
designed and fabricated using automated software work-
flows (Figure 2(b)). Here, following the case study presented
in Figure 1, we present the software and constraints of
continuous-flow multilayer mVLSI devices with spatial and
temporal control for temporal dynamic studies of cells and
communities (Figure 3) and, alternatively, how one can use
a similar workflow to generate, sense, and sort droplets fol-
lowing bioassays’” requirements (Box 1 and Figure 4). The
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FIGURE 2: Software tools automate hardware and wetware engineering workflow from a single abstract description. (a) Many solutions for real-
life problems can be described at different levels of abstraction, from graphical, high-level descriptions to possible logical relationships among
variables and expected outputs (e.g., a truth table). Next, mathematical approaches and algorithms (i.e., graph network optimization and
partitioning tools) can facilitate their conversion to physical implementations (i.e., potential DNA circuits and cellular systems, then the chip
network and experimental requirements necessary for cell growth and signal exchange). (b) For a complete automation workflow of wetware
creation, the first requirement is a genetic compiler capable of converting abstract descriptions into realizable DNA parts. Those parts are
selected from libraries/databases of characterized DNA components, such as promoters and terminators. To physically realize DNA parts
into devices, CAD tools (e.g., Cello 2.0) help users assign genetic parts and define their order following their expected functional roles. In
addition, subgraphing tools can aid in the partitioning of large circuits into subgraphs. Finally, other tools help users define and select
optimal assembly plans depending on the type/amount of DNA parts and DNA assembly methods. They can use the semantics of graph
traversal to determine the type of laboratory protocol, equipment required, and other wetware (e.g., reagents, enzymes) to implement the
DNA constructions (e.g., Aquarium). (c) Then, a combination of tools can help users specify, design, and fabricate microfluidic components
into desired devices. They generally consider a library of characterized microfluidic components, roles, and constraints and recorded
performance and precision to help specify the most appropriate designs and tests (image reused with permission from ref. Sanka, Crites, et al.
2019). Designs (e.g., multilayer microfluidic devices by the CAD tool 3DuF) are built following the list of components and dimensions

previously and automatically defined, using fabrication instructions and specialized equipment, such as CNC micromilling machines.

codesign example of Figure 1 illustrates the need for building
a synthetic community of three bacterial species and devel-
oping a microenvironment that can promote individual cell
growth and desired community behavior. Stable cocultiva-
tion systems should prevent faster-growing species from
wiping out slower-growing ones. While standard methods
(e.g., agar plates and liquid cultures) are straightforward,
they cannot control the time, space, strength, and direction
of cell growth and molecule exchange and increase the
chance for interferences due to cell growth competition in
dependence relationships (see, e.g., the review [47]).
Spatial-temporally distributed chips (e.g., the multilayer
mVLSI devices proposed here) are microfluidic systems with
varying microfluidic chambers (i.e., monolayer traps for bac-
teria) that allow monoclonal and coculturing communities
to grow and stay alive for short periods (e.g., hours or days)
[66] while maintaining the exchange of chemicals and
metabolites and preventing the effect of cell growth compe-

tition. Other microfluidic features, such as multilayer valves,
can help keep cell types separate and route signals in a one-
way communication manner (Figure 1, “HW” section). In
the end, we believe that the proposed spatial-temporally dis-
tributed chips can be potentially applied to produce
enzymes, fine chemicals, biopolymers, food additives, and
antimicrobials, among others (see, e.g., the review [67]).

Designing and controlling the operation of mVLSI
devices are not trivial tasks. Software tools help determine
the number and location of microvalves required by users
for desired functions, e.g., the switch of fresh media tempo-
ral external perturbations, then define the set of pathways,
valves, pumps, and ports that should be activated to perform
such operations (Figure 5).

For wetware, genetic compilers transform user-defined
descriptions into designed genetic circuits, thus helping
researchers select optimal candidates for performing biolog-
ical tasks. The automated construction of DNA sequences is

€202 ‘20 Ae|N uo A1sleAlun uoisog e Bioaousios' [ds//:sdny woly papeojumoq



BioDesign Research

Libraries: Command:

Chip network:

I I
1 1 I/
: : [ ! l’ S\
I e N =~ TN T~ roTT T
' | Pumpinputs(#3) || 0 Max VT b Y Router el | o\
1 1 Mix inputs (#1,3) 1 ,>—;—-1=f;<\ :: s : : ump : : : ell traps : Reservoir :I
I | ix inputs . I olenoids } I
| | P 5 z 1 —» —»
Chamber-2 : : Traps (#4 cells) : ! i ll [ . + + ! ! ::
: | | N IR 2222 I A Ly ! 11
! ! Connect (1->3) Yoo I TS \ -7 o ---7 s o--=7 e s e e I
! ! ! Syringes ! ~ /
1 | ! | e o e et St
Chamber-3 |« | Peripherals || o = 4
amber- eripherals HmDe— ’
! Features P ! ! P i 7
.
(a) 7 (b)
i N .
| |
: clee ey :
: I I\/quI it I I :
i 3 I s s g T $ !
! ¢ i : S —: : o ¢ !
| L i |
I . AREPI R o [T I
! L2 Opuhp o= ’ |
I @ I
| Reservoir Rotitdr |
| ° |
I
I -— I
! . . .I ‘ |
: l
I |
I I
I I
I I
I I
I |
I
|

F1Gure 3: Complex microfluidic devices can be automatically designed and fabricated using modular components. (a) Given a chip network,
software tools help users develop sophisticated microfluidic devices, from individual functionally characterized components, to enable
independent cell culturing and cell-cell communication. Microfluidic very large-scale integrated (mVLSI) devices, for example, allow the
continuous flow of liquids through microchannels and the stopping and routing of fluids by micromechanical valves, pumps, and
multiplexers (b). A set of instruments (e.g., computers, syringes, and peristaltic pumps) can be selected for the implementing operations
in a desired mVLSI device, i.e., activating/inactivating microfluidic valves. (c, d) In this hypothetical multilayer chip, top layers control
the routing and placing of chemicals through flow paths and microvalves (by laser cutting or micromilling technologies). Then, a fourth
independent layer is required for managing and maintaining cell growth (built by photolithography). Thus, another modular component,
“cell traps” (d), can be designed and fabricated to act as a microenvironment for cells while communicating with liquid routed in mVLSIs.

achieved by genetic compilers that define DNA candidates
following standardized data exchange formats (e.g., SynBio-
Hub [14]). Next, optimized plans are generated by software
tools (e.g., Puppeteer [10]) and implementation controlled
by laboratory information management systems (e.g.,
Aquarium [68]) (Figure 2(c)).

3.1. Designing Sophisticated Microfluidic Devices from
Characterized Components. Designing and fabricating hard-
ware components and devices to perform biologically relevant
tasks is not trivial. For example, technology-based software
tools have assisted researchers in constructing microfluidic
components based on engineering principles and design cycles
using specific design and fabrication methods. For instance,
similarly to hardware description languages used in electron-
ics [69], researchers have developed microfluidic description
languages [70] for the automated design of both control
and flow layers from high-level descriptions [71]. However,
they lack the flexibility to adopt multiple fabrication tech-
niques from the same high-level abstract description of
the solution [72]. “Fluigi” is an example software workflow
that deals with this problem [73].

“Fluigi” allows the automated specification, design, and
fabrication of microfluidic devices from a library of well-

known characterized microfluidic components and high-
level device specifications, i.e., user-defined descriptions
of expected device operations and biological systems’ per-
formance (Figure 2(b)). In the specific step, programming
languages facilitate the interface between users and the
entire workflow for those lacking programming skills and
unfamiliar or engaged with design and fabrication tech-
niques. A library of characterized microfluidic compo-
nents, roles and constraints, and recorded performance
and precision are considered by algorithms, models, and
machine learning tools to help specify the most appropri-
ate microfluidic devices for the next step. Future tools
should refine and tune microfluidic components (“hard-
ware”) based on their fluidic performance, considering
the biological system’s desired output (“wetware”).

One of the “Fluigi” workflow tools in the design step is
named 3DuF [74]. It is an open-source, interactive micro-
fluidic system designer tool for integrating many compo-
nents such as valves and pumps and building more
complex microfluidic devices. In the build step, 3DuF
allows for automatic generation of fabrication output files
(in various formats), also obtained manually using com-
mercial tools such as Fusion360 (Autodesk), required for
the most relevant engineering techniques used for fast,
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Bioelectronic, droplet-based microfluidic devices hold promise to serve as high-throughput, parallelizable screening platforms for
many applications in synthetic biology, such as selecting optimal microbiomes. For example, artificial environments, synthetic met-
abolic pathways [48], and synthetic communities can be developed and screened in search of specific metabolites, growth relations, or
intercellular interactions.

Individual droplet microfluidic components have been developed to enable a wide range of functionalities, such as droplet generation
[49], droplet sorting [50], droplet merging [51], droplet picoinjection [52], and droplet sensing [53] (Figure 4(a)). For example, by
encapsulating standard biological chassis within monodisperse picoliter-scale emulsions, droplet microfluidic can grow, measure,
and manipulate biological systems at the single-cell level with unprecedented throughput [54]. In addition, single cells can be encap-
sulated within droplets and incubated to divide a diverse library into monoclonal populations. This is a particular advantage for drop-
let microfluidics in synthetic community studies (Figure 4(b)). Despite its potential, the multidisciplinary nature of microfluidic
platforms presents a significant technical challenge in designing, fabricating, and operating a functional device.

Once developed, each component needs to be characterized to map the design space to various performances. While this can be an
experimentally expensive task, learning this behavior can be streamlined through computational modeling or orthogonal design of
experiments (DoE) [55]. The latter is based on a design matrix that allows studying the relationship between multiple input variables
to determine their effect on single or multiple responses. Alternatively, our group has used DoE [37], standard machine learning [56],
and iterative active learning [57] to effectively explore the design space of flow-focusing droplet generators. Once the behavior is char-
acterized, these robust components can be integrated into predictive software tools and scaled into complex microfluidic screening
platforms.

Such devices combine microfluidic components, electronics, and optics in a software-driven environment to sense, learn from, and
respond to complex biological signals. For example, similar systems have been shown to actively sense electrical signals (impedance,
redox reactions, etc.) through integrated electrodes coupled to electrical sensors [58] or fluorescence detectors, use the measurement
to refine in silico models, and subsequently provide feedback control through pneumatic or electrical actuators [59]. In addition, a
high-voltage signal can be actively applied to electrodes to overcome the surface tension between two fluids and be used for controlled
droplet coalescence [51] or picoinjection of a reagent reservoir into a passing droplet [60]; [61]. Next, a transient high-voltage signal
can be applied to dielectrophoretically deflect passing droplets across streamlines to perform droplet sorting [52]. To fabricate such
bioelectronic chips, novel methods have been developed using molten solder [62], liquid metal [63], saltwater [64], and conductive
ink [65].

Box 1: Designing and building droplet-based microfluidic components and devices.

low-cost fabrication of microfluidic chips, such as laser-
cutters [75] and CNC milling microfluidic devices [76]
and 2-layer thermoplastic [65].

This workflow has been extensively used for the rapid,
low-cost, reproducible, and customized fabrication of com-
plex multi-layer integration of spatial-temporal mVLSI
devices [77] (as in Figures 2 and 3) and droplet-based ther-
moplastic microfluidic devices [56] (as in Figure 4).

For droplet-based microfluidic devices, a recently pub-
lished open-source tool named DAFD was developed to pre-
dict microfluidic hardware features from droplet-based
geometry and performance specifications [56]. Namely, the
authors demonstrated how the refinement and tuning of
component designs feed machine learning tools and training
datasets (i.e., the relationship between component geometry
and performance) to generate optimal strategies with prede-
fined design performance rapidly.

For spatial-temporal mVLSI devices, algorithms have
been developed to introduce computer-aided design tools
for optimizing the design and control of spatially and tem-
porally distributed microfluidic valves [18, 78]. Following
specific timings, the programmatic combination of pathways
and reagents makes biological interactions rationally. For
example, a bottom-up engineering approach [79] with PR-
PR software user-interface tool was used to build a microflu-
idic device that controls a reagent from a macro scale input
well to output well through a selected pathway in the chip by
activation of internal microscale valves.

Finally, as part of the performance assessment, biological
systems can have their dynamical properties tracked and

studied over time using time-lapse microscopy and signal
processing tools. Microfluidic, microscopy set-ups can take
deeper quantitative data on cellular behavior at a single level,
thus improving the refinement of microfluidic component
performance (especially those housing cells or fluorescently
activated droplets) [80].

3.2. Designing and Engineering Large Genetic Constructs
from Characterized Parts. We consider wetware as DNA
parts, and their composed DNA devices are used to produce
biological systems that meet user-defined abstract descrip-
tions (Figure 1). Researchers have leveraged synthetic biol-
ogy tools and methods [36] to develop novel DNA parts
and devices to expand the possibilities of biological applica-
tions. Synthetic biology methods generally consider DNA
parts as reusable building blocks of larger devices in assem-
bly methods (see, e.g., the review [81]). In addition,
researchers have made significant advances in other related
fields, such as protein engineering (see, e.g., the review arti-
cles [82, 83]) and metabolic engineering (see, e.g., [84, 85].
In this article, due to the specific paradigm shift, we aim to
demonstrate the most likely and achievable “wetware” to
be predictably designed; thus, this section focuses on
advances and challenges in designing, building, and testing
DNA constructs from characterized DNA parts.

So, like electrical engineering principles, multiple
sequence candidates must be studied and characterized with
certain predictability and success rates before being used
reliably and rationally in a genetic engineering process. Soft-
ware tools, e.g., Cello version 1.0 [32], can serve as “genetic
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FIGURE 4: Droplet-based microfluidic devices can be automatically designed from low-cost components. (a) Given a cell network, droplet-
based microfluidic devices can be built from individual components to implement their functionality. The performance of individual
components is a fundamental step in designing such devices, and their characterization follows a thorough exploration of the design
space and resulting performance. The process can be time-consuming and costly depending on the number of variables per component
to be tested. (b) Low-cost, rapid prototyping methods enable a fast exploration of the design space. By varying component types, order,
geometries, and distances, one can create numerous composed discrete designs with the same desired function but different and
predictable performances. For the given cell network required, e.g., a high-throughput sorting, screening, and characterization device can
be composed of cell injectors, incubators, and sorter components where the desired functions can be found.

compilers” to transform user-defined high-level descriptions
into engineered circuits with the expectation of performing
predefined complex functions. Design tools that provide
high-level descriptions to users have the promise to ease
the adoption of intricate design and fabrication workflows
by a wider user community. This is a fundamental character-
istic of the paradigm shift we advocate for in this article (e.g.,
Figures 1 and 2). Yet, within this context, the development
of open-source tools can contribute to creating a codesign
environment of software design tools and expanding their
features to reduce the adoption barrier to a broader range
of users.

For example, the original Cello [32], launched in 2016,
has been an important tool to demonstrate the vision of
the codesign environment. However, in practice, it has lim-
ited protocols that users could use; e.g., the circuit design
candidates could only be integrated into bacterial plasmids
(with no possibility of genome integration). In addition,
Cello v1 provided only a single curated library (i.e., User
Constraint File (UCF)) of genetic components to work with
designs implemented in a single bacteria host, E. coli
(MG1655).

In 2022, Cello version 2.0 was launched with new fea-
tures that could potentially increase its adoption by a wider

community. To name a few features, Cello V2 provides
expanded UCEF libraries for up to five different host organ-
isms. Then, if an organism is not found, the new UCF for-
mat allows users to design their own libraries. These
characteristics increase Cello’s capabilities beyond bacterial
plasmids to other organisms and the genome (Figure 2(c)).
Finally, Cello 2.0 allows flexible descriptions of the logic gate
structure and mathematical models expressing dynamic
behavior, a new graphical user interface (easier to use for
wider audiences), and a connection to the open-source soft-
ware environment (SynBioHub) that works as a compo-
nents’ repository. This integration demonstrates the
importance of a codevelopment environment of software
and wetware, ideally including hardware.

After a DNA circuit is designed, multiple DNA parts
must be assembled and tested. Automated and software-
oriented bioengineering frameworks [85] can speed up steps
and increase the reliability of lab procedures (Figure 2(c)).
The steps to design and build numerous combinations of
DNA parts (before one finds a successful final construct)
can be extensive, costly, and time-consuming. For example,
high-order chromosomes (e.g., yeast and plants) can be con-
structed using DNA assembly methods. Twist Biosciences
and GenScript have applied de novo synthesis to build
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FIGURE 5: Software tools can plan and control multiple operational modes of complex microfluidic platforms. (a) Given a chip network and the
requirements for cell(s), medium(a), and chemical(s), a graphical representation of the network can be determined. CAD tools for multilayer
microfluidic devices help users define individual components and connections to create a complex layout (e.g., the combination of parallel
liquid routers, valves, pumps, and ports). Complex flow and control operations can be simplified by mapping and connecting ports, inlets,
and outlets in an abstract way (b). Other tools can design, plan (c), and control the desired operations in physical implementations (d)
(Image reused with permission from https://hackaday.io/project/27511-microfluidics-control-system). Software design and control tools play
an essential role in finding the best layout (control and flow pathways) and automatically creating the HW control scripts that enable the
physical implementation of desired operations. Software tools can be tailored to control the functioning of mVLSI chips by assessing the number
and location of valves, pumps, and ports. For a single or a collection of operation modes, the tool determines the chip’s state (on/off), then
controls its functioning and dynamics over time through external peripheral controllers, e.g., pressure controllers and pumps.

multiple oligos effectively. However, de novo synthesis of
large sequences, e.g., the yeast chromosome, is costly, time-
consuming, complex to engineer, and problematic due to
spurious depurination of synthesized oligomers [86, 87] that
causes sequence polymorphisms.

To cope with costs, time, and sequence defects,
researchers have attempted to design multiple DNA devices
and transform them into live cells using molecular biology
tools employed in an automated [88] instead of manual
[89] method. In particular, automated approaches use
standardized, scalable, modular cloning techniques for fast,
high-throughput construction of multiple DNA devices
and systems simultaneously from shared libraries of DNA
parts [90]. Other computational tools use either in silico pre-
dictions of structural changes to design novel sequences, fol-
lowing physical constraints [91] or the in vivo dynamical
properties of DNA devices and their performance limita-
tions to define the best candidates [36, 92, 93].

To decrease the complexity of such large constructions,
small-scale laboratories have opted for conventional cloning
techniques or modular assembly methods combined with
sequences designed using CAD tools. However, the wide
use of multiple uncoordinated technologies has contributed
to an increasing lack of formalized design processes,

standardized metrics, terminology, protocols, and good
practices. Combined, they have negatively impacted, for
example, the reproducibility and replicability of scientific
results, which highlights the importance of creating stan-
dardized protocols and sharing such detailed experimental
data, thus determining robust construction pipelines.
Biofoundries worldwide call for a more collaborative
environment to share standard data formats and tools to
cope with these problems and increase the biosafety of their
protocols, especially when working with synthetic chromo-
somes. Firstly, data interchange formats, such as Antha
(Synthace) and Autoprotocol (https://autoprotocol.org/,
[94]), ensure that all critical information may be provided
in a nondisruptive manner. Next, researchers have com-
monly focused on novel informatics for robustly designing
and fabricating DNA devices to be collaboratively assembled
into complex, large sequences (e.g., chromosomes) in multi-
ple locations [95]. Such integrated cyberinfrastructure can
help advance the biological understanding of the role of
genetic components, regulatory mechanisms, and chromo-
some biophysics by improving our ability to manipulate
large networks. Furthermore, open-source platforms, e.g.,
PyHamilton [96], can optimize pipetting in complex pat-
terns for specific high-throughput experiments to remote-
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monitor hundreds of bacterial cultures in log-phase growth
for days with no human intervention.

Among the collaborative initiatives around the world,
first, the Global Biofoundries Alliance (https://biofoundries
.org/) [97] is aimed at increasing the accessibility, efficiency,
and reproducibility of construction pipelines worldwide by
translating high-level descriptions of genetic circuits into
requests for experiments performed by any member of
the alliance around the globe. Then, the Bioindustrial
Manufacturing and Design Ecosystem (https://biomade
.org/) is developing a long-term, end-to-end bioindustrial
manufacturing ecosystem to boost US competitiveness,
derisk infrastructure investments, and expand the bioma-
nufacturing education and workforce.

4. Engineering Multilayer Microfluidic
Devices for Cell and Liquid
Handling Operations

We consider “hardware” as the microfluidic components and
their composed devices used for either assembling, screening,
housing, or characterizing the Wetware so that together they
meet the user-defined functional and performance specifica-
tions. Creating complex hardware devices, e.g., intelligent bio-
electronic microfluidic solutions [20], requires exploring their
components’ design space and performance characterization.
Software tools and automated design  workflows
(Figure 2(b)) have helped researchers refine component
geometries to tune the performance of composed devices
(Figures 3 and 4). Next, the improvement of such tools has
led microfluidic technologies to modernize the handling and
flow of fluids in experiments where temporal-spatial control
is required. The flow of reagents, cells, and chemicals through
microfluidic features, such as microvalves, is controlled and
peripheral instruments [15] (Figure 3). In addition, precise
control over external variables, such as temperature [98] and
acidic or oxidative stresses [99], also plays an essential role
in creating environments for a precise characterization of bio-
logical systems. Ultimately, we expect such components,
devices, and peripherals to facilitate the temporal description
of serial biomolecular reactions in multistep biosynthesis pro-
cesses [100].

Microfluidic components can be used to engineer com-
plex microfluidic devices. Ideally, these composite microflu-
idic and genetic devices should be selected from their
independent libraries of components based on their physical
characteristics and roles, measured dynamic behavior and
constraints, and ability to perform the user-desired function
from a single abstract description. Then, software tools aid
the extraction of experimental metrics, refinement, tuning
parameters, and selected candidates. For example, to help
in the design process and selection of optimal devices,
machine learning techniques have been used to train models
for finding the microfluidic droplet generator’s best geome-
tries and operational parameters based on biological perfor-
mance [56]. A similar approach could be applied to an entire
library of components to enable system-level predictive
microfluidic design.

Software tools should model and simulate the dynamics
of a microfluidic device based on the performance and
geometries of characterized components that compose them.
Simultaneously, the design of microfluidic devices and the
search for optimal performance output should consider the
on-chip biological systems’ performance metrics [101]. The
most common performance metrics that can be obtained
and analyzed are, e.g., when the biological system presents
quasi-steady-state dynamics. In that analysis, dynamical
properties include, e.g., the fluorescent signal from a cell
population, signal thresholds after changing in chemical
(promoter-inducer) concentrations, and cell toxicity mea-
sured from optical density measurements. As described,
electronics can be integrated into microfluidic chips to auto-
mate the collection of these read-outs.

In addition, microfabrication techniques promise to rev-
olutionize how one can assess properties, rules, and con-
straints for constructing biological systems and testing
their temporal and spatial performance using integrated
microfluidic devices and microscopy [34]. A comprehensive
review has identified key microfluidic design frameworks
[78], which can help users physically design and fabricate
devices with complex continuous flow-based microfluidic
networks for housing and testing genetic systems [102].
These workflows consist mainly of software tools and
instructions for designing and fabricating multilayer devices,
varying in material required, fluid operation, biological sys-
tem performance, and fabrication technology.

However, despite multiple studies and applications,
droplet-based systems are limited to those based on biologi-
cal systems’ steady-state dynamics. So, unlike keeping initial
microenvironment variables as in droplets, systems such as
continuous-flow, multilayer microfluidic devices enable
temporal control of fluids and cells commonly require con-
tinuous monitoring and tracking of signals over time.

Microfluidic ~ very-large-scale integration (mVLSI)
devices can be used for high-throughput measurement of
dynamic biological systems. Droplet-based platforms can
be designed from micromechanical valve-based compo-
nents, such as pumps, routers, and multiplexers (MUX), to
feed cells with fresh media and other liquid combinations
and remove excess cells and molecules. These routing com-
ponents connect inputs and outputs with cell traps and inde-
pendent units to grow and maintain cells for many
generations (Figure 3).

To ensure modularity and simplicity of design and fabri-
cation, we have implemented a hybrid fabrication approach
of mVLSIs. First, multilayer microfluidic devices are com-
posed of control and flow layers and an elastic membrane
(e.g., silicon) (e.g., Figure 2(b)). The flow and control layers
of the device can be fabricated from a polycarbonate sub-
strate, then aligned and assembled using a pressure-
activated adhesive (PSA) acrylic membrane to seal the
device. Fluids flow through the flow layer in closed path-
ways/channels, while vacuum/air pressure is applied in the
control layer to active/inactive microvalves, thus controlling
the flow in the flow pathways of the flow layer [103]. The
mechanism for opening and closing valves accounts for the
deformation of the membrane layer through pressure and
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vacuum difference generated by a cavity on top of the layer,
connected to pressure and control lines through channels
and inlets located in the control layer.

Next, there are many ways cell traps can be designed as
long-term microenvironments. Recent studies have shown
different microfluidic layouts, e.g., linear trench [104],
monolayer “daughter” device [105], and “mother” machine
[106]. Using single-cell microscopy, they act as controllable
microenvironments for studying programmable genetic cir-
cuits and their expected dynamical properties [107]. Such
PDMS chips are fabricated using soft lithography [103].
They can trap bacterial cells due to monolayer chambers of
around one ym in height. They can be used to trap and
maintain cells growing long-term (order of weeks) while
having their performance assessed by phase-contrast and
fluorescence time-lapse microscopy imaging. However, soft
lithography has an expensive and slow design cycle: when
cell traps are unnecessary and microfluidic geometries do
not exceed 100-350 um, such as for fluidic routing, laser-
cutting and micromilling are highly recommended to enable
rapid fabrication.

Finally, coupling microfluidic devices with microscopy
techniques promises to generate controlled experiments to
test composed wetware and hardware. Image and data anal-
ysis workflows have been developed to measure and track
the fluorescence intensity of single cells or an entire cell pop-
ulation for multiple cell generations over time. As required,
peripheral, inverted microscopes, equipped with white
brightfield or fluorescence brightfield, are used for, poten-
tially, multichannel, multilocation, time-lapse imaging gen-
eration [89, 108]. In these experiments, external variables
and experimental conditions can test and observe cells
trapped in various external contexts. Thus, unlike most
robotic technologies, microenvironments allow for a broader
range of environmental conditions (i.e., from optimal to
suboptimal) to which circuits can be exposed.

This approach creates a mechanism for fast assessing a
priori biological systems’ multidimensional performance
and potential application for deployable systems in real-life
point-of-care applications [109, 110], for example, in loco
heavy metal sensing [111] or synthetic compound produced
by cellular consortia [19] embedded into deployable micro-
environments based on either paper [109], thermoplastics
[56], and soft lithography and PDMS [112].

5. Controlling Flow Operations in Multilayer
Microfluidic Devices

mVLSI are devices based on assembling control and flow
layers used to create component features, such as valves
and pumps, to form complex fluidic functions, such as mul-
tiplexers and routers [69]. Defining the combination of
valves and ports that should be active/inactive in control
and flow paths determines the type of operation chips will
perform. Such systems harness a complexity that benefits
from design automation and control tools. For example, in
Figure 5, in a multilayer microenvironment designed using
3DuF, the operation for loading cells requires two pathways

BioDesign Research

in the multiplexers to be active while feeding two indepen-
dent reservoirs simultaneously.

Tools for designing valves of mVLSI devices include Bio-
stream [113], Micado [114], and others [18, 71] for placing
and routing valves for a given flow layer. Next, resistive elec-
tric circuits can represent the hydraulic resistance of micro-
fluidic networks to help optimize the number of valves in
complex chips [79]. This work developed a CAD tool to
draw fluidic operations and constraints and translate micro-
fluidic layouts into an optimized resistance electrical profile,
featuring adjustable resistors with constant hydraulic resis-
tances. Then, it translates profiles into optimized hydraulic
arrangements and resistive microfluidic networks suitable
for fabrication. Technology-agnostic frameworks, such as
“Fluigi” [73], promise to assist users lacking fabrication skills
to design mVLSI devices irrespective of fabrication proce-
dures downstream.

Tools for controlling valves for mVLSI include computer
scripts that map valves to physical solenoids, allowing the
switch between valves and pathways based on user-defined
operational modes (Figure 5) [115]. Similarly, a recently
developed tool (http://github.com/cidarlab/guide_tool.git)
can generate fluidic operations from 3DuF designs. The
example shown operates with up to seven independent
operational modes (not all described here), such as (i)
loading cells in each chemostat using a specific inlet of
the multiplex, (ii) cleaning all main channels after cell
loading, and (iii) cleaning of all main channels after reser-
voir filling. In addition, every operation requires a specific
list of valves to be closed or open at the time. Finally, the
occupancy of valves reveals interdependencies that help
users design fewer valves and programmatically control
their functioning.

Finally, mVLSI solutions from embedded systems can
assist in exploring critical properties of biological systems
and their relationship with multiple environment contexts.
For example, custom spatial-temporally distributed chips
can be designed to isolate different cells, keep stable cocul-
ture growth, and allow resource exchange. Microfluidic
systems with interchangeable experimental conditions
require tools for controlling peripherals, e.g., syringe
pumps and thermostats, for flow control and microenvi-
ronment temperature maintenance. This strategy can
potentially allow for many permutations and rapid biolog-
ical interaction assessment, helping define the optimal
microfluidic features per experimental condition. In the
future, the study of the most relevant relationships between
genetic and microenvironment contexts is expected to gen-
erate a microfluidic toolset of model-guided designs and
deployable microfluidic devices for potential biological
application.

6. Conclusion

This article offers a vision where hardware, software, and
wetware can holistically become an end-to-end forward
engineering framework for developing novel synthetic bio-
logical systems. In this framework, wetware and hardware
creation will utilize common resources to ensure that the
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device can be created by anyone with access to the initial
specification independent of their practical expertise. Ideally,
a series of formalized design transformations and instruc-
tions for physical implementations and a library of charac-
terized components will be connected through open-source
databases that allow for the engineering of “wetware” (by
cloud laboratories, e.g., DNA Biofoundries) and “hardware”
(by microfluidic facilities). This would only be possible pro-
vided users commonly follow the same standards, formats,
rules, and constraints for files and tools.

This work draws inspiration from embedded electronics,
which are currently made with a “hardware, software, code-
sign” approach. This article provides insights into how soft-
ware tools and off-the-shelf hardware can be applied to
design and fabricate novel biological and microfluidic
devices from abstract descriptions which can extract the
functional, structural, and performance requirements of the
design. It also presents the state-of-the-art of three topics, dis-
cussing their main technical challenges and technical develop-
ment opportunities. If this approach becomes widely
available, we believe it can contribute to developing context-
independent biomaterials and embedded microfluidic devices
for bioremediation, energy, and agriculture applications.

The key challenges that remain in this approach are as
follows:

(1) What initial specification should be decomposed
into the wetware, hardware, and software data struc-
tures? What is its syntax? What are its semantics?
What users is it targeting? How does it remain
application-agnostic while still being useful? This is
a trade-off between expressiveness and constraining
the design space

(2) How many wetware and hardware components are
available, composable, and characterized? This
approach relies heavily on its building blocks and
how well the compositions can be modeled and phys-
ically assembled. How much does context matter?

(3) Integrating and reliably executing these complex sys-
tems across organizations and institutions. The tech-
niques involved in related workflows will be key to
being amendable to various laboratory conditions,
experimental/computational expertise, and resources

It is becoming clear that in the 21% century, biology
holds the key to solving many of our most pressing chal-
lenges. It is highly unlikely that our current manual
approaches will scale and effectively address these chal-
lenges. Therefore, it is even more urgent that we as a com-
munity start to consider the various elements needed to
explore these solutions effectively. Wetware solutions alone
are unlikely to work in isolation. It is our hope that by gain-
ing inspiration from other fields, we will be able to decom-
pose functions into the wetware, hardware, and software
that together can meet these challenges and, in the process,
make future challenges more easily addressable, results more
replicable, and democratize the process for a wider variety of
engineers and scientists.
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