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Abstract: Continuous-wave lasers (CW) are often used in selective laser sintering or melting; but 

short-pulsed lasers (e.g., with a pulse duration on the nanosecond scale) have their own potential 

advantages, such as high resolutions and small residual thermal effects. Compared with CW lasers, 

nanosecond lasers involve additional parameters (such as the pulse frequency) and more 

complicated relations between laser parameters and the powder bed thermal responses in laser 

sintering or melting.  To help fundamentally understand the relations and guide efficient parameter 

selections, it is highly desirable to develop a thermal model for nanosecond laser irradiation of a  

metal powder bed and directly validate the model via in-situ transient temperature measurements. 

However, research work integrating such model development and validation has been rarely 

reported to the authors’ best knowledge. In this paper, a thermal model has been developed for 

nanosecond laser irradiation of a powder bed of micro metal particles. The model-predicted 

transient surface temperature history of the powder bed agrees reasonably well with that measured 

by a fast pyrometry system. Under the conditions studied, the model simulations show that high-

frequency nanosecond laser pulses can induce a significant thermal accumulation effect in a metal 

powder bed due to its lower thermal conductivity than that for a bulk metal. With the same time-

averaged laser power, by changing the pulse frequency, a nanosecond laser can induce very 

different temperature histories, melt pool evolutions and lifetimes, suggesting the laser has a 

potential advantage of good adjustability and flexibility in laser sintering. It also means a  

parameter-selection challenge due to the complicated parameter-thermal response relations, 

implying the importance of a thermal model validated by time-resolved temperature 

measurements.  
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1. Introduction  

Selective laser sintering or melting (SLS or SLM) is an important laser-based additive 

manufacturing process that can be used to make parts with short lead time and good flexibility in 

geometries and compositions (Selective laser melting typically refers to the process with full 
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melting of particles. In this paper, for simplicity “laser sintering” will be utilized to refer to all 

powder particle coalition process under laser irradiation regardless of the melting degree) [1, 2]. 

Continuous-wave lasers are often used in SLS or SLM [3-5]. On the other hand, pulsed lasers have 

their own potential advantages in selective laser sintering, such as high resolutions and small 

residual thermal effects. Research work has been reported in the literature on pulsed laser sintering, 

e.g., with laser pulse durations on the order of millisecond, microsecond or nanosecond [5-9]. In 

particular, short-pulsed lasers have been used in some reported research work on laser micro 

sintering, which often utilizes a powder bed filled with small particles of a few micrometers or less 

that could have a high achievable spatial resolution for the sintered micro features (e.g., [8, 9]). 

Among different types of short-pulsed lasers, nanosecond-pulsed lasers are often used (e.g., [8, 

9]), which have the advantage of a good combination of strong robustness, low costs and 

reasonably short pulse durations.    

Both CW and nanosecond (ns) lasers involve process parameters such as the laser beam 

wavelength, the average laser power (Pave) and the laser spot size on the powder bed surface. A ns 

laser involves additional parameters such as the pulse frequency (f) and pulse energy Ep (=Pave/f), 

which could also significantly influence the powder bed thermal histories and temperature 

distributions during laser sintering. Hence, ns laser sintering can involve much more complicated 

relations between the laser parameters and the powder bed thermal histories (and/or temperature 

distributions) than those in CW laser sintering. To help fundamentally understand the relations and 

guide efficient parameter selections in ns laser sintering, it is highly desirable to develop a thermal 

model for the temperature evolution and distribution of the powder bed under nanosecond laser 

pulse irradiation, and then validate the model via in-situ time-resolved transient temperature 
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measurements. A model validation via time-resolved transient temperature measurements is highly 

desirable because it is a direct validation.  

However, to the authors’ knowledge such work integrating model development and 

validation via time-resolved transient temperature measurements has been rarely reported in 

the literature for a powder bed of micro metal particles under nanosecond laser pulse irradiation. 

Such a model validation is challenging because the transient temperature measurement for 

nanosecond laser pulse sintering often requires a much higher resolution in time than that for CW 

laser sintering or melting. Ref. [10] reported a thermal model for laser sintering with a CW laser 

beam irradiating a nickel powder bed with an average particle size of 25 μm. The laser-sintered 

widths predicted by the model were compared with those measured experimentally; but Ref. [10] 

did not report any model validation via transient temperature measurements. Ref. [11] reported 

numerical simulations of CW laser sintering of an iron powder layer and studied the effects of 

some process parameters; but it appeared that Ref. [11] did not show any direct model validation 

by experimental results. Refs. [12, 13] reported numerical models for nanosecond laser pulse 

interaction with a single spherical particle surrounded by a continuum (representing the 

surrounding powder), where the one-dimensional (1D) heat transfer equation was solved in the 

spherical coordinate system. It appeared that Ref. [12] did not show any experimental validation 

of the model, while Ref. [13] only discussed a qualitative comparison between model predictions 

and experimentally obtained micrographs of sintered materials. Ref. [14] reported a 2D 

axisymmetric numerical heat transfer/electromagnetic coupled model for nanosecond laser pulse 

sintering of bio-ceramic nanoparticles without showing model validation by experiments. Ref. [15] 

reported a model for femtosecond laser interaction with a single copper nanoparticle, where 1D 

two-temperature heat conduction equations were solved. The model simulation and the 
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experimental result show agreement on the laser fluence for multi-shot melting; but no comparison 

was made about the particle transient temperatures. Ref. [3] reported temperature measurements 

(but not a thermal model development or validation) for ns laser pulse sintering of titanium powder 

via an infrared camera, which, however, can only give time-averaged temperatures instead of the 

transient skin temperatures.   

In a short summary, a thermal model for a powder bed of micro metal particles 

irradiated by nanosecond laser pulse that is validated by a direct comparison with time-

resolved transient temperature measurements has been rarely reported to the authors’ 

knowledge. As introduced earlier, such work of model development and validation is highly 

desirable. The purpose of the work in this paper is to develop a two-dimensional thermal model 

for nanosecond laser pulse irradiation of a powder bed of micro metal particles, and validate the 

model by comparing its predicted transient surface temperature history of the powder bed with that 

measured by a two-color fast pyrometry system. The pyrometry system was developed by the 

authors [16, 17], and it is based on a photodetector with fast responses. It is a non-contact 

measurement system that does not disturb the powder bed and does not need the value of the 

powder surface emissivity. After the experimental validation under the given condition, the model 

is used to perform simulations to help enhance the fundamental understanding of the powder bed 

thermal responses under nanosecond laser pulse irradiation, such as the effect of the laser pulse 

frequency.  

Based on the model simulations, one main conclusion from this work is that even under 

the same average laser power, the adjustment of the nanosecond laser pulse frequency can 

dramatically change the powder bed thermal history, including the melt pool lifetime. This implies 

that laser sintering with a nanosecond laser is more adjustable and flexible in terms of the resulted 
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material thermal history than a CW laser. Meanwhile, it also means that the laser-material 

interaction in nanosecond laser sintering can be much more complicated, suggesting the 

importance of a reasonably accurate, yet computationally efficient thermal model in the study and 

application of nanosecond laser sintering.          

 

2. Model 

As shown in Fig.1a, the model is a 2D axisymmetric model, where the powder bed surface 

is assumed to be located at z = 0 and the powder bed is in the z > 0 region. The thickness and 

radius of the computational domain in the powder bed is sufficiently large such that its bottom and 

side boundaries (i.e., the boundary at r = rmax and that at z = zmax) do not obviously affect the 

simulation results under the conditions studied. The temperature at the bottom and side boundaries 

is assumed to be the initial room temperature (300 K). The nanosecond-pulsed laser beam 

propagates downwards in the +z direction with its central axis at r = 0. It is assumed that the laser 

beam intensity follows a Gaussian distribution spatially, with a spot diameter on the powder bed 

surface equal to 160 μm and a wavelength equal to 1064 nm. The cobalt powder bed is treated as 

a continuum medium with a porosity of 𝜀 and effective properties described later.      

 What will be simulated in this paper is the irradiation of the powder bed by multiple laser 

pulses with a pulse duration of ~200 ns per pulse, and the total simulated duration is up to a few 

hundred μs. Due to the short laser pulse duration and simulation time (and thus short melt pool 

lifetime), the melt flow is not considered in this model under the conditions studied. This 

approximate assumption can significantly simplify the model and greatly save the computational 

time. Whether or not this can still lead to reasonably good accuracy in the temperature prediction 

will be checked by comparing it with the experimental measurement as shown later. With this 
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assumption, the heat transfer process in the powder bed is governed by the following two-

dimensional (2D) axisymmetric heat transfer equation [18, 19]:  
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where t is time, r and z are spatial coordinates (where the +z direction points into the powder bed), 

T is temperature, H denotes the material enthalpy per unit mass that depends on the temperature, 

specific heat and also latent heat of melting (for melted material), keff represents the effective 

thermal conductivity of the medium in the powder bed, I is the net laser beam intensity propagating 

in +z direction in the powder bed, and ρ is the medium density and is given by ρ = 𝜌𝑏(1 − 𝜀) +

 𝜀𝜌𝑎, where 𝜌𝑏 and 𝜌𝑎 are the density of the bulk metal (cobalt) and the argon (assumed to fill the 

pores), respectively, and 𝜀 is the medium porosity. The value of the term, 𝜀𝜌𝑎, is very small and 

hence has been neglected. In the relation curve of H(T) versus T, the slope is the corresponding 

bulk metal specific heat in the range of  𝑇 < 𝑇𝑚 − 𝛿𝑇 and the range of 𝑇 > 𝑇𝑚 + 𝛿𝑇, where  𝑇𝑚 

is the melting point. For the temperature range [𝑇𝑚 − 𝛿𝑇, 𝑇𝑚 + 𝛿𝑇], the slope is Lm/ (2𝛿𝑇), where 

Lm is the latent heat of melting and 𝛿𝑇 is a small value (which is chosen to be 0.5 K in the 

calculations in this paper). During the material heating process, melting starts when the 

temperature reaches 𝑇𝑚 − 𝛿𝑇. Argon is neglected in constructing the H versus T relation because 

of its much smaller density than that for the metal.   

The last term on the right side of Eq.(1) is the volumetric heat source term due to the 

absorption of the energy of laser beam penetrating into the surface layer of the powder bed. If it is 

assumed that z = 0 is located at the powder bed surface and the +z direction points into the bed, 

then the net laser beam intensity propagating in the +z direction at a certain location (r, z) within 

the powder bed can be calculated by [20]:  
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    𝐼(𝑟, 𝑧, 𝑡) = 𝐼0(𝑟, 𝑡){−
(1−𝑅−𝑎)[3𝑐+2𝑅(1−ℎ−𝑐)]

(1−ℎ)(1−4𝑎2) exp(2𝑎𝑏𝑧)
−

(1−𝑅)[1−4𝑅(ℎ−𝑐)]+2𝑎2

(1−4𝑎2) exp(𝑏𝑧)
}  (2) 

where  𝐼0(𝑟, 𝑡) is the incoming laser beam intensity at the powder bed surface that is approximately 

assumed to follow a Gaussian distribution, R is the material hemispherical reflectance at 1064 nm, 

h and c are constants (h = 1/3 and c = 1/6 for diffuse reflection), 𝑎2 = 1 − 2ℎ𝑅 − 𝑅2(1 − 2ℎ), 

and 𝑏 = 𝜋𝑟0
2𝑛/𝜀, where r0 is the particle radius, n is the number of particles per unit volume and 

is related to the porosity 𝜀 by: 𝜀 = 1 − 4𝜋𝑟0
3𝑛/3.  Based on Eq. (2), the last term on the right side 

of Eq.(1) can be calculated.  

The effective thermal conductivity of the powder bed medium can be significantly different 

from that for the bulk metal. In Ref. [21], the effective thermal conductivities for a solid powder 

bed of micro iron particles at different porosities have been determined by numerically simulating 

the heat transfer process in the powder bed with stochastically filled particles. It has been found 

that at a porosity level near ~0.72 (which is the measured solid powder bed porosity for the study 

in this paper), the effective thermal conductivity of the iron powder bed in the air environment is 

approximately ~3% of that for the bulk iron. Solid cobalt is a metal with a regular density, thermal 

conductivity and specific heat reasonably similar to those for solid iron [21-24]. The thermal 

conductivity and diffusivity of regular air [25] are also reasonably similar to those for argon [26, 

27]. Hence, in the model in this paper, it has been approximately assumed that for the solid powder 

bed medium, 𝑘𝑒𝑓𝑓 = 0.03𝑘𝑏,𝑠, where 𝑘𝑏,𝑠 is the thermal conductivity of the solid bulk cobalt. For 

the melted powder bed medium region, the effective thermal conductivity is approximately 

calculated using the simple rule of mixtures given by 𝑘𝑒𝑓𝑓 = (1 − 𝜀)𝑘𝑏,𝑙 + 𝜀𝑘𝑎  [19, 28], where 

𝑘𝑏,𝑙  is the bulk cobalt thermal conductivity in the liquid state and 𝑘𝑎 is the argon conductivity. For 

the powder bed medium that has an enthalpy in the partial melting range, the effective thermal 
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conductivity is obtained through a linear interpolation (based on the temperature) between the solid 

value at 𝑇𝑚 − 𝛿𝑇 and the melted medium value at 𝑇𝑚 + 𝛿𝑇 . For melted and then re-solidified 

material, the effective thermal conductivity is also approximately calculated using the 

aforementioned simple rule of mixtures based on the solid bulk cobalt conductivity without 

considering the argon contribution due to its much smaller conductivity.    

  The powder bed is assumed to be at the room temperature (300 K) initially. As introduced 

earlier, the computational domain is chosen to be sufficiently large such that the bottom and side 

boundaries can be assumed to remain at the room temperature for the simulated durations in this 

paper.  For the powder bed top surface at z = 0, the heat loss due to the possible surface vaporization 

process is considered. The surface vaporization flux can be approximately calculated by the Hertz-

Knudsen equation with the saturated vapor pressure calculated by the Clausius-Clapeyron 

equation, which leads to the following boundary condition at z = 0 [18, 29-31]:  

 𝑘𝑒𝑓𝑓
𝜕𝑇

𝜕𝑧
= 𝐿𝑣𝑎𝑝𝛽𝑃𝑏 exp [

𝐿𝑣𝑎𝑝𝑚

𝑘𝑏𝑇𝑏
(1 −

𝑇𝑏

𝑇𝑠
)] √

𝑚

2𝜋𝑘𝑏𝑇𝑠
      (3) 

where 𝐿𝑣𝑎𝑝 is the latent heat of vaporization,  β is the vaporization coefficient (=~0.82 based on 

more detailed Knudsen layer relations  assuming Mach number is 1 right above the Knudsen layer 

[18, 30]), Pb is the saturated vapor pressure at the temperature Tb (which is the normal boiling point 

when Pb = 1 atm), kb is the Boltzmann constant, m is the molecular mass, and Ts is the powder bed 

surface temperature. In Eq.(3), only the latent heat of vaporization consumed is considered because 

it is expected to dominate over the other energy components (such as the energy raising the 

material temperature to Ts including the latent heat of melting before it is vaporized). The effect 

of the vaporization-induced material loss and surface receding on the heat transfer process in the 

powder bed is neglected, because under the conditions simulated in this paper the vaporized 
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material amount, if any, has been found to be typically very small.  Other heat losses from the top 

surface, such as those via thermal radiation and surface convection, are also neglected in the model. 

As discussed later, the effects of these heat losses on the calculated temperatures are very small.       

The initial powder bed medium porosity is estimated to be ~0.72 based on the measured 

apparent density of the powder placed into the powder bed. The nominal particle size for the cobalt 

powder used in the experimental work in this paper is ~1.6 μm according to the product 

specification (Alfa Aesar, Product number: 10455). However, the particles in the powder bed could 

have agglomerations, increasing their effective sizes. The powders used in the experiment in this 

paper are the same as those in the authors’ previous paper [17]. The cross-sectional scanning 

electron microscope (SEM) image in Fig.4a of Ref.[17] shows a region of powder particles below 

the densely sintered layer. Based on this region of the SEM image, the effective particle diameter 

has been roughly estimated with the ImageJ software [32] to be ~2.56 μm (the particles used are 

not in a spherical shape. This estimated value is the diameter of an “equivalent” spherical particle 

that would have the same average area in the cross-sectional image). This value is used in the 

calculation with Eq.(2) for the solid powder bed medium. The total simulated durations are very 

short (typically only a few hundred μs) in this study for nanosecond laser pulse irradiation of the 

metal powder bed. Solid state sintering (if occurs at all) is not explicitly considered in the model. 

Upon full melting (i.e., when the temperature reaches 𝑇𝑚 + 𝛿𝑇) the local medium effective density 

ρ is approximately assumed to remain the same, and then the updated porosity for the melted 

medium can be determined based on the difference between the solid and liquid bulk cobalt 

densities. Assuming the number of particles per unit volume remains the same, the updated 

effective particle diameter for the melted medium can also be obtained. The porosity of the medium 

in the temperature range of [𝑇𝑚 − 𝛿𝑇, 𝑇𝑚 + 𝛿𝑇] is determined via a linear interpolation based on 
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the solid medium porosity at 𝑇𝑚 − 𝛿𝑇 (which is 0.72) and the melted medium porosity at 𝑇𝑚 +

𝛿𝑇.  

The process of the laser pulse interaction with the powder bed is very complicated. The 

model in this paper, which is based on the aforementioned approximate and/or simplified 

assumptions, has a relatively low computational cost, which is very desirable in many situations.  

The model has a relatively low computational cost because it does not explicitly simulate the 

possible melt flow, or the evolutions of individual particles (which would lead to an extremely 

high computational cost due to the small particle size). The model cannot strictly calculate the 

porosity evolution and its major goal is to simulate the temperature evolution of the powder bed. 

The model will be tested by comparing its predicted transient surface temperature history with that 

measured experimentally.  

The heat transfer equation in the model is solved numerically by an explicit finite 

difference method [33]. A non-uniform mesh is used in the model calculations. For most of the 

results in the paper, unless otherwise indicated, the smallest mesh size occurs at r = z = 0, where 

Δr = 0.25 μm, and Δz = 0.15 μm. The values of Δr and Δz gradually increase with the coordinate 

r and z, respectively. Then, constant mesh sizes of Δr = 0.65 μm and Δz = 0.4 μm are use in the 

range of 20μm < 𝑟 < 60μm and 5μm < 𝑧 < 20μm, respectively. Beyond this range, the mesh 

sizes continue increasing again. Typically, around ~17150 grid points are used in the 

computational domain. The model calculations are based on a code developed by the authors using 

MATLAB (version R2020b. The MathWorks, Inc.).    

The major material properties used in the simulation, such as bulk cobalt densities, specific 

heats, latent heats of melting and vaporization, normal melting and boiling points, bulk cobalt 

thermal conductivities, and cobalt index of refraction are taken from the literature [24, 27, 34-39] 
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(see Table 1). For the bulk cobalt density 𝜌𝑏, a constant value (8.85 g/cm3) is used for the solid 

state (which is the density for close-packed hexagonal cobalt at 20 °C) [24] and a different constant 

value (7.75 g/cm3) is used for the liquid state [34]. The cobalt specific heat is obtained based on 

[35] as described in Table 1 of this paper. The temperature-dependent bulk cobalt thermal 

conductivity in the solid state, kb,s, and that in the liquid state, kb,l, are taken from Refs. [36] and 

[37], respectively. In the simulation, the value of kb,s is determined via a linear interpolation using 

the first data point and the data point at 1000 K for pure cobalt given in Fig.3 of Ref.[36] (in the 

figure, the conductivity value for the last data point at a temperature a little higher than 1000 K is 

reasonably close to that at 1000 K and hence is not used). For the temperature range of 1000 K to 

𝑇𝑚 − 𝛿𝑇, the conductivity value at 1000 K from [36] is used for kb,s. In Table 6 of Ref. [37], the 

thermal conductivity of bulk liquid cobalt in the range of 1800 K to 1950 K is given. In the 

simulation, for bulk liquid cobalt below 1800 K and that above 1950 K, the conductivity value at 

1800 K and 1950 K from [37] is used, respectively, for kb,l. Based on the solid and liquid bulk 

cobalt thermal conductivities, kb,s and kb,l, the corresponding powder bed medium effective thermal 

conductivity, keff, can be calculated in the way as introduced earlier.  The argon thermal 

conductivity is taken from Table 1 of [27] (The last column for 70.0 cm Hg of the table is used. 

The conductivity at temperatures below the minimum or above the maximum temperatures in the 

table is assumed to be equal to that at the minimum and maximum temperatures, respectively). 

The optical index of refraction of solid and liquid cobalt at 1064 nm are determined based on the 

dielectric constants from Fig.6 of Ref. [38] and Table III of Ref. [39] (the value from [39] at the 

melting point and λ = 1.06 μm is used for liquid cobalt), respectively, based on which the 

corresponding hemispherical reflectance, R, can be calculated [40, 41], which is then used in 

Eq.(2). The value of R in the temperature range of [𝑇𝑚 − 𝛿𝑇, 𝑇𝑚 + 𝛿𝑇] is determined via a linear 
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interpolation using the solid value at 𝑇𝑚 − 𝛿𝑇 and the liquid value at 𝑇𝑚 + 𝛿𝑇. The latent heat of 

melting and vaporization, normal melting and boiling points for cobalt are taken from Table 1 of 

Ref. [24].  

It should be noted that although the melting point of a metal particle may decrease as its 

size decreases, typically such an effect is obvious only when the particle size is very small. When 

the particle size reaches the scale of several hundred nanometers, the melting point is typically 

close to the bulk melting point. For example, Fig.9 of Ref. [42] implies that when the radius of Fe, 

Cr, Mo and W particles reaches several hundred nanometers, their melting points should be very 

close to the bulk values. It is expected that this should also be the case for cobalt particles. Hence, 

the bulk cobalt melting point is used in this paper. 

 

3. Experimental Setup  

Figure 1b shows the experimental setup for nanosecond laser pulse irradiation of a powder 

bed of metal (cobalt) micro particles, including a two-color fast pyrometry system for time-

resolved temperature measurements that will be used to validate the model developed.  

The powder bed contains cobalt powder (Alfa Aesar, Product number: 10455).The powder 

bed lateral dimensions and the powder layer thickness are sufficiently large such that the effects 

of the powder layer side and bottom boundaries on the measured temperatures are insignificant. 

The powder particles are applied into the powder bed using a doctor blade after first being 

moistened with 95% ethanol. The particles get naturally dried before the experimental 

measurements. It is expected that the amount of residual ethanol in the powder bed, if any at all, 

will be very small and does not have a significant effect on the measured temperatures in this 

paper.  In each experiment, the laser (SPI G3.0) sends out a train of 10 pulses onto the surface of 
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the powder bed at a pulse frequency of 25 kHz (thus the distance in time between neighboring 

pulses is 40 μs), with an average pulse energy of ~0.14 mJ/pulse.  Each pulse typically has a full 

pulse duration of ~200 ns and a temporal shape similar to that shown in the corresponding author’s 

previous paper [43]. The laser beam has a wavelength of ~1064 nm and an approximately Gaussian 

intensity profile. The beam is stationary during each experiment and is focused by the lens of a 

100-mm focal length inside the scan head (HurryScan 14 from ScanLab).  The powder bed surface 

is at a vertical location such that the laser spot diameter on the surface is approximately ~160 μm, 

which is measured by the knife-edge method.  After each experiment, the laser spot will be moved 

to a new location of the powder bed and another 10 laser pulses will be fired to the location. The 

measured transient temperature history of the powder bed surface is based on multiple 

measurements under the same laser condition. The powder bed is inside a chamber with a top glass 

cover. Before each experiment, argon is slowly flown into and out of the chamber for some time. 

During each experiment, the argon flow continues, but an opening is left for the top glass cover to 

facilitate the experiment.    

The two-color fast pyromery system shown in Fig.1b is a system developed by the authors 

and is similar to that in the authors’ previous papers [16, 17], where more details can be found. In 

this paper, only a short introduction will be given about the system, including some specific details 

that could be different from those in the previous papers. In [16], a similar pyrometry system was 

used for in-situ temperature measurements during CW laser sintering of carbon nanotube-

reinforced silver matrix composite thin films on a polymer substrate, while in [17], a similar 

pyrometry system was used for temperature measurements in an experimental study for single-

track laser micro sintering using nanosecond laser pulses. It should be noted that neither Ref. [16] 

nor Ref. [17] involves model development or validation work for nanosecond laser pulse 
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irradiation of a powder bed of micro metal particles, which is the focus of the work presented in 

this paper.   

The pyrometry system determines the transient temperature of the powder bed surface by 

measuring the thermal radiation emitted from the surface (mainly from a small “measurement 

spot” region) in two different wavelength ranges. As shown in Fig.1b, the radiation is collected by 

the objective (MY10X-823, 10X Mitutoyo Plan Apochromat Objective, purchased from Thorlabs; 

NA = 0.26, effective focal length = 20 mm), after which the radiation will reach a switchable long 

pass filter from Thorlabs that blocks most radiation below a certain cut-on wavelength. The filter 

can have a cut-on wavelength of either 1200 nm or 1400 nm, which is called a Type A or Type B 

filter, respectively. After passing through the filter, the remaining radiation (mainly above the cut-

on wavelength) is focused by a lens onto the photodetector (Thorlabs PDA015C/M), which has a 

measurable wavelength range up to ~1800 nm based on its responsivity curve given in the product 

user guide. The photodetector converts radiation power into a photocurrent, which then induces a 

voltage signal being measured by an oscilloscope with a sampling frequency of 50 MHz. Multiple 

experiments are performed using Type A and Type B filters in the system, respectively, which 

measure the radiation in the wavelength range of ~1200 nm to ~1800 nm and the range of ~1400 

nm to ~1800 nm, respectively.  

The voltage signals obtained with Type A filter from multiple measurements will be 

averaged. The mean dark voltage of the photodetector is subtracted from the averaged signal, 

which then passes through a 4th order Butterworth low-pass filter in Matlab (with a cutoff 

frequency of 0.14, normalized by half of the sampling frequency of the oscilloscope) to decrease 

high-frequency noise, leading to a voltage signal of VA(t). Similarly, with Type B filer, the voltage 

signal VB(t) can be obtained. The portion of VB(t) that is below two times the oscillation amplitude 
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of the photodetector dark voltage will be truncated, because this portion is deemed to be 

insufficiently reliable for temperature deduction. Then, the signal VA(t) is truncated accordingly to 

make its duration the same as that for VB(t). As derived and shown in the authors’ previous papers 

[16, 17], the ratio of the two voltage signals has the following relation:  

𝑉𝐴

𝑉𝐵
=

∫ 𝜃(𝜆)𝑇𝑟(𝜆) 
2ℎ′𝑐0

2

𝜆5[exp(
ℎ′𝑐0
𝜆𝑘𝑏𝑇

)−1]

  𝑑𝜆
1800 𝑛𝑚

1200 𝑛𝑚

∫ 𝜃(𝜆)𝑇𝑟(𝜆)
2ℎ′𝑐0

2

𝜆5[exp(
ℎ′𝑐0
𝜆𝑘𝑏𝑇

)−1]

  𝑑𝜆
1800 𝑛𝑚

1400 𝑛𝑚

                   (4) 

where h' and kb represent the Planck and Boltzmann constants, respectively, c0 denotes the vacuum 

light speed, θ is the photodetector responsivity and the relation of θ versus the wavelength λ is 

given in the user guide for the photodetector, and Tr denotes the total optical transmission of all 

the optical elements in the radiation propagation path prior to the photodetector, the variation of 

which with λ can be determined based on the wavelength-dependent transmission of each 

individual element (including the objective) that can be found in the product information of the 

element from the corresponding vendor.  

In deriving Eq.(4), one effective temperature T(t) is assumed for the entire measurement 

spot at any instantaneous moment t. The measurement spot is approximately an ellipse with a size 

of roughly ~50 × ~70 μm based on an estimation similar to that described in Ref.[16] (which also 

gives a detailed introduction about the definition of the measurement spot). The measurement spot 

center is aligned to approximately overlap with the laser spot center on the powder bed surface.  It 

has also been approximately assumed that the wavelength dependence of the powder bed surface 

spectral, directional emissivity (in the angle range around 45o involved in the measurement) can 

be approximately neglected in the wavelength range of 1200 to 1800 nm. In [17], this approximate 

assumption has been theoretically analyzed to be reasonable at multiple high temperatures in the 
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range of 1400 to 3000 K (for the angles of 45° and 45° ± 16°) based on the Kirchhoff’s law, Fresnel 

equations and the Drude model. More details can be found in Ref.[17].  

 In the authors’ previous paper [16], a validation of a similar pyrometry system and 

approach (at least to a certain extent under the given condition in [16]) is demonstrated, where the 

silver melting duration of a laser-irradiated target (a thin-film mixture of silver nanoparticles and 

carbon nanotubes) determined via the pyrometry system agrees well with that determined by 

measuring the target-reflected light of a probe laser beam.   

 

4. Results and Discussions  

Figure 2 shows the comparison between the model prediction and the experimental 

measurement for the measurement spot temperature.  From the measurement result, it can be seen 

that the temperature quickly rises to a local peak value and then starts dropping. However, the next 

laser pulse arrives when the temperature is still at an elevated value, and the temperature is driven 

to another local peak that is typically higher than the previous one (except for the last a few pulses). 

This pattern repeats until the last laser pulse, after which the temperature will decrease. Thus, the 

measurement result suggests a thermal accumulation effect between neighboring laser pulses in 

time under the condition studied. As introduced earlier, the portion of VB(t) that is below two times 

the oscillation amplitude of the photodetector dark voltage is truncated, because this portion is 

deemed to be insufficiently reliable for temperature deductions. Hence, only temperatures 

sufficiently high can be measured by the pyrometry system. The portion of the measured 

temperature curve for the 1st laser pulse is not very complete due to a poor signal quality, which is 

likely due to the relatively low temperatures in the related period.  
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Figure 2 also shows the model prediction for the measurement spot temperature. As 

introduced earlier, from the in-situ temperature measurement with the pyrometry system, at any 

given instantaneous moment t, only one temperature can be obtained for the measurement spot, 

which is approximately an ellipse of ~50 × ~70 μm. On the other hand, the model calculation can 

predict a spatial distribution of the temperature of the powder bed surface T(r, 0, t). Hence, to make 

the comparison between the model prediction and the experimental measurement meaningful,  a 

spatially average temperature Tave(t) is calculated for the measurement spot based on the model-

predicted temperature distribution T(r, 0, t). Two extreme ways of calculating the average 

temperature is: (1) the simple spatially average temperature,  𝑇𝑎𝑣𝑒(𝑡) = ∫ 𝑇(𝑟, 0, 𝑡)𝑑𝐴/𝐴, where 

A is the measurement spot area, and (2) the weighted spatially average temperature using T4 as the 

weight considering that the measured temperature is based on the thermal radiation emitted from 

the powder bed surface and the hotter region typically has a higher power of the emitted thermal 

radiation per unit area: 𝑇𝑎𝑣𝑒(𝑡) = [∫ 𝑇(𝑟, 0, 𝑡) · 𝑇4(𝑟, 0, 𝑡)𝑑𝐴]/ [∫ 𝑇4(𝑟, 0, 𝑡)𝑑𝐴]. It has been 

found that for the studied case the average temperature obtained using the two different approaches 

turn out to be typically close. Hence, 𝑇𝑎𝑣𝑒(𝑡) calculated using the second, weighted approach is 

plotted in Fig.2 as the model-predicted temperature for the measurement spot.   

From Fig.2, it can be seen that overall the model-predicted temperature history curve 

agrees reasonably well with the measured one under the given condition. Similar to that suggested 

by the measurement result, the model simulation result has also shown the thermal accumulation 

effect between neighboring laser pulses. Typically the peak temperature after each laser pulse 

increases with the number of pulses. For most of the laser pulses, the model-predicted temperature 

peaks are reasonably close to those from the measurement.  The reasonably good agreement 

suggests that the accuracy of the relatively simple and low computational cost model should be 
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sufficient to be used for a meaningful (although not necessarily fully accurate in the quantitative 

sense) study of process parameter effects, which will be introduced later.   

On the other hand, some differences between the model prediction and the experimental 

measurement can be seen in Fig. 2, particularly in the falling portions of the curve. It is expected 

that one major reason for the differences could be that the value of the effective thermal 

conductivity used in the model for the high-temperature solid powder bed region is smaller than 

the actual value. It is still challenging to obtain reliable values for the effective thermal 

conductivities of solid metal powders at very high temperatures, which could be affected by many 

factors. On the one hand, theoretically calculated or estimated thermal conductivities could have 

deviations from the actual values. On the other hand, the experimental measurement work for solid 

metal powder conductivities at very high temperatures (e.g., > ~1000 K) has been limited. 

Refs.[44] and [45] have reported experimental measurements of solid metal powder thermal 

conductivities at elevated temperatures, but the temperatures are only up to 473 K and 500 ℃, 

respectively. Future work to obtain reliable solid metal powder thermal conductivities at very high 

temperatures would certainly be desirable, which could also help improve the accuracy of the 

thermal model in this paper. However, as discussed earlier, the model-experiment agreement 

shown in Fig.2 is already reasonably good under the given condition, which suggests that the 

model accuracy should be sufficient for a meaningful study of process parameter effects, which 

will be introduced later.   

Figure 3 shows the model-predicted temperature profiles in the r-z plane at different 

moments. It can be seen that right after the end of the 9th and 10th laser pulse, the melt pool 

dimensions and the temperatures in the hot powder bed region are obviously larger or higher than 

those at the moment right before the 9th and 10th laser pulse, respectively. In other words, the 
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irradiation of the powder bed by the laser pulses with the 40-μs pulse-to-pulse separation time has 

created an oscillating melt pool. This can be seen more clearly in Fig.4, which shows that the melt 

pool depth (at the laser spot center) oscillates with time and the peak value in each cycle increases 

with time. The total accumulated melt pool lifetime of the powder bed surface at the laser spot 

center is ~279 μs, which is much longer than the total pulse duration of the 10 laser pulses. It 

should be noted that when plotting Figs. 3 and 4, the melt pool boundary is defined as the location 

with T = Tm.   

As introduced earlier, the convection and thermal radiation heat loss from the powder bed 

surface has been neglected in the model. It has been found that if the thermal radiation loss is added 

(using its upper limit value of σT4, where σ is the Stefan-Boltzmann constant [46]) and the heat 

convection loss is added using a convection coefficient value of hc = 25 W/(m2 K) taken from [10], 

then the model-predicted temperature history of the powder bed surface does not have any obvious 

change from that in Fig.2. In the model, possible surface vaporization has been considered in an 

approximate way using the Hertz-Knudsen equation, without solving the gas dynamic equations 

for the vapor and ambient gas phase. Under the conditions studied, it has been found that the 

amount of vaporized material is small. Hence it is expected that the vaporization-induced surface 

receding effect can be approximately neglected for the powder bed. The possible melt flow in the 

powder bed is not considered in the model, and this has greatly saved the computational cost, 

which is highly desirable in many situations. The reasonably good model-experiment agreement 

shown Fig. 2 suggests that this simplified assumption of the model does not cause significant 

inaccuracy in predicting the measurement spot temperature under the given condition. On the other 

hand, the possible actual melt flow towards the surrounding porous powder bed medium could 

enlarge the melted region radius observable by a microscope after the laser pulse irradiation. This 
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could cause an under-prediction of the maximum melt pool radius on the powder bed surface by 

the model. This is consistent with the post-process microscopic observation showing that the 

model has under-predicted the maximum melted region radius by around ~25 μm under the given 

condition for Fig.2.   

 Compared with CW laser sintering, nanosecond laser pulse sintering involves more laser 

parameters. One important parameter is the laser pulse frequency, which is the number of pulses 

fired per unit time. Under the same time-averaged laser power, a higher laser pulse frequency 

means a lower pulse energy and a shorter pulse-to-pulse distance in time. Even with the same time-

averaged laser power, the thermal responses of the powder bed irradiated by nanosecond laser 

pulses can be very different under different laser pulse frequencies. This can be seen from Fig.5, 

which shows the powder bed surface temperature histories at the laser spot center under the 

irradiation of laser pulses fired with different pulse frequencies in the period of t = 0 to 400 μs. For 

this 400-μs period, all the simulated cases shown in Fig.5 have the same time-averaged laser power 

and thus the same total laser energy input, which also means the same value of pulse number × 

energy/pulse. For the period of t = 0 to 400 μs, with the pulse frequencies of 5, 12.5, 25 and 100 

kHz, the number of laser pulses fired is 2, 5, 10 and 40, respectively. The energy per pulse 

decreases as the pulse frequency increases. In addition, Fig.5 also shows the simulation result for 

one single laser pulse with a duration of 400 μs with a top-flat temporal shape, which has the same 

time-averaged power as that for the 200-ns laser pulses for the period of t = 0 to 400 μs.  Figure 6 

shows the histories of the melt pool depths for the same simulated cases as those in Fig.5, while 

Figure 7 shows the total melt pool lifetimes at the laser spot center on the powder bed surface for 

different laser pulse frequencies.  
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Figs.5 to 7 shows that even with the same time-averaged laser power and total laser energy 

input, laser pulses fired with different frequencies have induced dramatically different thermal 

responses (e.g., surface temperature histories, melt pool evolutions and lifetimes) for the powder 

bed. The low-frequency and high-energy (per pulse) laser pulses fired at 5 kHz generate very high 

transient peak temperatures, which means that they can easily melt the metal (or another type of 

metal with a much higher melting point); but the pulse-to-pulse distance in time is large and hence 

the thermal accumulation effect is relatively weak (but certainly still exists). Figure 5a shows that 

the temperature drops to ~993 K when the second laser pulse is fired, and the peak temperature 

generated by the second laser pulse is close to that by the first pulse. Figure 6a shows that the melt 

pool depth has dropped to 0 before the second laser pulse comes, and the peak pool depth generated 

by the second laser pulse is ~4.5 μm deeper than that by the first pulse. The total melt pool lifetime 

is relatively low (~162 μs) as shown in Fig.7. On the other hand, Fig.5 shows that the high-

frequency low-energy laser pulses fired at 100 kHz induce much lower temperature increase per 

pulse; but the short pulse-to-pulse distance in time causes a very significant thermal accumulation 

effect. Hence, eventually the powder bed surface can still be melted, and the melt pool depth 

evolution is shown in Fig.6b. The total melt pool lifetime is ~279 μs, much longer than that by the 

5 kHz laser pulses, as shown in Fig.7. Fig.5b and 6b show that the surface temperature history and 

the melt pool depth evolution induced by the 100-kHz ~200-ns-duration laser pulses are similar to 

those by the single top-flat 400-μs laser pulse (which can also be regarded as a “CW” laser that is 

on for 400 μs).  To accurately calculate the transient melt pool depth evolution, the mesh used in 

the simulations for the cases in Fig.5b and 6b is slightly different from that for the other cases in 

this paper. A larger number of grid points (~25900) is used, and Δz is equal to 0.2 μm in the range 

of 2μm < 𝑧 < 15μm, and Δz continues increasing gradually for z > 15 μm.  
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In a short summary, the results in Figs.5 to 7 show that even with the same time-averaged 

laser power and total laser energy input, by changing the laser pulse frequency, the ~200-ns 

duration laser pulses can induce significantly different temperature histories, melt pool evolutions 

and lifetimes, ranging from a very high transient peak temperature (which can easily melt a high-

melting-point material) at a low pulse frequency, to a temperature history at a high pulse frequency 

similar to that induced by a much longer 400-μs laser pulse. This suggests the great adjustability 

and flexibility by nanosecond laser pulses for laser sintering, which is a potential great advantage. 

On the other hand, this also means a very complicated relation between laser parameters and the 

induced thermal responses in the powder bed, which is a challenge in parameter selections and 

optimizations, implying the importance and value of a thermal model validated by time-resolved 

temperature measurements.     

One reason for the complicated thermal responses induced by nanosecond laser pulses at 

different pulse frequencies shown in Figs.5 to 7 is the thermal accumulation effect between 

adjacent pulses, to which one major contributing factor is the relatively low thermal conductivity 

of the powder bed compared with that for a bulk metal. The laser-induced thermal responses can 

become much less complicated for a bulk metal, which typically has a much higher thermal 

conductivity. This can be seen from Fig.8, which shows the surface temperature histories at the 

laser spot center for a bulk cobalt irradiated by 25 kHz and 100 kHz ~200-ns-duration laser pulses 

as well as that by one single 400-μs-duration pulse. Laser parameters are the same as those in the 

corresponding cases in Fig.5.  As shown in Fig.8, due to the high thermal conductivity of the bulk 

cobalt, no obvious thermal accumulation effect is seen even with a high laser pulse frequency of 

100 kHz. After the beginning of each laser pulse, the temperature quickly increases to a peak value 

and then quickly drops to around the room temperature before the next laser pulse comes. Then a 
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similar temperature history will repeat for each and every following laser pulse. The laser-induced 

peak temperature is higher at the lower pulse frequency of 25 kHz, but still does not reach the 

melting point yet. The temperature increase induced by the single 400-μs-duration pulse is very 

small. It should be noted that the plotting of the model-predicted temperature history curves shown 

in Figs. 2, 5 and 8 may or may not start from the exact moment of t = 0.  In the model simulations 

for the bulk metal target, the surface reflectivity for the perpendicularly incident laser beam is 

calculated based on Fresnel equations [41] for a flat surface using the cobalt complex index of 

refraction at 1064 nm. The absorbed laser power density is treated as a surface heat flux when 

solving Eq.(1). The reflectivity value in the temperature range of [𝑇𝑚 − 𝛿𝑇, 𝑇𝑚 + 𝛿𝑇] is 

determined via a linear interpolation using the solid value at 𝑇𝑚 − 𝛿𝑇 and the liquid value at 𝑇𝑚 +

𝛿𝑇.  

 Refs. [29, 47, 48] reported thermal models for nanosecond laser irradiation of bulk targets, 

which are also based on a heat transfer equation in the target. Different from these models, the 

thermal model in this paper is for a powder bed instead of a bulk target (except for the results in 

Fig.8). The model has considered the effect of powder porosity on the target medium effective 

density and thermal conductivity. In addition, the models in Refs. [47, 48] use the bulk target 

surface reflectivity and optical absorption coefficient to calculate laser energy deposition in the 

target, and the model in Ref.[29] treats the absorbed laser beam power per unit area as a surface 

heat flux. On the other hand, in the model in this paper, Eq. (2) is applied to calculate the laser 

beam propagation and energy absorption in a powder medium for the situation studied in this 

paper, where the laser pulse has a relatively long duration of ~200 ns among different types of 

nanosecond lasers. It should also be noted that Refs.[29, 47, 48] did NOT verify the model-
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calculated target surface temperatures via direct comparisons with in-situ time-resolved 

measurements of the temperatures, while this has been performed in this paper.   

 

5. Conclusions       

Research work integrating thermal model development and validation via time-resolved 

transient temperature measurements has been reported in this paper for a powder bed of micro 

metal particles under nanosecond laser pulse irradiation. In this study, ~200-ns laser pulses at the 

wavelength of ~1064 nm irradiate a powder bed of micro cobalt particles, and in-situ time-resolved 

temperature measurements have been conducted using a two-color pyrometry system. Under the 

conditions investigated in this paper, the discoveries listed below have been made:  

(1) The transient temperature history of the measurement spot on the powder bed surface predicted 

by the thermal model agrees reasonably well with that measured by the pyrometry system 

under the given condition.    

(2) The irradiation by ~200-ns-duration laser pulses at the 25 kHz pulse frequency has created a 

significant pulse-to-pulse thermal accumulation effect in the cobalt powder bed and a melt pool 

with an oscillating size. Such a thermal accumulation effect is not seen in the model simulation 

result for a bulk cobalt target even for 100 kHz nanosecond laser pulses, due to its much larger 

thermal conductivity.    

(3) With the same time-averaged laser power and total laser energy input, by changing the laser 

pulse frequency, the ~200-ns duration laser pulses can induce significantly different 

temperature histories, melt pool evolutions and lifetimes. They can either produce a relatively 

short-lasting melt pool with a very high transient peak temperature, or a more continuous and 

longer-lasting melt pool with a much lower peak temperature. This suggests that laser sintering 
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with a nanosecond laser is very adjustable and flexible, which is a potential great advantage. It 

also means a very complicated relation between laser parameters and thermal responses, which 

is a challenge in parameter selections, implying the importance and value of a thermal model 

validated by time-resolved temperature measurements.     

(4) Compared with the powder bed of micro cobalt particles, the nanosecond laser pulse-induced 

thermal responses become much less complicated for a bulk cobalt target, which has a much 

higher thermal conductivity and thus little thermal accumulation effect even under a high laser 

pulse frequency of 100 kHz.  
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Table 1. Major properties applied in the calculations using the model [24, 27, 34-39 ] 

Property* Symbol Value or Source Ref. 

Melting temperature 𝑇𝑚  1768 K (1495 °C in [24]) [24] 

Boiling temperature 𝑇𝑏  3173 K (2900 °C in [24]) [24] 

Solid density  𝜌𝑏,𝑠  8850 kg/m3 [24] 

Liquid density 𝜌𝑏,𝑙  7750 kg/m3 [34] 

Melting latent heat 𝐿𝑚   5.84 × 104 cal/kg [24] 

Vaporization latent heat  𝐿𝑣𝑎𝑝  1.5 × 106 cal/kg [24] 

Solid specific heat  𝐶𝑝,𝑠  

Piecewise linear interpolations using 
values digitized from Fig. 2 (black 
curve, at the points of 298K, 695K) 
and Fig. 4 (at the points of 1150K, 
1390K, 1460K, 1650K) of [35], as 
well as the 𝐶𝑝,𝑙 value (40.5 J/(mol·K))  
at 𝑇𝑚.  

[35] 

Solid thermal conductivity 𝑘𝑏,𝑠  Based on Fig.3 of [36] [36] 

Liquid specific heat  𝐶𝑝,𝑙  
40.5 J/(mol·K) (estimated based on  
Fig. 1 of [35]) 

[35] 

Liquid thermal conductivity  𝑘𝑏,𝑙  

Table 6 of [37] (for T<1800 K or T > 
1950 K, the constant value at 1800 K 
or 1950 K is used, respectively, for 
liquid)  

[37] 

Solid complex refractive index 𝑛̃𝑠  Based on Fig. 6 of Ref. [38] [38] 

Liquid complex refractive index 𝑛̃𝑙  Based on Table III of Ref. [39] [39] 

Thermal conductivity for argon 𝑘𝑎   Based on Table 1 of Ref. [27] [27] 

*Unless indicated otherwise, the properties given in the table are for the bulk cobalt, based on which the determination 

of the effective properties of the powder bed medium (e.g., its effective density and thermal conductivity) are 

introduced in the text of this paper.  
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Figure 1. Schematic diagrams of: (a) the thermal model setup and (b) the experimental setup for 

nanosecond laser irradiation of a powder bed of micro metal particles, together with the 

pyrometry temperature measurement system (the schematics do not show all components of the 

setups and does not necessarily demonstrate things in an exact way).    

 

𝑘𝑒𝑓𝑓

𝜕𝑇

𝜕𝑧
= 𝐿𝑣𝑎𝑝𝛽𝑃𝑏 exp [

𝐿𝑣𝑎𝑝𝑚

𝑘𝑏𝑇𝑏
(1 −

𝑇𝑏

𝑇𝑠
)] √

𝑚

2𝜋𝑘𝑏𝑇𝑠
 

𝑟𝑚𝑎𝑥 = 150μ𝑚,  
𝑇 = 300K Symmetric  

axis 

Incoming Laser Beam 

Heat  
diffusion Powder Bed: 

• Heat diffusion equation 
• Effective density 𝜌 

• Effective thermal  

          conductivity 𝑘𝑒𝑓𝑓 

𝐼(𝑟, 𝑧, 𝑡) =  

𝐼0(𝑟, 𝑡) {−
(1 − 𝑅 − 𝑎)[3𝑐 + 2𝑅(1 − ℎ − 𝑐)]

(1 − ℎ)(1 − 4𝑎2) exp(2𝑎𝑏𝑧)
−

(1 − 𝑅)[1 − 4𝑅(ℎ − 𝑐)] + 2𝑎2

(1 − 4𝑎2)exp (𝑏𝑧)
} 

𝑟 

𝑧 

𝑧𝑚𝑎𝑥 = 70μ𝑚, 𝑇 = 300K 

Gaussian profile: 𝐼0(𝑟, 𝑡) 
~200 ns pulse duration  

Possible vaporization at the top surface:  

Laser heat  

source 

InGaAs photo detector 

Focusing lens 

Camera Glass cover 

Scan head 

Powder bed 
Argon gas inlet 

Laser pulse Tube lens 

Objective 

Beam 
splitter 

Switchable filter 

    

~45° 



31 

 

 

 

 

 

 

 

Figure 2. The model prediction versus the experimental result via the pyrometry system for the 

temperature history of the measurement spot on the cobalt powder bed surface (25 kHz pulse 

frequency, 10 laser pulses,  ~0.14 mJ/pulse, and ~200-ns pulse duration; the first laser pulse 

starts at t = 0).   
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Figure 3. The model-predicted cross-sectional temperature contour plots for the powder bed at 

different moments (the laser parameters are the same as those for Fig.2; the starting moment of 

the 1st laser pulse is defined as t = 0; the dashed black line in each plot indicates the melt pool 

boundary).  
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Figure 4. The model-predicted history of the powder bed melt pool depth at the laser spot center 

(the laser parameters are the same as those for Fig.2).  
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(a) 

 

 

(b) 

 

Figure 5. The model-predicted powder bed surface temperature history at the laser spot center 

induced by laser pulses fired in the period of t = 0 to 400 μs with the same total laser energy 

input but different pulse frequencies: (a) two ~200-ns-duration laser pulses fired at 5 kHz, five 

pulses fired at 12.5 kHz, and ten pulses fired at 25 kHz; and (b) forty ~200-ns-duration laser 

pulses fired at 100 kHz and one single 400-μs-duration pulse fired (the total incoming laser 

energy has the same value of 1.4 mJ in the period of t = 0 to 400 μs for all the cases).    
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(a)  

 

(b) 

Figure 6. The model-predicted melt pool depths at the laser spot center for different laser pulse 

frequencies, where the laser conditions for (a) and (b) are the same as those for Fig.5(a) and (b), 

respectively.  
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Figure 7. The model-predicted melt pool lifetimes in the powder bed induced by ~200-ns-

duration laser pulses fired in the period of t = 0 to 400 μs with different laser pulse frequencies, 

but the same time-averaged laser power in the 400-us period (thus the same total laser energy 

input of 1.4 mJ).  
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Figure 8. The model-predicted temperature history at the laser spot center for a bulk cobalt 

surface induced by: ten ~200-ns-duration pulses fired at 25 kHz, forty ~200-ns-duarion pulses at 

100 kHz and one 400-μs-duration pulse (laser parameters are the same as those for the 

corresponding cases in Fig.5).  

 

 

  

 

 

 


