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Abstract

Cohen-Addad, Filtser, Klein and Le [FOCS’20] constructed a stochastic embedding of minor-
free graphs of diameter D into graphs of treewidth O.(logn) with expected additive distortion
+eD. Cohen-Addad et al. then used the embedding to design the first quasi-polynomial time
approximation scheme (QPTAS) for the capacitated vehicle routing problem. Filtser and Le
[STOC’21] used the embedding (in a different way) to design a QPTAS for the metric Baker’s
problems in minor-free graphs. In this work, we devise a new embedding technique to improve
the treewidth bound of Cohen-Addad et al. exponentially to O,(loglogn)?. As a corollary, we
obtain the first efficient PTAS for the capacitated vehicle routing problem in minor-free graphs.
We also significantly improve the running time of the QPTAS for the metric Baker’s problems
in minor-free graphs from nO«(198(M) o 0«08 log(n))?

Applying our embedding technique to planar graphs, we obtain a deterministic embedding of
planar graphs of diameter D into graphs of treewidth O((loglogn)?)/¢) and additive distortion
+eD that can be constructed in nearly linear time. Important corollaries of our result include a
bicriteria PTAS for metric Baker’s problems and a PTAS for the vehicle routing problem with
bounded capacity in planar graphs, both run in almost-linear time. The running time of our
algorithms is significantly better than previous algorithms that require quadratic time.

A key idea in our embedding is the construction of an (exact) emulator for tree metrics
with treewidth O(loglogn) and hop-diameter O(loglogn). This result may be of independent
interest.
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fThe research was supported by the start-up grant of UMass Amherst and and by the National Science Foundation
under Grant No. CCF-2121952.



Contents

1__Introductionl 1
1 OurResultd . . ... ... . e 4
1.2 Techniques|. . . . . . . . . 8
3 Related Workl . . . . . . . . . e 11

2__Preliminaries| 11

[3 Spanners for Trees of Low Treewidth and Hop Diameter| 12

[4 Embedding Planar Graphs and Applications (Proof of [Theorem 3))| 14
4.1 The Embedding Construction |. . . . . ... ... ... ... ... ... ... ... 16
4.2 Rooted Stochastic Embedding| . . . . . . .. .. ... oo 20
{4.3  Applications (Proofs of [Theorems bland [6)] . . . . . ... ... ... ... ... ... 22

B AdLG N - [ Preliminarics 26
b.1  Metric Embeddings| . . . . . . . ... 26
5.2 Graph Minor Theory and Known Embeddings| . . . .. ... ... .. ... ....... 28

[6  Stochastic Embedding of Minor-free Graphs and Applications| 29
6.1 Stochastic Embedding of Minor-free Graphs (Proof of [Theorem 1)) . . . ... ... .. 29
6.2 An Efficient PTAS for the Bounded-capacity VRP (Proof of [Theorem 2)| . . . . . . . 34

[7 Ramsey Type and Clan Embeddings of Minor-free Graphs and their Applica- |

[_tions| 35
[7.1 Ramsey Type and Clan Embeddings (Proofs of [Theorems 7/and |S)[. . . . . ... ... 35
[7.2 Applications to Metric Baker’s Problems (Proof of [Theorem 9| . . . .. ... .. ... 37

8 Treewidth Lower Bounds| 37




1 Introduction

Metric embedding is an influential algorithmic tool that has been applied to many different settings,
for example, approximation/sublinear/online/distributed algorithms [LLR95, [AMS99, BCL*18,
KKM™12], machine learning [GKK17], computational biology [HBK*03], and computer vision[AS03].
The fundamental idea of metric embedding in solving an algorithmic problem is to embed an input
metric space to a host metric space that is “simpler” than the input metric space, solve the problem
in the (simple) host metric space and then map the solution back to a solution of the input metric
space. In this algorithmic pipeline, the structure of the host metric space plays a decisive role.

In their seminal result, Fakcharoenphol, Rao and Talwar [FRT04] (improving over Bartal
[Bar96l, Bar98], see also [Bar04]) constructed a stochastic embedding of an arbitrary n-point met-
ric space to a tree with expected multiplicative distortion O(logn); the distortion was shown to
be optimal [Bar96]. One may hope to get better distortion by constraining the structure of the
input metric space, or enriching the host space. Shattering such hopes, Carroll and Goel [CG04]
(implicitly) showed that there in an infinite family of planar graphs, such that every determinis-
tic embedding into treewidth ns graphs will have multiplicative distortion Q(n%) Furthermore,
Chakrabarti, Jaffe, Lee, and Vincent [CJLV08] showed that any stochastic embedding of planar
graphs into graphs with constant treewidth requires expected distortion (logn). Carroll and
Goel [CGO04] showed a more general trade-off: any stochastic embedding of planar graphs with ex-
pected distortion ¢ > 1 requires treewidth Q(log(n)/c). In particular, it any stochastic embedding
with expected distortion v/logn has treewidth O(v/logn).

Bypassing this roadblock, Fox-Epstein, Klein, and Schild [FKS19] studied additive embeddings:
a A-additive embedding f: V(G) - V(H) of a graph G to a graph H is an embedding such that:

for every u,v e V(G), da(u,v) <dg(f(u), f(v)) <dg(u,v)+A .

The parameter A is the additive distortion of the A-additive embedding f. Fox-Epstein et al.
[FKS19] showed that planar graphs of diameter D admit a (deterministic) (eD)-additive embedding
into graphs of treewidth O(e™¢) for some universal constant c¢. The constant treewidth bound (for
a constant €) sharply contrasts additive embeddings with multiplicative embeddings (where the
treewidth is polynomial). Their motivation for developing the additive embedding was to design
PTASes for the metric Baker’s problems in planar graphs.

In a seminal paper [Bak94], Baker designed PTASes for several problems in planar graphs such
as independent set, dominating set, and vertex cover, where vertices have non-negative measures (or
weights). Note that these problems are APX-hard in general graphs. Baker’s results subsequently
inspired the development of powerful algorithmic frameworks for planar graphs, such as deletion
decomposition [Bak94, Epp00, DHKO05|, contraction decomposition [Kle05, DHMO07, DHK11], and
bidimensionality [DHO05, [FLRS11]. Metric Baker’s problems generalize Baker’s problems in that
vertices in the solution must be at least/at most a distance p from each other for some input
parameter p. The most well-studied examples of metric Baker’s problems include p-independent
set, p-dominating set, (k,r)-center. Metric Baker problems have been studied in the context of
parameterized complexity [DEHTO05, IMP15, BL16l [KL.P20] where (a) the input graphs are re-
stricted to subclasses of minor-free graphs, such as planar and bounded treewidth graphs, and
(b) parameters such as p and/or the size of the optimal solution are small. When p is a con-
stant, Baker’s layering technique can be applied to obtain a linear time PTAS for unweighted

IThis lower bound is achieved by applying on the n — 1-subdivision of the n x n grid.




planar graphs [Bak94] and efficient PTASes for unweighted minor-free graphs [DHKO05]. However,
the most challenging case is when the graph is weighted, and p is part of the input; even when
restricted to bounded treewidth graph, (single-criteria) PTASes are not known for metric Baker
problemsﬂ Marx and Pilipczuk [MP15] showed that, under Exponential Time Hypothesis (ETH),

p-independent /dominating set problems cannot be solved in time f (k‘)no(\/E) when the solution size
is at most k. As observed by Fox-Epstein et al. [FKSI19], the result of Marx and Pilipczuk [MP15]
implies that, under ETH, there is no (single-criteria) efficient PTAS for p-independent/dominating
set problems in planar graphs. However, for the case of uniform measure (i.e. Vv, u(v) = 1), a
(non-efficient) PTAS can be obtained via local search [FL21].

Fox-Epstein et al. [FKS19] bypassed the ETH lower bound by designing a bi-criteria efficient
PTAS for p-independent/dominating set problems in planar graphs using their additive distortion
embedding of planar graphs into bounded treewidth graphs. Since the treewidth of their embedding
is O(e¢) for some constant ¢ > 19 (see Section 6.5 in [FKS19]), and the running time to construct
the embedding is nM for an unspecified constant in the exponent due to the embedding step, the
running time of their PTAS is 90(e 1), 0(1) [FKS19]. In their paper, they noted:

“Admittedly, in our current proof, the treewidth is bounded by a polynomial of very
high degree in 1/e. There is some irony in the fact that our approach to achieving an
efficient PTAS yields an algorithm that is inefficient in the constant dependence on e.”

Given the state of affairs, the following problem naturally arises:

Question 1. Can we design a PTAS for metric Baker’s problems with (almost) linear running
time? Can we obtain a PTAS with a more practical dependency on €?

Cohen-Addad, Filtser, Klein, and Le [CEFKL20] studied additive embeddings in a more general
setting of K,-minor-free graphs for any fixed r. They proved a strong lower bound on treewidth
against deterministic additive embeddings. Specifically, they showed (Theorem 3 in [CFKL20])
that there is an n-vertex Kg-minor-free graph such that any deterministic additive embedding
into a graph of treewidth o(y/n) must incur a distortion at least 2—%. On the other hand, they
showed that randomness helps reduce the treewidth exponentially. In particular, they constructed
a stochastic additive embedding of K,-minor-free graphs into graphs with treewidth O(loe#) and
expected additive distortion +eD. Specifically, there is distribution D over dominating embeddings
(i.e. no distances shrink) into treewidth O(IOE%") graphs such that Yu,v, Ey g, [dg, (f(u),d(v))] <
da(u,v) +eD.

Their primary motivation was to design a quasi-polynomial time approximation scheme (QP-
TAS) for the bounded-capacity vehicle routing problem (VRP) in K,-minor-free graphs. In this
problem, we are given an edge-weighted graph G = (V,E,w), a set of clients K ¢ V, a depot
r € V, and the capacity @ € Z, of the vehicle. We are tasked with finding a collection of tours
S = {R1, R, ...} of minimum cost such that each tour, starting from r and ending at r, visits at
most () clients and every client is visited by at least one tour; the cost of S is the total weight of all
tours in S. (See for a more formal definition.) The VRP was introduced by Dantzig
and Ramser [DR59] and has been extensively studied since then; see the survey by Fisher [Fis95].

2In bounded treewidth graphs, no single-criteria algorithm for metric Baker problems are known where the objec-
tive of the approximation is the measure of the set. However, there is a single-criteria PTAS where the objective of
the approximation is the parameter p (and the measure is fixed). See



The problem is APX-hard, as it is a generalization of the Travelling Salesperson Problem (TSP)
when |Q| = |V, which is APX-hard [PY93], and admits a constant factor approximation [HR85].
To get a (1 +€)-approximation, it is necessary to restrict the structures of the input graph. Funda-
mental graph structures that have long been studied are low dimensional Euclidean (or doubling)
spaces, planarity and minor-freeness.

When the capacity @ is a part of the input, a QPTAS for VRP in Euclidean space of constant
dimension is known [DMI5] [ACL09|; it remains a major open problem to design a PTAS for VRP
even for the Euclidean plane. For trees, a PTAS was only obtained by a recent work of Mathieu
and Zhou [MZ21], improving upon the QPTAS of Jayaprakash and Salavatipour [JS22]. No PTAS
is known beyond trees, such as planar graphs or bounded treewidth graphs. For the unsplittable
demand version of the problem on trees, Becker [Becl8| showed that the problem is APX-hard.

Going beyond trees, it is natural to restrict the problem further by considering constant Q. In
this regime, Becker et al. [BKS19] designed the first (randomized) PTAS for bounded-capacity VRP
in planar graphs with running time no€(1), improving upon the earlier QPTAS by Becker, Klein and
Saulpic [BKS17]. Recently, Cohen-Addad et al. [CFKL20] obtained the first efficient PTAS for
the problem in planar graphs with running time Oe(l)no(l). Their algorithm uses the embedding
of [FKS19] as a blackbox, and hence, suffers the drawback of the embedding: the exponent of n in
the running time is unspecified due to the embedding step.

In K,-minor-free graphs, Cohen-Addad et al. [CFKL20] designed a QPTAS for bounded-
capacity VRP in K,-minor-free graphs using their (stochastic) embedding of K,-minor-free graphs
into graphs with treewidth O( 106%” ). More precisely, their algorithm has running time (logn)™n?™)
where tw is the treewidth of the embedding. Thus, any significant improvement over treewidth
bound O(*5™), such as O(logn/loglogn), would lead to a PTAS. Their work left the following

€
questions as open problems.

Question 2. Can we devise an additive embedding of K,-minor-free graphs into graphs with
treewidth O(log(n)/loglog(n))? Can we design a PTAS for the bounded-capacity VRP in K,-
minor-free graphs? Can we improve the running time of the PTAS for the bounded-capacity VRP
in planar graphs to (almost) linear?

We remark that the dependency on € of all known approximation schemes for bounded-capacity
VRP problem is doubly exponential in 1/e [BKS19, [CFKL20]. Reducing the dependency to singly
exponential in 1/e is a fascinating open problem.

One drawback of the stochastic embedding with additive distortion is that it cannot be applied
directly to design (bicriteria) PTASes for metric Baker problems in minor-free graphs. To remedy
this drawback, the authors[FL21] recently introduced clan embedding and Ramsey type embedding
with additive distortions. A clan embedding of a graph G to a graph H is pair of maps (f, x) where
f is a one-to-many embedding f : V(G) - 2V(H) that maps each vertex z € V(G) to a subset of
vertices f(x) € V(H) in H, called copies of x (where each set f(x) # @ is not empty, and every
two sets of z # y are f(x)n f(y) =@ are disjoint), and x : V(H) - V(H) maps each vertex z to a
vertex x(x) € f(x), called the chief of x. Furthermore, f must be dominating:

Va,y e V(Q), da(z,y) < min dg(z',y") .
yeV(G) a(z,y) e u(zy')

A clan embedding (f,x) has additive distortion +A if for every x,y € V(G):

glfigl)dg(m',x(y)) <dg(z,y)+A (1)



That is, there is some vertex in the clan of x which is close to the chief of y. Note that the distortion
guarantee is in the worst case. That is, holds for every pair x,y € V(G), and every
embedding f € supp(D) in the support.

A Ramsey type embedding is a (stochastic) one-to-one embedding in which there is a subset of
vertices M ¢ V such that every vertex is included in M with a probability at least 1 -4, for a given
parameter § € (0,1), and for every vertex u € M, the additive distortion of the distance from u to
every other vertex in V is +A. See for a formal definition.

The authors [FL21] showed previously that for any given K,-minor-free graph and parameters
€,0 € (0,1), one can construct a distribution D over clan embeddings into Or(lofzn)—treewidth
graphs with additive distortion +eD (D being the diameter) and such that the expected clan size
E[|f(z)]] of every x € V(G) is bounded by 1+ §. For Ramsey type embeddings, the treewidth is

also Or(lofzn) for an additive distortion +eD [FL21].

Using the clan embedding and Ramsey type embedding, the authorsobtained a QPTAS for
metric Baker’s problem in K,-minor-free graphs with running time pOr(€7* log(n) loglog(n)) [FL21].
The precise running time of the algorithm is (log n)o(tw)no(l) where tw is the treewidth of the

embeddings. The key questions are:

Question 3. Can we improve the treewidth bound O(log?(n)) of the clan embedding and Ramsey
embedding? Can we design a PTAS for metric Baker’s problems in K,.-minor-free graphs?

1.1 Owur Results

In this paper, we provide affirmative answers to|Question 1jand [Question 2| while making significant

progress toward [Question J|

We construct a new stochastic additive embedding of K,-minor-free graphs into graphs with

treewidth OT((k’gL#n)Q). Our treewidth bound improves exponentially over the treewidth bound
of Cohen-Addad et al. |[CFKL20]. See|Table 1| for a summary of new and previous embeddings.

Theorem 1 (Embedding Minor-free Graphs to Low Treewidth Graphs). Given an n-vertex K, -
minor-free graph G(V, E,w) of diameter D, we can construct in polynomial time a stochastic addi-
tive embedding f : V(G) — H into a distribution over graphs H of treewidth at most O, (¢ 2(loglogn)?)
and expected additive distortion eD.

The main bottleneck for not having an almost-linear time algorithm for the embedding in
minor-free graphs is that the best algorithm for computing Robertson-Seymour decomposition
takes quadratic time [KKR12].

Using our stochastic additive embedding, we design the first PTAS for the bounded-capacity
vehicle routing problem in K,-minor-free graphs; our PTAS indeed is efficient. This resolves [Ques-]

in the affirmative (more on the planar case later in {Theorem 6|).

Theorem 2 (PTAS for Bounded-Capacity VRP in Minor-free Graphs). There is a randomized
polynomial time approzimation scheme for the bounded-capacity VRP in K,-minor-free graphs that
runs in Oc (1) -n%W) time.

Our proof of follows the embedding framework of Cohen-Addad et al. [CFKL20]. In
a nutshell, they showed that if planar graphs with one vorter (see for a formal definition)
have an additive embedding with treewidth k(n,€), then K,-minor-free graphs have a stochastic



Family Type Treewidth Runtime | Ref
O, (¢! -logn) O (n°M) | [EKMI4]
Planar Deterministic | O,(¢™¢), ¢ > 19 O (n°M) | [FKS19]
O,(e - (loglogn)?) | €2-O(n) | |Theorem 3
_ O, (€72 -logn) Ocr(n°M) | [CFKL20]
Stochastic - 5 — 5
) O,(e72- (loglogn)?) | Oc,r(n®M) | [Theorem 1
K,-minor free 5 — 50
Ramsey type | ()71 - O,(log®n) Oc»(n°M) | [FL.21]
/ Clan (e6)71- O, (logn) Oc +(n®M) | [Theorems 7| and |8

Table 1: Summary of current and previous embeddings into low treewidth graphs with additive distortion
+eD. For planar graphs, we get an embedding whose treewidth has a minor depdency on n; however our
running time and dependency on € is much improved. For stochastic embeddings of K,.-minor-free graphs,
we obtain an exponential improvement. For Ramsey-type and clan embeddings, we obtain a quadratic im-
provement. All known results for planar graphs, including ours, can be extended to bounded genus graphs
with only a constant loss in the treewidth using the cutting technique described in [CEFKL20)].

additive embedding with treewidth roughly O,(k(n,O,(e?)) + log(n)). That is, the reduction
incurs an additive factor of O(logn). Thus, there are two issues one has to resolve to reduce the
treewidth to o(log(n)): (i) construct an embedding of planar graphs with one vortex that has
treewidth k(n,€) = o(log(n)) and (ii) remove the loss O(log(n)) in the reduction of Cohen-Addad
et al. [CFKL20]. By a relatively simple idea (see [Section 6]), we could remove the additive term
O(log(n)) in the reduction. We are left with constructing an embedding of planar graphs with one
vortex, which is the main barrier we overcome in this work.

One can intuitively think of planar graphs with one vortex as noisy planar graphs, where the
vortex is a kind of low—complexityrf] noise that affects the planar embedding in a local area, i.e.,
a face. From this point of view, we need an embedding of planar graphs that is robust to the
noise. The embedding for planar graphs of Fox-Epstein et al. [FKS19| relies heavily on planarity
to perform topological operations such as cutting paths open, and decomposing the graphs into
so-called bars and cages. As a result, adding a vortex to a planar graph makes their embedding
inapplicable. Cohen-Addad et al. [CFKL20] instead use balanced shortest path separators in their
embedding of planar graphs with one vortex. Using shortest path separators results in an embedding
technique that is robust to the noise caused by the vortex. However, their embedding has treewidth
O(log(n)/e) due to that recursively decomposing the graphs using balanced separators gives a
decomposition tree of depth O(logn). This is a universal phenomenon in almost all techniques
that rely on balanced separators: the depth O(logn) factors in many known algorithms in planar
graphs [GKP95, IAGK™ 98, [EKM14, [FKMI5,ICAdVK*16|. It seems that to get a treewidth o(logn),
one needs to avoid using balanced separators in the construction.

Surprisingly perhaps, we can still use balanced shortest path separators to get an embedding
with treewidth O((loglogn)?/e) for planar graphs with one vortex (see for a formal
statement). Our key idea is to “shortcut” the decomposition tree of depth O(logn) by adding
edges between nodes in such a way that, for every two nodes in the tree, there is a path in the
shortcut tree with O(loglogn) edges, a.k.a. O(loglogn) hops. To keep the treewidth of the
embedding small, we require that the resulting treewidth of the decomposition tree (after adding

3Low-complexity means that the vortex has bounded pathwidth.



the shortcuts) remains small; the decomposition tree is a tree and hence has treewidth 1. We
show that we can add shortcuts in such a way that the resulting treewidth is O(loglog(n)). The
two factors of O(loglog(n)) — one from the hop length and one from the treewidth blowup due
to shortcutting — result in treewidth of O((loglogn)?/e) of the embedding. We formulate these
ideas in terms of constructing an emulator for trees with treewidth O(loglogn) and hop-diameter
O(loglogn); see for a more formal discussion. The main conceptual message of our
technique is that it is possible to get around the depth barrier O(logn) of balanced separators by
shortcutting the decomposition tree. We belive that this idea would find further use in designing
planar graph algorithms.

Applying our technique to planar graphs, we obtain an additive embedding with treewidth
O((loglogn)?/e) that can be constructed in nearly linear time.

Theorem 3 (Embedding Planar Graphs to Bounded Treewidth Graphs). Given an n-vertex planar
graph G(V,E,w) of diameter D and a parameter € € (0,1), there is a deterministic embedding
f:V(G) - H into a graph H of treewidth O(e ! (loglogn)?) and additive distortion +eD.

3
Furthermore, f can be deterministically constructed in O(n - 1052 %) time.

Our embedding, while having a minor dependency on n, offers three advantages over the embed-
ding of [FKS19]. First, our embedding can be constructed in nearly linear running time, removing
the running time bottleneck of algorithms that uses the embedding of [FKS19]. Second, our em-
bedding algorithm is much simpler than that of [FKS19] as it only uses the recursive shortest path
separator decomposition. Third, the dependency on € of the treewidth is linear, which we show to
be optimal by the following theorem.

Theorem 4 (Embedding Planar Graphs Lower Bound). For any e € (0, %) and any n = Q(1/e?),
there exists an unweighted n-vertex planar graph G(V,E) of diameter D < (1/e +2) such that for

any deterministic dominating embedding f : V(G) - H into a graph H with additive distortion
+eD, the treewidth of H is Q(1]/e).

We note that Eisenstat, Klein, and Mathieu [EKMI4| implicitly constructed an embedding
with additive distortion +eD and treewidth O(e™! -logn) (see also [CFKL20]). However, in the
applications of designing PTASes, the running time is at least exponential in the treewidth, and
hence, this embedding only implies ineffcient PTASes or QPTASes. The dependency on n of the
treewidth of our embedding in is exponentially smaller.

Our new embedding result leads to an almost linear time PTAS for metric Baker’s
problems in planar graphs, thereby giving an affirmative answer to [Question 1] See [Table 2| for a
comparison with existing results.

Theorem 5 (PTAS for Metric Baker Problems in Planar Graphs). Given an n-vertex planar
graph G(V, E w), two parameters € € (0,1) and p >0, and a measure js: V — R*, one can find in
20(U/e) plro(l) yime for any fixed k > 0: (1) a (1 - €)p-independent set I such that for every
p-independent set I, p(I) > (1 -e)u(I) and (2) a (1 + €)p-dominating set S such that for every
p-dominating set S, u(S) < (1+€)u(S).

We could choose k = 0.01 in to get a PTAS with running time 90(1/e2%1) 1+o(1) for

the p-independent set/dominating set problems. The dependency on 1/e of the running time of our
PTAS is much smaller than that of [FKSI19).



Bounded-capacity vehicle routing problem Metric p dominating/independent set problems

Running time Ref Running time Ref
Euclidean plane 20(<?) | O(nlogn) | [AKTTI7| nOe(1) [EKM14
ppoly(¢ ! logn) [BKSIT O™ 0 J
: Planar graph | 2 o
nO«(1) [BKS19 srap for ¢>19 [FKSI9)
Planar graph o o CFRT - (@) Tro(1)
} 90(e . !
(1) -n [ 20 " " | [Theorem 5
O (1) - plto(1) |Theorem 6| any fixed kK >0
- ) ; nOm (loglogn) [CFKL2O n@(e’2 log(n)) [FL21
~-minor free K,-minor free -
Ocyr(1) - 0O [Theorem 2[| | *" 0208108 | Theorem 9

Table 2: On the left illustrated the running time of all the approximation schemes for the bounded-
capacity vehicle routing problem. On the right illustrated the running time of the bicriteria approx-
imation schemes for the metric p dominating/independent set problems in their full generality.

By using our new embedding in and some additional ideas, we significantly improve
the running time of the PTAS by Cohen-Addad et al. [CEKL20] to almost linear time as asked in

Question 2| See[Table 2| for a summary.

Theorem 6 (PTAS for Bounded-Capacity VRP in Planar Graphs). There is a randomized polyno-

mial time approximation scheme for the bounded-capacity VRP in planar graphs that runs in time
06(1) .plro(l)

We note that all results stated for planar graphs so far can be extended to bounded genus
graphs with the same bounds using the cutting technique of |[CEKL20].

In clan embeddings and Ramsey type embeddings, we observe that the construction of the
authors|[FL21], in combination with the construction of Cohen-Addad et al. [CEKL20], can be seen
as providing a reduction from planar graphs with one vortex to K,-minor-free graphs. Roughly
speaking, the reduction implies that if planar graphs with one vortex have an embedding with
treewidth ¢(e,n) and additive distortion +eD, then K,-minor-free graphs has a clan embedding/Ramsey
type embedding with treewidth t(OT(lOg‘;ﬁ),n) + O, (log(n)) and additive distortion +eD. The
authors[FL21] used the embedding of planar graphs with one vortex by Cohen-Addad et al. [CFKL20],
which has treewidth (e, n) = O(X%2™), to get a clan embedding/Ramsey type embedding of treewidth

€

O ( logn ) O (1 n) -0 (10g2n)
T\ (0¢)/log(n) r g T\ e /¢
logzn):

There are two fundamental barriers if one wants to improve the treewidth bound of O, (=%
improving the embedding of planar graphs with one vortex and removing the (both multiplicative
and additive) loss O(logn) in the reduction step. Our embedding for planar graphs with one vortex
(Lemma 16|) overcomes the former barrier. Specifically, by plugging in our embedding for planar
graphs with one vortex, we obtain treewidth OT(M) in both clan embedding and Ramsey
type embedding; the improvement is from quadratic in log(n) to nearly linear in log(n). While
we are not able to fully answer due to the second barrier, we are one step closer to its

resolution.

Theorem 7 (Clan Embeddings of Minor-free Graphs into Low Treewidth Graphs). Given a K, -
minor-free n-vertex graph G = (V, E,w) of diameter D and parameters € € (0, }1), 0€(0,1), there is

7



a distribution D over clan embeddings (f,x) with additive distortion +eD into graphs of treewidth
2
OT(M) such that for every v eV, E[|f(v)|]] <1+4.

€

Theorem 8 (Ramsey Type Embeddings of Minor-free Graphs into Low Treewidth Graphs). Given
an n-vertex K,.-minor-free graph G = (V, E,w) with diameter D and parameters e € (0, %), 5€(0,1),

2
there is a distribution over dominating embeddings g : G — H into treewidth OT(M)

graphs, such that there is a subset M €V of vertices for which the following claims hold:

1. For everyueV, Prlue M]>1-6.
2. For everyue M andveV, dg(g(u),g(v)) <dg(u,v) +e€D.

Using our new clan and Ramsey embeddings in [Theorem 7] and [Theorem & on top of the
algorithm from [FL21], we improve the running time of the QPTAS for the metric Baker’s problems

in K,-minor-free graphs [FL21] from nO(¢*108() tq 5O (loglog(n))?)

Theorem 9 (QPTAS for Metric Baker Problems in Minor-free Graphs). Given an n-vertex K,-
minor-free graph G(V, E,w), two parameters € € (0,1) and p > 0, and a vertex weight function
w:V - R one can find in nOr(€2(l0glog(n)*) tiye.

(1) a (1 - €)p-independent set I such that for every p-independent set I, u(I) > (1-€)u(I), and
(2) a (1 + €)p-dominating set S such that for every p-dominating set S, u(S) < (1 +€)u(S).

1.2 Techniques

A key technical component in all the embeddings is an emulator for trees with low treewidth and
low hop path between every pair of vertices. For a path P, denote by hop(P) the number of edges
in the path P. For a pair of vertices u,v € V, and parameter h € N, denote by

dgb)(u,v) =min{w(P) | P is a u — v path, and hop(P) < h}

the weight of a minimum w — v path with at most h edges. If no such path exist, dg)(u,v) = o0.
Given an edge-weighted tree T' = (Vp, Ep,wr), we say that an edge-weighted graph K =

(Vi , Ex,wr) is an h-hop emulator for T if Vi = Vp and d&?)(uw) = dr(u,v) for every pair of

vertices u,v € V. We show that every tree admits a low-hop emulator with small treewidth.

Theorem 10. Given an edge-weighted n-vertez tree T', there is an O(loglogn)-hop emulator Krp
for T that has treewidth O(loglogn). Furthermore, Kp can be constructed in O(n-loglogn) time.

Constructing a low hop emulator for trees is a basic problem that was studied by various
authors [Cha87), [AS87, [BTS94], [Tho97, INS07, [CGO8, [Sol11l, FL22] in different contexts. The goal of
these constructions is to minimize the number of edges of the emulator for a given hop bound, with
no consideration to the treewidth of the resulting graph. To the best of our knowledge, the only
previously constructed low-hop emulator with bounded treewidth is a folklore recursive construction
E|of a 2-hop emulator with treewidth O(logn). Our emulator seeks to balance between the treewidth
and the hop bound, and achieves an exponential reduction in the treewidth (at the expense of an
increase in the hop bound). Due to its fundamental nature, we believe that will find
more applications in other contexts.

“Consider the following construction: take the centroid v of the tree (a vertex v such that each connected com-

ponent in 7'\ {v} has at most %n vertices), add edges from v to all the vertices, and recurse on each connected

component of 7'\ {v}. The result is a 2-hop emulator with treewidth O(logn).



Embedding of planar graphs. To avoid notational clutter, we describe our embedding tech-
nique for planar graphs instead of addressing planar graphs with one vortex directly (which is the
main motivation of our technique). We will use the low hop emulator in to obtain a
simple and efficient construction as claimed in Our construction not only addresses
but it is also robust enough to be easily extensible to planar graphs with one vor-
tex, which, as discussed above, is the fundamental barrier towards an embedding of K,-minor-free
graphs with low treewidth.

Given a planar graph G = (V, E,w) with diameter D, we construct a recursive decomposition
® of G using shortest path separators [Tho04, [Kle02]. Specifically, we pick a global root vertex
r € V. ® has a tree structure of depth O(logn), and each node « € ® is associated with a cluster of
G, the “border” of which consists of O(1) shortest paths rooted at r. This set of border shortest
paths is denoted by Q.. For each node «, all the vertices not in 9, are called internal vertices,
and denoted I,. Each leaf note o € & contains only a constant number of internal vertices.

Following the standard techniques [EKMI14l [CEFKT.20], for each path Q € Q, associated with a

node a € ®, one would place a set of equally-spaced vertices of size O(M), called portals, such
that the distance between any two nearby portals is O(eD/log(n)). Since |Q4| = O(1), each node
of ® has O(log(n)/e) portals. We form a tree embedding of treewidth O(log(n)/e) from portals of
® by considering every edge {«,3} in ® and adding all pairwise edges between portals of a and
B. For the distortion argument, we consider any shortest path P of G from u to v. Let ®[cv, oy ]
be the path in ® between a node «,, containing u and «,, containing v. As ® has depth O(logn),
®[ vy, o] has O(n) nodes. Thus, P intersects at most O(logn) shortest paths on the boundary
of O(logn) nodes in ®[ay, o, ]. For any shortest path @ € Q, that intersects P for o € @[y, ay],
we route P through the portal closest to the intersection vertex of P and @, incurring an additive
distortion of O(eD/log(n)). This means that the total distortion due to routing through portals
is O(logn) - O(eD/log(n)) = O(e)D.

Our key idea is to use to construct an O(loglogn)-hop emulator K¢ for ® along
with a tree decomposition T for K¢ of width tw(7) = O(loglogn). For each path @ € Q, in each

node a € @, we now only place O(%) portals such that the distance between any two nearby
portals is O(eD/loglog(n)). For each edge {«a, 3} in Kg, as opposed to only consider edges in
® in the standard technique, we add all pairwise edges between portals of & and S to obtain the
host graph H. By replacing each node « € ® in each bag of 7 with the portals of «, we obtain a
tree decomposition Xy of H. Since T has width O(loglogn) and each node has O(loglog(n)/e)
portals, the treewidth of Xy is O(loglog(n)) - O(loglog(n)/e) = O((loglogn)?/e).

For the distortion argument, we crucially use the property that Kg has hop diameter O(loglog(n)).
Consider any shortest path P of (G, whose endpoints are internal vertices of two leaf nodes, say
ap and ag, of ®. There is a (shortest) path consisting of k£ = O(lognlogn) nodes from a; to ao
in K¢. This means that it suffices to consider k shortest paths {Q1,...,Qx} associated with these
nodes intersecting P. By the construction, there are edges in H between portals of @); and Q;41
for every 1 < i < k—1. Thus, by routing an intersection vertex of P n (); to the nearest portal
of Q; for every i € [k], we obtain a path Py in H between the endpoints of P. As the portal
distance is O(eD/loglog(n)), each routing step incurs O(eD/loglog(n)) additive distortion. Since
the number of paths is & = O(loglogn), the total distortion is k- O(eD/loglog(n)) = O(e)D, as
desired.

Conceptually, one can think of our shortcutting technique as an effective way to reduce the
recursion depth O(logn) by balanced separators to O(loglog(n)). Since using balanced separators



is a fundamental technique in designing planar graphs algorithms, we believe that our idea or its
variants could be used to improve other algorithms where the depth O(logn) of the recursion tree
is the main barrier.

Extension to K,.-minor-free graphs. Since planar graphs with one vortex have balanced
shortest path separators [CEKL20], the embedding algorithm for planar graphs described above
is readily applicable to these graphs; the treewidth of the embedding is O((loglogn)?/e). If we
plug this embedding into the framework of Cohen-Addad et al. [CEFKL20], we obtain a stochastic
embedding of K,-minor-free graphs into O,((loglogn)?¢~2) + O,(logn) treewidth graphs. The
additive O, (logn) term is due to a reduction step involving clique-sums (Lemma 19 in [CEKL20]).
Our idea to remove the +O,(logn) additive term using Robertson-Seymour decomposition is
as follows. (See for the formal definitions of concepts in this paragraph.) By Robertson-
Seymour decomposition, G can be decomposed into a tree T of nearly embeddable graphs, called
pieces, that are glued together via adhesions of constant size. Our new embedding of planar
graphs with one vortex implies that nearly embeddable graphs have embeddings into treewidth
O((loglogn)?/e). To glues these embeddings together, we first root the tree T. Then for each
piece G;, we simply add the adhesion Jy between G; and its parent bag Gy to every bag in the
tree decomposition of the host graph H; in the embedding of G;; this increases the treewidth of
Go by only +O(h(r)), and the overall treewidth of the final embedding is also increased only by
+O(h(r)). For the stretch, let Q,, be a shortest path between two vertices v and v. We show by
induction that for every vertex u € G, and v € Gy, for any two pieces G, Gy such that G; is their
lowest common ancestor, there is a vertex x € Q,,NG; and y € Q, NG;, the distances between u and
x, and between v and y are preserved ezactly. Thus, the distortion for dg(u,v) is just +eD. Since
we apply this construction to every piece of T, +eD is also the distortion of the final embedding.

Bounded-capacity VRP in planar graphs. For bounded-capacity VRP in planar graphs, the
main ingredient is a rooted-stochastic embedding (see , where given a root r (the depot
in the VRP problem), there is a distribution over embeddings such that every pair of vertices u, v,
have an additive distortion of €- (dg(r,u) + dg(r,v)) in expectation. Efficient construction of such
embedding is the main bottleneck in constructing near-linear time PTAS for the bounded-capacity
VRP. The stochastic embedding was introduced by Becker et al. [BKS19]. The main idea of their
embedding is to randomly slice graphs into vertex-disjoint bands, construct an additive embedding
into a bounded treewidth graph for each band, and finally combine the resulting embeddings. There
are two steps in the algorithm of Becker et al. [BKS19] that incur running time Q(n?). First, the
algorithm uses the additive embedding of Fox-Epstein et al. [FKSI9], which has a large (but
polynomial) running time. We improve this step by using the embedding in Second,
for each band B, they construct a new graph Gp by taking the union of the shortest paths of all
pairs of vertices in B. Since these shortest paths may contain vertices not in B, the size of Gp
could be Q(n); as a result, the total size of all subgraphs constructed from the bands is Q(n?). We
improve this step by showing that it suffices to embed the graph induced by the band G[B] plus
one more vertex, and hence the total number of vertices of all subgraphs is O(n). The key idea in
our proof is to observe that if a vertex falls far from the boundary of the band it belongs to, it has
small additive distortion w.r.t. all other vertices. We then carefully choose the parameters so that
each vertex is successful in this aspect with probability 1 —e€. Interestingly, we obtain here a strong
Ramsey-type guarantee: each vertex v, with probability 1 - e, has a small additive distortion w.r.t.
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all other vertices (instead of a small expected distortion w.r.t. each specific vertex).

1.3 Related Work

Different types of embeddings were studied for planar and minor free graphs. K,-minor-free graphs

embed into ¢, space with multiplicative distortion Or(logmin{%’%} n) [Ra099, KLMNO5, IAGG™19,
AFGNIS| [Fil20a], in particular, they embed into fo, of dimension Or(log2 n) with a constant
multiplicative distortion. They also admit spanners with multiplicative distortion 1+ and O, (¢™%)
lightness [BLW17]. On the other hand, there are other graph families that embed well into bounded
treewidth graphs. Talwar [Tal04] showed that graphs with doubling dimension d and aspect ratio
® [’| stochastically embed into graphs with treewidth e ©(41°69) 1002 & and expected distortion 1+e.
Similar embeddings are known for graphs with highway dimension h [FEKP18] (into treewidth
(log @)_0(1052 ) graphs), and graphs with correlation dimension k [CG12] (into treewidth Oy, .(v/7)
graphs).

Ramsey type embeddings of general graphs into ultrametrics and trees were extensively studied
[BFMS86, BBMO0G6, BLMNO5, MN07, NT12, BGS16, IACE"20, [FL.21]. Clan embeddings were also
studied for trees [FL21]. Clan embeddings are somewhat similar to the previously introduced multi-
embeddings [BM04, [Bar21] in that each vertex is mapped to a subset of vertices. However, multi-
embeddings lack the notion of chief, which is crucial in all our applications. See also [HHZ21a].
Finally, clan and Ramsey type embeddings were also studied in the context of hop-constrained
metric embeddings [HHZ21b, [Fil21].

2 Preliminaries

O notation hides poly-logarithmic factors, that is O(g) = O(g)-polylog(g), while O, notation hides
factors in 7, e.g. O,(m) = O(m)- f(r) for some function f of r. All logarithms are at base 2 (unless
specified otherwise).

A (quasi-)polynomial time approximation scheme, or PTAS (QPTAS), for a problem is a family
of algorithms that, given any fized € > 0, there is an algorithm A, in the family that runs in
(quasi-)polynomial time and finds a (1 + ¢)-approximation for the problem. A PTAS is efficient if
the running time of A, is of the form f (e)no(l) for some function f(e) that only depends on e.

We consider connected undirected graphs G = (V, E) with edge weights wg : E — Ryp. A
graph is called unweighted if all its edges have unit weight. Additionally, we denote G’s vertex
set and edge set by V(G) and E(G), respectively. Often, we will abuse notation and write G
instead of V(G). Let T(Vp, Er) be a tree. For any two vertices u,v € Vp, we denoted by T'[u,v]
the unique path between u and v in T. dg denotes the shortest path metric in G, i.e., dg(u,v)
is the shortest distance between u to v in G. The metric complement of G(V,E,w) is an edge-
weighted complete graph with vertex set V' and the weight of each edge is the distance between
its endpoints in G(V, E,w). Note that every metric space can be represented as the shortest path
metric of a weighted complete graph. We will use the notions of metric spaces, and weighted graphs
interchangeably. When the graph is clear from the context, we might use w to refer to wg, and d
to refer to dg. G[S] denotes the induced subgraph by S.

5The aspect ratio of a metric space (X,d) is the ratio between the maximum and minimum pairwise distances
maxg, y d(z,y)
ming 4 d(z,y)
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Definition 1 (Tree decomposition). A tree decomposition of a graph G(V,E) is a tree T (B,E)
where B is a collection of subset of vertices of V, called bags, that satisfies the following conditions:

1. UBGBB =V.
2. For every edge (u,v) € E, there is a bag B € B such that {u,v} ¢ B.
3. For every vertex u € V', the set of bags {B € B : u € B} containing u induces a connected

subtree of T(B,E).

The width of a tree decomposition 7" is max;ey (7 |Xi| - 1 and the treewidth of G, denoted by
tw, is the minimum width among all possible tree decompositions of G. A path decomposition of a
graph G(V, E) is a tree decomposition where the underlying tree is a path. The pathwidth of G,
denoted by pw, is defined accordingly.

A metric embedding is a function f: X — Y between the points of two metric spaces (X, dx)
and (Y,dy). A metric embedding f is said to be dominating if for every pair of points =,y € X,
it holds that dx(z,y) < dy(f(x), f(y)). We say the a metric embedding f has additive distor-
tion +A if f is dominating, and for every z,y € X, dy(f(z), f(y)) < dx(x,y) + A. Stochastic
embedding is a distribution D over dominating embeddings f : V(G) - V(Hy). Stochastic em-
bedding D has expected additive distortion +A, if for every pair of points z,y € X, it holds that

Et.pldu,(f(2), f(y))] <da(z,y) + A.

Bounded-Capacity Vehicle Routing Problem. A tour R in a graph G(V, E,w) is a closed
walk, and the cost of R is Cost(R) = Yccp(r) Tew(e) where . is the number of times that R visits
edge e.

Definition 2 (Vehicle Routing Problem (VRP)). An instance of the vehicle routing problem (VRP)
is a tuple (G(V, E,w),K,r,Q) where K €V is a set of clients, r € V is the depot, and Q € Z, is
the capacity of the vehicle. A feasible solution of an instance of the VRP, denoted by S ,is a tuple
(K, R,q) where:

o K={Ki,Ky,...,K;} is a family of q subset of terminals such that U?lej =K and |K;|<Q
for every j € [q].

e R={Ri,...,Ry} is the set of q tours such that each tour R;j (a) starts and ends at the depot
r and (2) visits all terminals in K; for every j € [q].

The cost of S is: Cost(S) = Z?zl Cost(R;). The goal is to find a solution with minimum cost for
the VRP in G(V, E,w).

3 Spanners for Trees of Low Treewidth and Hop Diameter

In this section, we focus on proving [[’heorem 10| that we restate here for convenience.

Theorem 10. Given an edge-weighted n-vertez tree T', there is an O(loglogn)-hop emulator Krp
for T that has treewidth O(loglogn). Furthermore, Kp can be constructed in O(n-loglogn) time.

Our proof of uses the following lemma, which states that in every tree, we can
remove a small number of vertices, such that every remaining connected component has at most
two boundary vertices. This lemma was used, sometimes implicitly, in the literature [AHLTO05,
FLSZ18, INPSW22|]. We include a proof for completeness.
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Lemma 1. Given any parameter £ € N and an n-vertex tree T, then in O(n) time we can find a
subset X of at most %n - 1=0(%) vertices such that every connected component C of T\ X is
of size |C| < ¥, and C has at most two outgoing edges towards X .

Proof. We begin the proof of with the following claim:

Claim 1. Given an n-vertex tree T, in O(n) time we can find a set A of at most 35 vertices such
that every connected component in T N\ A contains at most £ vertices.

Proof. If n < ¢ then we are done. Otherwise, fix an arbitrary root r, and
visit the tree in a bottom-up fashion from the leaves towards the root until we
find the first vertex v with subtree T, of size at least £+ 1. We then add v
to A, and continue the process on T'\ T,,. By induction, we will add at most

lj;ﬂ”' < nfe(ﬁl) = 75 — 1 additional vertices to A. Tt follows that |A| < 75 as
required. A can be constructed in linear time by a simple tree traversal. In the
illustration on right ¢ = 3, and the vertices in A are encircled in red. O

We continue the proof of We first apply to obtain a set A of size ;5 in O(n)

time such that every connected component of T'\ A has at most ¢ vertices. The set X contains A
and the least common ancestor of every pair of vertices in A. X is called the least common ancestor
closure of A (see [FLSZ18]). Given A, X can be found in O(n) time by traversing 7" in post order.
Clearly, every connected component C of T'\ X has size at most £. Note that if C' has outgoing
edges towards x,y € X, then necessarily x is an ancestor of y, or vice versa (as otherwise their least
common ancestor will be in C, but this is a contradiction as Cn X = &). As it is impossible that C
will have three outgoing edges towards z,y, z € X where x is an ancestor of y, and y is an ancestor
of z, we conclude that C' has at most two outgoing edges towards X.

Finally, we argue by induction on n that | X| < 2|A| - 1; the lemma will then follow as 2|A| -1 <
%n— 1. The base of the induction when |A| = 1 is clear. Consider a tree T rooted at a vertex r with
children vy, ...,vs whose subtrees are denoted by 17, ..., T, respectively. First, assume that r ¢ A.
If all the vertices of A belong to a single subtree T;, then |X| < 2|A| -1 by the induction hypothesis
on T;. Otherwise, suppose w.l.o.g. that A intersects Ti,...,Ty where s’ > 2. Then X will contain
the root r, along with some vertices in each subtree T; for i € [1, s"]. Using the induction hypothesis

we conclude that:

7

S
(X| <1+ (2ATinAl-1) =2[A|+1-s"<2A]-1.
1=1

The case where r € X is similar. O

We are now ready to prove
Proof of [Theorem 10 Fix ¢ = ﬁ. We will prove by induction on n, that every n-vertex tree T
2

for n > 2 has a (1 + c-loglogn)-hop emulator Kp, where Kp has treewidth at most 1+ ¢-loglogn.
The base case is when n = 1; we simply return the original tree K7 = T' (a singleton emulator
with treewidth 0). For the general case, using With parameter £ = \/2n — 1E| we obtain
a set X of at most %n — 1 = £ vertices, such that 7'~ X has a set of connected components C,
where every C € C is of size |C] < ¢, and has at most two outgoing edges towards X. Note that

SFor the sake of simplicity, we will ignore integral issues.
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forn>1, |X|<l=v2n-1< n’. For each such connected component C, let T = T[C] be the
induced subtree, and Ko be the emulator constructed using the induction hypothesis, with the
tree decomposition To. Next, we create a new tree Tx with X as a vertex set as follows. For
every connected component C' with two outgoing edges towards two vertices u,v € X, we add an
edge {u,v} to Tx of weight dr(u,v). One can easily verify that Ty is indeed a tree (in fact it is a
minor of T'), and furthermore, for every two vertices x,y € X, dr, (x,y) = dr(z,y). We recursively
construct an emulator Kx along with a tree decomposition 7x for Tx.

We construct the emulator K7 for T as follows: Kp contains the emulator Ky, the union of
all the emulators Ucec K¢, and in addition, for every C € C with outgoing edges towards {u,v} (we
allow u = v), and for every vertex z € C, we add edges {z,u},{z,v} to Kp. (The weight of every
edge added to K7 is the distance between their endpoints in 7'.)

First, we argue that K has low hop. Consider a pair of vertices u,v in T, and suppose that
ueC" and v € C where C* and C" are in C. (The cases where either u or v is in X follows by
the same argument.) If C¥ = C", then by the induction hypothesis on Kcw, dg;c’loglogn)(u,v) <

dg;jloglog‘c“D(u,v) = dr..(u,v) = dr(u,v). Else, the unique v —v path P in 7" must go though

X. Let zy,x, € Pn X be the closest vertices to u and v, respectively. Since K7 contains the edges
{u,z,}, {v,2,}, by the induction hypothesis on Kx, we have

dg?;c'loglogm)(u,v) <dp(u,zy) + d%;c’loglogm}(xu,:cv) +dp(xy,v) =dr(u,v) .

Observe that 3+ c¢-loglog|X]| < 3+c-loglogn§ =3+c-log % +c-loglogn =1+c-loglogn. This means
that dg;doglog(n))(u,v) < dg;c'loglogm‘)(u,v) <dr(u,v), as desired.

Next, we argue that K has treewidth at most 1+ ¢-loglogn. We define a tree-decomposition
T as follows: For every cluster C' € C with outgoing edges towards {u,v} (we allow u = v), let
Tc be the tree decomposition obtained by the induction hypothesis on T[C]. Let 7/ be the
tree decomposition obtained from 7o by adding the vertices u,v to every bag. Consider the tree
decomposition Tx of Kx. Since Kx contains the edge {u, v}, there is a bag B, , € Tx containing
both u and v. We add an edge in 7 between B,,, and an arbitrary bag in 7¢. It follows directly
from the construction that 7 is a valid tree decomposition of K. Furthermore, the width of the
decomposition is bounded by

max {1+ c-loglog|X|,3+ c-loglogl} <1+ c-loglogn ,

as required.

Finally, we bound the running time. Note that by we can find X in O(n) time.
Constructing the set of connected components C and the tree Tx takes O(n) time. To find the
weights for edges of Ty, we use an exact distance oracle for trees with construction time O(n) and
query time O(1). It is folklore that such a distance oracle can be constructed by a simple reduction
to the least common ancestor (LCA) data structure [BFCO0Q] (see also [HT84) [SV8Y]). Constructing
Krp from Kx and {K¢}oec takes O(n) time as well. As the depth of the recursion is O(loglogn),
and the total running time of each level is O(n), the overall running time is O(nloglogn). O

4 Embedding Planar Graphs and Applications (Proof of
rem 3|

In this section, we focus on proving [Theorem 3| that we restate here for convenience.
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Theorem 3 (Embedding Planar Graphs to Bounded Treewidth Graphs). Given an n-vertex planar
graph G(V,E,w) of diameter D and a parameter € € (0,1), there is a deterministic embedding
f:V(G) - H into a graph H of treewidth O(e ! (loglogn)?) and additive distortion +eD.

log? .
B) time.

Furthermore, f can be deterministically constructed in O(n -

Throughout, we fix a planar drawing of G. W.l.o.g, we assume that G is triangulated; otherwise,
we can triangulate G in linear time and set the weight of the new edges to be +oc0. Let r be an
(arbitrary) vertex of G and T, be a shortest path tree rooted at r. We say that a shortest path @
in G is an r-path if @) is a path in 7, with r as an endpoint.

We start by defining n-rooted shortest path decomposition.

Definition 3 (n-rooted shortest path decomposition (7-RSPD )). An n-rooted shortest path de-
composition with root r, denoted by ® of a graph is a binary tree with the following properties:

(P1.) ® has height O(logn) and O(n) nodes.
(P2.) Each node o € ® is associated with a subgraph X, of G, called a piece, such that:

(a) X, contains at most n shortest paths rooted at r, called boundary paths. Denote by Q,,
be the set of all boundary paths. We will abuse notation and denote by Q. the union of
all the vertices in all the boundary paths. Every vertex in X, which does not lie on a
boundary path, is called an internal vertex.

(b) If v is the root of ®, then X, = G; if a is a leaf of ®, then X, has at most n internal
vertices. Otherwise, a is an internal node with exactly two children (1, B2. It holds that
Xo=Xg, UXg, and Xg, N Xp, are the boundary paths shared by Xg, and Xpgs.

(c) For any vertex u € V(X,) and v € V(G) N V(Xy), (any) path between u and v must
intersect some vertex that lies on a boundary path of X,.

In planar graphs, an n-RSPD is also known as a recursive decomposition with shortest path
separators, see, e.g., [AGK™98, [Kle02, [KKS11]. Abraham et al. [AFGNIS| (see also [Fil20al)
defined a related notion of shortest path decomposition (SPD). There are several diffences between
RSPD and SPD : SPD the height of the tree is a general parameter k; the number of boundary
paths in each node is equal to its depth (distance to the root); the tree is not necessarily binary;
and the leaves contain no internal node. SPD was used to construct multiplicative embeddings
into ¢ [AFGNI1S8, [Fil20a] and scattering partitions [Fil20Db].

The following observation follows directly from the definition.

Observation 1. Let ® be an n-RSPD of G. Then G = Uygleaves(a) Xa where leaves(®) is the set
of leaves of the tree ®.

For any two nodes «a, 3 € ®, let ®[a, ] be the subpath between a and § in ®. A crucial
property of of an RSPD in our construction is the separation property: for any path P,, between
two vertices u € Q, and v € Qg of two given nodes « and 3, for any node A on the path between «
and S in the tree ®, Py, N Q) # @.

An explicit representation of ® could take Q(n?) bits and hence is not computable in nearly
linear time. However, ® has a compact representation that only takes O(nn) words of space. Specif-
ically, we store at each node € ® at most 7 vertices By = {v1,v2, ..., vy} such that {T,.[r,v;]}],
is the set of r-paths Q.. If a is a leaf node of ®, then « is associated with an extra set of
O(1) vertices, denoted by I, that are internal vertices of X,. Using shortest path separators,
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Thorup [Tho04] showed that one can compute a compact representation of an O(1)-RSPD of G
in time O(nlogn). (See Section 2.5 in [ThoO4] for details; the RSPD is called frame separator
decomposition of G(V, E,w) in Thorup’s paper.)

Lemma 2 (Thorup [ThoO4]). Given a planar graph G(V,E,w), a (compact representation of a)
O(1)-RSPD @ of G(V, E,w) can be computed in O(nlogn) time.

In below, we present an embedding of G(V, E,w) into a low-treewidth graph in
nearly linear running time. In we construct a rooted stochastic embedding for planar
graphs, which is used for approximating the vehicle routing problem. In we present
applications of the two embeddings in designing almost linear time PTASes.

4.1 The Embedding Construction

We refer readers to for an overview of the proof. We will construct a one-to-many
embedding f : V - 2V with additive distortion +0(e) - D; we can recover distortion eD by
scaling €. By we are required to guarantee that for any two copies of a single vertex
v1,v9 € f(v), dg(vi,v2) = O(€) - D. In the end, we can transform f to a one-to-one embedding f’
by picking an arbitrary copy v’ € f(v) and set f'(v) =0’ for each vertex v e V(G).

Recall that T, is a shortest path tree rooted at r of G(V, E,w). Since G(V, E,w) has diameter
D, T, has radius D. Let § = 1og€1€gn' We first define a set of vertices N, called d-portals of T,
as follows: initially, IV, only contains r; we then visit every vertex of 7T, in the depth-first order,
and we add a vertex v to IV, if the nearest ancestor of v in N, is at a distance larger than ¢ from
v. For each r-path @ in T, we denote by N(Q,d) = N, nV(Q) the set of §-portals in Q). Note
that for every vertex v € D, there is a d-portal u € N(Q,d) at a distance at most . Furthermore,
the distance between a pair of consecutive d-portals of () is greater than §. As the length of @ is
bounded by D, we conclude that

D log |
N <3|« EEE

€

The construction works as follows: let ® be an O(1)-RSPD of G(V, E,w) given by
For every node a € ®, let Q1,Q2..., be the n = O(1) r-paths constituting Q,. Denote by P, =
UQe0, N(Q,0) the union of all é-portals from all the r-paths on the boundary of a. Note that

|Po| = O(n - logl#) = O(logl%). Using [Theorem 10 we construct an O(loglogn)-hop emulator
Kg for ® with treewidth O(loglogn). We add the following sets of edges to the host graph H:

1. For every node a € ®, and vertex v € Py, create a copy U. Denote this set of copies by Ps.
Add the edge set P, x P, to H (i.e. a clique on the copies).

2. For every edge {a,3} € Ky, add the edge set Py, x 13; to H (i.e. a bi-clique between the
respective copies).

3. For every leaf node a € ®, let I, be the set of internal vertices. We add to H the vertices in
I, and two edge sets I, x I, and I, x P,.

4. Denote by Is = Unedua is leafla the set of all vertices that belong to the interior of leaves of ®.

For v ¢ I, by it necessarily belongs to some r-path ), on the boundary of
some leaf node «,,. We add v and the edge set v x P,, to H.
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In summary, the set of vertices of H is Vi = Vg U Uqed P, while the set of edges is

EH:U{(%?%)|U’U’EPQ}U U {(%,EE)MEPa,uePﬂ}
aed (a,8)e®

u U {wu)|velp,ue Pyul,bu | {(v,ua,) | uePa,}
aed:« is leaf vélgp
The image f(v) of every vertex v consists of v itself (added to H in either Step 3 or Step 4),
and all the respective copies (added in Step 1, one per each node « such that v € P,). The weights
of the edges in H are defined in a natural way: for every edge (u',v") in H, wy(u',v") = dg(u,v)
where v = f71(u') and v = f~1(v").

Observation 2. Foor any leaf o in @, the image of I, U P, induces a clique in H.
Next, we bound the treewidth of H.
Lemma 3. H has treewidth O(¢ ! (loglogn)?).

Proof. Let To(Xp,E0) be a tree decomposition of K¢ of width O(loglogn). We create a tree-
decomposition T for H as follows: for every node « € ®, and every bag in Tg containing «, we
replace a with P,. Next, for leaf node a, let B be some arbitrary bag containing a. We create a
new bag B,, containing the vertices I, U P,, with a single edge in 7 between B and B,. Finally,
for every vertex v ¢ Ig, let B,, be some bag containing «,,, the leaf node containing v. We create
a new bag B, containing the vertex v and the set P,. We then add a single edge in T between B
and B,, .

As each bag contains at most O(loglogn) nodes from ®, and for every a € @, |Py| = O(e™! -
loglogn), it follows that the width of 7 is bounded by O(M). Finally, it is straightforward
to verify that 7 is a valid tree decomposition for H: every edge of H is contained in some bag, and
as every copy of every vertex v is associated with a unique node « € ®, the connectivity condition
is satisfied. O

We now bound the distortion of the embedding. Specifically, we will show that for every pair

of vertices u,v, and every two copies u’ € f(u), v € f(v), dg(u,v) <dg(u',v") <dg(u,v)+O(e)-D.
The lower bound follows directly from the way we assign weights to the edges of H. Indeed, every
u’-v’ path in H corresponds to a u-v walk in G of the same weight. Henceforth, we focus on proving
the upper bound. First, we need the following lemma, which is the generalization of the separation
property.
Lemma 4. Let o and 8 be two nodes in ®. Let Py, be any path between two vertices u and v in
G such that ue Qn and v e Q. Let (av= A1, Aa,..., A\, = B) be a set of nodes in @[, f] such that
Aiv1 € @[\, B] for any 1 <i<k—1. Then, there exists a sequence of vertices (u = x1,xa,...,T =)
such that x; € Py, 0 Qy, and x;11 € Pyy[xi,v] for any 1 <i<k-1.

Proof. The proof is by induction. If k£ < 2, then the lemma trivially follows. Henceforth, we assume
that £ > 3. Observe that Ay is either an ancestor of \; and/or A;. Assume first that A9 is an
ancestor of A\;. Then by property P2(b) in u e X, and v either belongs to 9, or
veV(G) NV (X),,). In both cases, Py, N Qy, # @. Let z2 be the last vertex in the path P,, going
from u to v such that x9 € Py, N Q),. By applying the induction hypothesis to Py, = Puy[22,v],

there exists a sequence of vertices (z2,...,z; = v) such that x; € Py, N Qy, and 41 € Pyyy[zi,v]
for any 2 <i < k-1. Thus, (u=z1,x2,...,T, = v) is the sequence of vertices claimed by the lemma.
The case where \s is an ancestor of A follows by the same argument. O
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Next, we show that the distortion of portal vertices on the boundaries of nodes in @ is in check.

Lemma 5. Let o and 8 be two nodes in ®. Let ug € P, and U € ’ﬁﬂ’ be two wertices in H, and
w=f"" (), v=f"(03). Then, it holds that:

dﬂ(ﬁ,%) <dg(u,v)+O0(e) - D.

Proof. Let Q. be a shortest path from u to v in G. Recall that Kg is an emulator of ® with hop
diameter O(loglogn). Let P = (= A1, A\a,...,Ax = 8) be a shortest path from « to § in Kg such
that k = O(loglogn). Since K¢ preserves distances between nodes of @, i.e, wi, (P) = we(®[a, 8]),
it must be that the nodes on P constitute a subsequence of nodes on ®[«, 5]. By there

exists a sequence of vertices (u = x1,22,..., 2, = v) such that x; € Qy, N Qy, for all 1 <i <k and:
k-1
dG(”?”) = Z dG(xh $i+1) (2)
i=1

For every i € [k], let y; € Py, be the d-portal closest to x;; note that y; = u and y = v because u
and v are d-portals. By the definition of §-portals, dg(x;,y;) < 0. Thus, by the triangle inequality,
it holds that:

dc(Yi, yis1) < dg(i, xiv1) + 20 (3)

Recall that (y;)a, be the copy of y; created for A;. Observe that, since (A, Ai+1) is an edge in Kg,
by construction, there is an edge between (y;)x, and (yi+1)a,,, of weight wu ((vi)x,, (Yi+1)r,,,) =
de(yi, yi+1). Thus, we have:

e k-1 o o k-1
A (U, 03) = dr (Y1) x> (e)a) < 00 da (W) a Wis) ) = D da(Yis Yis)
=1 i=1
k-1
< ), (da(zi,zi1) +20)  (by [Equation (3))
=1
=dg(u,v) +2(k-1)6  (by|Equation (2))
D
= de(u,v) + O(loglog n) —o— = dg(u,v) + O(e)D |
loglogn

as claimed. O

Lemma 6. For any u,v € V(G) and any v’ € f(u),v" € f(v), it holds that:
dy(u',v") <dg(u,v) + O(e)D.

Proof. The proof is by case analysis. If both u, v are d-portals, then the lemma holds by
Next, suppose that both u,v are not §-portals. By there are two leaf nodes a, 3 € ®,
such that v € X,, and v € Xg. In particular, there are unique copies of both u and v, one for each
vertex. If o = 3, then H contains the edge (u,v) and we are done. Otherwise, let P,, be a shortest
u-v path in G. Then it follows from that there are two vertices x,, and z, in P,, such
that x, € Q, and z, € Qg (it might be that u = x,, or v = z,). Furthermore, there are é-portals
Yu € Py, and y, € Pg, at distances at most 4 from z, and z, respectively. By construction in Step

18



2 and Step 4 (depending on whether u,v are leaves), H contains the edges (u, (Yu)a), (v, (yv)s)-
By we have:

di(u,v) < dp(u, (Yu)a) + dua((Yu)a, (Yo)s) + du((yo) s, v)
<dg(u,yy) + da(Yu, yp) + O(€) - D + dg(yy,v)
<dg(u,xy) +2-da(xy, yu) + dg(xy, 2y) + 2 - da(zy, Yo ) + dg(zy,v) + O(€) - D
<dg(u,v) +40 + O(e) - D <dg(u,v) +O(e) - D .

Finally, the cases where either u or v is a J-portal are simpler and can be proved by the same
argument. [

We now compute the runtime of our algorithm. First, we compute a (compact representation
of) O(1)-RSPD & using in O(nlogn) time. Next, we use to compute an
emulator K¢ in O(n -loglogn) time, with O(|®|-loglog|®|) = O(n - loglogn) edges. Next, we
compute the set of §-portals. We will use the same shortest path tree T; rooted at r from
(that can be found in O(n) time [HKRS97]). For each vertex v € T,, we compute and store a
set of d-portals N(T,[r,v],d) of the r-rooted shortest path T, [r,v] by depth-first tree traversal in
O(n) time. Note that we can afford to store all the portal of the path T,.[r,v] at v explicitly since
IN(T,[r,v],0)| < logl#. Given a vertex v with a parent x, in T,., and the closest d-portal ancestor
Yo, if dp, (v, yp) = dp, (r,0) —dg, (7, yp) < 0 then we set N(T,[r,v],d) = N(T,[r,z,],0), and otherwise
set N(T,[r,v],0) = N(T;[r,x,],0) u{v}.

Next, we construct the one-to-many embedding f into H with tree-decomposition T following
to Steps (1)-(4). The construction is straightforward and takes

2 2 3
|q>|.0(1)2.0(10g1ﬂ) +|E(K¢)|.O(loglogn) +O(n)'0(loglogn)20(n' (logloan) ) ’
€ € € €

time. The last and most time-consuming step is to assign weights to the edges in H. Recall that
the weight of an edge in (u/,v") € H where v = f~(u') and v = f~1(v"), is defined to be wg (u',v") =
dg(u,v). Computing the shortest distance between u and v in G takes Q(n) time, and using
shortest path computation to find the weight of every edge in H incurs Q(n?) time. Our solution
is to use approximate distances instead of the exact ones to assign to edges of H. Specifically, we
will use the approximate distance oracle of Thorulﬂ [Tho04] to query the approximate distance
between v and v in O(%) time.

Lemma 7 (Thorup [Tho04], Theorem 3.19). Given an n-vertex planar graph G(V,E,w) and a

3
"ILQ(”)) time such
€

)-space data structure Og . in O(

1
parameter € <1, one can construct an O(@

that given any two vertices u,v in G, the data structure, in O(%) time, returns Og,¢(u,v) with
da(u,v) < Oge(u,v) < (1+e€)dg(u,v)

To assign weights in our graph H, we simply construct a (1 + €)-distance oracle Og ((u,v) for

G using and then for every edge (u’,v’) € H where u = f~}(v') and v = f~1(v"), we set
3

wg(u',v") = Oge(u,v). Thus the total time for assigning the weights is O("I%Q(H))HE(H)\O(%) =

3
O(%Q(”)), which is also the overall running time of our algorithm.

TA similar distance oracle was constructed independently by Klein [Kle02]. However, Klein did not specify the
construction time explicitly (a crucial property in our context).
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Denote the graph constructed using the approximated distances by H. Tt remains to argue that
H has additive distortion +O(e)- D. Note that for every (v/,v") € H, wg(u',v") < wy(u',v") < (1+
€)-wg(u',v"). This implies that for every u',v" € V(H), dg(u/,v") <dg(u/,v") < (1+¢€)-dp(u',v").
As H has additive distortion +O(e) - D, it follows that, for every u’,v’ € V(H) where u = f~*(u)
and v = f~1(v"),

da(u,v) <dg(u',v") < dg(u',0") <(1+e€)-dg(u',v")
<(1+¢)-(dg(u,v)+O(€)- D) =dg(u,v) +O(€)- D ,

where the last equality holds as €-dg(u,v) <e-D. now follows.

4.2 Rooted Stochastic Embedding

The main tool we use to design a PTAS for the bounded-capacity VRP is a rooted stochastic
embedding.

Definition 4 ((r, p)-rooted stochastic embedding). Given a vertexr € V(G) and a parameter p > 0,
we say that a dominating stochastic embedding f:V(G) - V(H) of a graph G into a distribution
over graphs H is an (r,p)-rooted stochastic embedding if

Vu,veV, E[dH(f(U),f(U))] < dG(U,U) o (dG(T7u) + dG(T‘,U)) .
We call p the distortion parameter. Using we obtain the following lemma.

Lemma 8. Let G(V, E,w) be an n-vertex planar graph and r be a distinguished vertex in V. For
any given parameter € € (0, %), we can construct in O.(nlog®(n)) time an (r,€)-rooted stochastic
embedding of G into graphs H of treewidth O.(loglogn)?.

Proof. We assume w.l.o.g. that the minimum distance in G is 1. We construct an embedding f into
a graph H such that for every u,v € G, E[dg(f(u), f(v))] < dg(u,v) + O(e) - (dg(r,u) + dg(r,v));
we can scale € to get back distortion € - (dg(r,u) + dg(r,v)). We begin by randomly “slicing” G
into a collection of bands B = {Bo, B1, ...} as follows. Choose a random z ¢ [0, 1]. For every i > 0,
let U; = (%)HTI, and L; = (%)He”. We then define B; = {u: L; < dg(r,u) < U;} (note that Lo < 1,
and hence every vertex v # r belong some B;). Let Gy = G[By], and for i > 1, let G; be the graph
obtained from G by removing every vertex of distance at least U; from r and contracting every
vertex of distance strictly less than L; from r into r. For every vertex v which is the neighbor of
r in G;, the weight of the edge is defined to be dg(r,v), while all the other weights are the same
as in G. Note that for every v € B;, dg,(v,7) = dg(v,r). In particular, G; has diameter at most
2-U;. Observe that graphs {G;}; can be constructed in total O(n) time as we can construct them
iteratively; each edge is contracted at most one time. All distances from r can be computed in
O(n) time by applying a linear time single source shortest path algorithm [HKRS97].

For every i > 0, we use with stretch parameter § = (%)7l = e¢ to embed G; into a
graph H; with treewidth O(6-T(loglogn)?) = O(loglogn)? and additive distortion & - U;. Finally,
we construct a single graph H by identifying the (image of the) vertex r in all the graphs H;; the
embedding f is defined accordingly. In addition, for every vertex v, we add an edge from f(r) to
f(v) of weight dg(r,v). Note that this can increase the overall treewidth by at most 1. It follows

that H has treewidth O,(loglogn)?. The total running time is bounded by ;50 O(| By - logz") =
Oc(n -log®n).
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Finally, we bound the expected distortion. We will actually show a stronger distortion guar-
antee: a “Ramsey-type” property (see e.g. [BLMNO5, IMNO7, ACE*20, [FL21) [Fil21]). Specifi-
cally, we will show that with probability 1 — 2¢, a vertex v has small distortion w.r.t. all other
vertices. We say that the embedding is successful for a vertex v if there is some index i such
that d(r,v) € [e!- L;e-U;]. To analyze the probability that v is successful, let a € [0,1)

iypta

be some number such that d(r,v) = (%) < for some integer i, € N. Then v is successful if

ip+ta i—1l+x i+z_1

(%) < € [(%) € +1,(%)T ] or equivalently, i, +a € [i—1+x +¢€,i+x —€] for some index i. Hence
Pr[v is unsuccessful] =Pr{Ais.t. i+x€liy+a+e i, +a+1—¢€]]=2¢.

Next, suppose that a vertex w is successful, and let v be any other vertex. Let i be the integer such
that u € B;, and let P, , be a shortest u-v path. We consider three cases:

e If P is fully contained in B;, then dg,(u,v) = dg(u,v), implying that

i (F (), £(0)) < i, (£, £(0)) < d, () + 620
<dg(u,v) + L; < dg(u,v) + 2e-dg(r,u) . (4)

e Else, if P contains a vertex z € By for ¢’ > 7, then

da(ryu) <e-U; <e-dg(r,z) <e-(dg(r,u) +dg(u, 2))
<e - (dg(r,u) +dg(u,v)) <e- (2-da(r,u) +da(r,v)) ,

which implies that dg(r,u) < 15 - da(r,v). Thus,

2¢

di(v,u) <dg(v,r) +dg(r,u) <dg(v,u) +2-dg(r,u) <dg(v,u) + 5
—2¢

~dg(r,v) .

e Else, P is contained in Uy; By, and it contains at least one vertex z € By for ¢’ < 4. Then
da(r,z) < L; < €-dg(r,u). In particular

dg(v,u) <dg(v,r) +dg(u,r) <dg(v,2) +dg(z,u) +2-dg(r,z) <dg(v,u) +2-e-dg(r,u) .

We conclude that if w is successful, then dg (v, u) < dg(v,u)+O0(€)-(dg(r,v) + dg(r,u)). Otherwise,
dp(v,u) <dg(v,r)+dg(r,u). As the probability of being unsuccessful is bounded by 2¢, we conclude
that:

E[ldg(f(u), f(v))] < Prlv is successful] - (dg(v,u) + O(e) - (dg(r,v) + da(r,u)))
+ Pr[v is unsuccessful] - (dg(v,r) + dg(r,u))
<dg(v,u) +O0(e) - (dg(r,v) +dg(r,u)) .
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4.3 Applications (Proofs of and [6])

4.3.1 Metric Baker Problems

In this section, we prove that we restate below.

Theorem 5 (PTAS for Metric Baker Problems in Planar Graphs). Given an n-vertex planar
graph G(V, E,w), two parameters € € (0,1) and p >0, and a measure j1: V - R*, one can find in
90(1/e*™™) . p1+o(1) fime for any fixed k > 0: (1) a (1 - €)p-independent set I such that for every
p-independent set I, u(I) > (1 -€e)u(I) and (2) a (1 + €)p-dominating set S such that for every
p-dominating set S, u(S) < (1+€)u(S).

Katsikarelis, Lampis, and Paschos [KLP19, [KLP20] showed how to solve metric Baker problems
in bounded treewidth graphs. Here we consider a slightly more general version where we are given
a set of terminal K ¢ V(G) and we want to find a p-independent/dominating set for K. That is,
for the p-independent set problem, the solution I must be a subset of K, and for the p-dominating
set problem, we only require that the vertices in K be dominated (that is every vertex in K will
be a at distance at most p from some vertex in the dominating set).

Lemma 9 (Theorem 21 [KLP20] and Theorem 31 [KLP19]). Given an n-vertex graph G(V, E,w)
of treewidth tw, a terminal set K ¢ V(G), two parameters ¢ € (0,1) and p > 0, and measure
w:V —=R* one can find in n- (lo%)o(t"") time:
o A (1-¢€)p-independent set I € K such that for every p-independent set I < K, pu(I) > pu(I).
o A(1+€)p-dominating set S for K such that for every p-dominating set S for K, (S) < u(S).

We note that the running time of in the work of Katsikarelis et al. [KLP19, [KLP20] is
stated as O*((%)O(t"")) where O notation hides the polynomial dependency on n; the main focus
of their paper is to minimize the exponential dependency on the treewidth. The precise running
time of their algorithms is O((b%)o(tw)n) (M. Lampis, personal communication, 2021); see page
18 in [KLP20] and page 114 in [KLP19]. While the algorithm is for p-independent/dominating
set with uniform measure, the same algorithm works for p-independent/dominating set with non-
uniform measure by simply storing the measure of the p-independent set corresponding to each
configuration of the dynamic programming table.

We now focus on proving By scaling every edge of G(V, E,w), we assume that
p =1. For a cleaner presentation, we assume that % is an integer. Let T, be a shortest path tree
rooted at a vertex r; T, can be found in O(n) time [HKRS97].

Similar to Fox-Epstein et al. [FKS19], we follow the classical layering technique of Baker [Bak94]
to reduce to the case where the planar graph has diameter O(1/e). We then embed the planar

graph to a graph with treewidth O((logleo—gg”)z) and additive distortion e. The additive distortion e
translates into (1 +¢) distance separation in the bicriteria PTAS. Next, we apply to find
a bicriteria PTAS for metric Baker problems in treewidth—O((log+gn)2) graphs. Finally, we lift the
solution to the solution of the input planar graphs.

In the analysis below, we use Young’s inequality [Youl2]:

Theorem 11 (Young’s Inequality). Given four real numbers a > 0,b > 0,p > 1,q > 1 such that

% + % =1, the following inequality holds:

al  b?
ab< — + —.
b q

The equality holds if and only if aP = b1.
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p-Independent Set Problem. Let o be a number in {0,...,2/e —1}. Let Z_1, = [0,0),
17, = [0,0 — 1), and for each j >0, we define:

2 2 2 2
Tig=[-j+o, —-(j+1)+0] I]-_U:[—-j+a+1 , —(J+1)+o0-1]
€ € ’ € €
Let Ujo = {v eV :dg(rv) € Zjst and U;,, = {v e V : dg(r,v) € Z;,} for every j > -1. Let
Vy = ]——lU cand V= uj__lU We observe that V, =V for every o and that:

2
. . . . . . 421
Observation 3. Each vertex v eV 1is contained in at least % -2 sets in the collection {V}5_.

Fix an index j > -1. Let G, be defined as follows. For j = -1 set G_1 , = G[U-1]. In general,

2(j+1)

Gj o is the graph obtained from G by removing every VerteX of distance at least + o0 from r

and contracting every vertex of distance strictly less than 2+ 0 to r; we set Welght 1 to every edge
incident to r. Observe that G, is a planar graph with a diameter at most 2 - +2. Furthermore,
V(Gjs)=Ujsu{r} when j >0 and V(G-1,) = U_1,. Note that G, can be constructed for all j
in total O(n) time as we can construct them iteratively; each edge is contracted only once.

Next, we find a (1 - €)-independent set I, in Gj,. Fix 0 = 13, using we con-
struct an embedding f;, of G, into a graph H;, with treewidth O(%) = O((logleo—ggw)

and additive distortion ¢ - diam(Gjs) < %(% +2) < § when € < % The construction time is

31
O(|Gj6- %) = O(|Gj 0| logs") For each vertex up; , € Hj s, we assign measure fig; , (quﬁ) =
pw(u) if upg, , = fjo(u) for some u e U; ., and pp; ,(un;,) = 0 otherwise. Let K, = f(U;,) be a

terminal set. Using we find a (1 - €/2)-independent set [’ H for the terminal set K, in
O ((team )0 toelos)D| ;) time. Let I, = f~1(I11) and I, = ujz_lfj,g.

Claim 2. I, is a (1 - €)-independent set of G.

Proof. Let u and v be any two vertices in I, such that dg(u,v) < 1. Our goal is to show that
dg(u,v) > 1 —e€. Suppose that there exists j such that u € G;, and v ¢ G;,. By the construction
of I, ue U and hence, the distance in G from u to any vertex not in G, is at least 1. In
particular, dg(u v) > 1, a contradiction. It follows that there exists j such that both u and v are in
Gj,o. By the construction of [; 5, both u and v are in U; ;. By the definition of U, any vertex with
distance at most 1 from u or v is contained in Uj,. Since dg(u,v) < 1, any vertex in the shortest
path from u to v in G is contained in Uj,. It follows that dg(u v) =dg,,(u,v). By
and the fact that IH is a 1 -5 independent set, dg, , (u,v) + 5 >dy, , (f;, O.(u) fio(v))>1-€¢/2. It
follows that dg;, (u U) >1-—¢ Wthh implies dc;(u v) >1-e¢ as clalmed O

Next, we return the set I = I, for the o which maximizes u(1,) over all o € [0, 2 2.1]. By
I is a (1 - €)-independent set of G. We now bound the cost of I,. Let I be any 1 independent set

in G, and o* = argmax, u(I nV;). By we have:

Sian(Invy) 2fe-2
2/e o 2/e

w(Invy) s u(T) = (1 - () .
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For every o and j, f(In U;,) is a l-independent set in Hj, w.r.t. the terminal set Kj,, and
,uHm(f(j nU;,)) = p(In U; ;). We conclude that

p(I) = max u(I5) 2 p(Io+) = Zu( o) = Zu(f (Ij5.)) = Zu
7j=—1 J=-1 j=-1

Zlu o Fra (TN VE)) = n(In V) 2 (L=e) - (D) -
=

The total running time to construct all the embeddings f,; into graphs H, ;, and to run the
approximation algorithm from denoted by Trs(n), is

log |G ol 10871\ O (2 (loe log .
Tis(n) =2 £O(Gso|- 2525 + O (FEA osoam D )

—n- Y (O(b§_4”) +90(elog i'(loglogn)S)) (6)

o

o

For a given fixed x > 0, by applymg Young’s inequality 1) with a = €2 log

b= (loglogn)®, p=1+r/2and ¢=1 + 2 we have that:

)+ (1/ )20(6 2log L.(loglogn)? )) (7)

(9)
(10)

2
€2 log = (loglogn)® < e ) (log )lJ'”/2 + (loglog n)3+6/“
€ 2+kK 2+kK

Since « is fixed, combining [Equation (5)| and [Equation (9), we have that:

1 3 A(—(2+K +6/k O (e (2+r
Trs(n) =n- (O(%) 1 20( @) 90((loglogn)™*®/ )) = 90T p1re(l)

as desired.

p-Dominating Set Problem. The algorithm for the p-dominating set problem is similar to the
algorithm for p-independent set problem. For each o € {0, ..., % -1}, we define Z_; , = [0,0] and
7% ,=10,0+1], and for each j > 0:

2 2 2 2
Ij,aZ[Z'jJrU, Z'(j+1)+0] Z]J'r,a:[g'j-'_o-_la E'(j+1)+0+1]
Let Uj, = {ve V :dg(r,v) € Zj s} and for j > -1, ={veV:dg(r,v) e Z;,}. For every o, set

G-10 = G[UY, ], and for j > 0, G, is the graph obtalned from G by removing every vertex of

dlstance at least 2 -(j+1)+0+1 from r, and contracting every vertex of distance strictly less than
£.j+0-1tor; We set every edge incident to r the weight 1. Observe that G, is a planar graph
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with diameter at most £ + 6. Furthermore, V(G;,) = U, u{r} when j >0 and V(G_1,) = U,
As in the p—mdependent set problem, Gj, can be constructed for all 7 in total O(n) time.

Next, for every j and o, we find a (1 +¢)-dominating set S;, in G ,. Fix § = 126 We construct
an embedding f;, of G;, into a graph H;, with treew1dth O(M) (M) and
additive distortion ¢ -diam(Gj ) < 16(4 +6) < 5 when € < 2, by 3| fjo can be constructed

3G,
in O(|Gj |- %) = O(|Gjq| - 1054") time. For each vertex up, , € Hj,, we assign measure
p;, (un;,) = p(u) if upg,, = fjo(u) for some u € U/, and pp; ,(um;,) = oo otherwise. Let
K- = f(Ujo) be a terminal set. Using we find a set Sfa which (1 + €/2)-dominates the
terminal set Kj o in O(logn)O(E_Q(loglog”) )|G; »|) time, and such that for every (1 + $)-dominating
set S, HHj,g( ») < ;LH”(S) Let S;, = f‘l(SfU). As f(Uj,) is a dominating set of finite

measure, and all the vertices out of f(U/,) have measure oo, it holds that SJHG < f(Uj,). Observe

that for every vertex u € Uj,, f(u) € KJU, and hence there is a vertex f(v) € SH such that
du, ,(f(u), f(v)) <1+ 5. It follows that v € Sj,, and dg(u,v) < dg,, (f(u), f(v)) <1l+e Set
Se =Uj»_18j, a8 V =U2_ U, S5 is a 1 + € dominating set. We return the set S = S, for the o
which minimizes p(S,) for o € [0, % -1].

7j=-1

Let S be any 1-dominating in G, and ¢* the index that minimizes Y1 M(S' nU/,+). Observe

that each vertex v € V is contained in at most % + 2 sets in the collection { }06{0 77777 29} et
Thus
2 2.1
€ ¢ oo B 0o 5
ITCUPSEE) X HEUL) =SS ) 5 3 A, = 5 =2 () (542) = (1) p(3) .

7=-1

By u(ng) <pu(Sn U;,)- We conclude,

-1 veS 0=0j=-1 veS

u(S) = min u(Sa) < p(Sr) = 32 1(Sy00) € 32 (SN UL ) < (14 6) - (S) |

g=-1 J==

The time analysis is exactly the same as the time analysis of the p-independent set problem.

4.3.2 Bounded-Capacity Vehicle Routing Problem

Using we are able to reduce the problem to graphs with treewidth O(loglogn)?.
Cohen-Addad et al. [CFKL20] designed an algorithm to solve the bounded-capacity VRP in
O(Q-etlog n)O(Q't?W) -nPW) time for graphs with treewidth tw (Theorem 8 in [CFKL20], recall
that @ is the capacity of the vehicle). Most of the time is spent on computing distances between
O(n - tw?) pairs of vertices in G. An exact distance oracle is a data structure that, after some
prepossessing stage, can answer distance queries (exactly) between every pair of vertices. By using
a distance oracle instead of computing all distances directly, we have:

Lemma 10 (Theorem 8 [CEKL20], implicit). Let (G(V,E,w), K,r,Q) be an instance of the VRP
problem, where G(V, E,w) has treewidth tw and n vertices. Suppose that we can construct an ezxact
distance oracle for G with preprocessing time P(n,tw) and query time T'(n,tw), then we can find
(1 + €)-approzimate solution in time (Qe ' logn)?@™) .+ O(n-tw?) - T(n,tw) + P(n,tw).
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Chaudhuri and Zaroliagis [CZ00] constructed a distance oracle with low preprocessing time and
query time for directed graphs with small treewidth. Here, we only need an oracle for undirected
graphs.

Lemma 11 (Theorem 4.2 (ii) in [CZ00]). Let G(V, E,w) be a directed graph with treewidth tw and
n vertices. We can construct a distance oracle with prepprocessing time P(n,tw) = O(n -tw®) and
query time T(n,tw) = O(tw3 - a(n)) where a(n) is the inverse Ackermann function.

By plugging [Lemma 11} into [Lemma 10} we get:

Lemma 12. Given an instance of the VRP problem (G(V,E,w),K,r,Q) where G(V,E,w) has
treewidth tw and n vertices, one can find a (1+€)-approzimate solution in time (Qe " logn)O(@™W).p,

The final missing piece we need for our algorithm for the VRP is a result of Becker et al.
[BKS19], who showed how to solve the VRP from an (r,e€)-rooted stochastic embedding and an
efficient dynamic programming for VRP in small treewidth graphs.

Lemma 13 (Becker, Klein, and Schild [BKS19|, implicit). Let € € (0,1) be a parameter. Let
(G(V,E,w),K,r,Q) be an instance of the VRP problem with n vertices and m edges such that
G(V,E,w) admits an (r,€)-rooted stochastic embedding into graphs with treewidth T(n,€) that can
be constructed in time T(n,m,e€). If we can find a (1 + €)-approximate solution of the VRP in

graphs with treewidth tw in time D(n,Q,tw,€), then we can find a (1+ €)-approzimate solution for
the VRP in G(V,E,w) in expected time D(n,Q,7(n,e/(9Q)),€/3) + T(n,m,e/(9Q)) + O(m).

We now show that there exists a PTAS for the bounded-capacity VRP in almost linear time.
We restate [Theorem 6 below for convenience.

Theorem 6 (PTAS for Bounded-Capacity VRP in Planar Graphs). There is a randomized polyno-

mial time approximation scheme for the bounded-capacity VRP in planar graphs that runs in time
06(1) . TL1+0(1).

Proof. By we can construct an (r,€)-rooted stochastic embedding into graphs with
treewidth 7(n,e) = O(loglogn)? in O.(nlog®n) time. By [Lemma 12, D(n,Q,tw,e) =
(Qe 'ogn)P@™)y By we can find a (1 + €)-approximate solution of the VRP in

time:

-loglogn 2
(Qe! logn)O@(Q1 glogn)” |, — 9O(loglogn)® (since @ = O(1))
< of(ey(loglogn)® ) (for some function f(€))
f(e)2+(lgglogn)6 "= 06(1) '2(10g1;gn)6 = Oe(n1+o(1)) ) (11)

O]

5 Additional Notation and Preliminaries

5.1 Metric Embeddings

We will study a more permitting generalization of metric embedding introduced by Cohen-Addad
et al. [CFKL20], which is called one-to-many embedding.
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Definition 5 (One-to-many embedding). A one-to-many embedding is a function f : X — 2V
from the points of a metric space (X,dx) into non-empty subsets of points of a metric space
(Y,dy), where the subsets {f(x)}eex are disjoint. f~1(z') denotes the unique point x € X such
that &' € f(x). If no such point exists, f1(z') = @. A point x’ € f(x) is called a copy of x, while
f(x) is called the clan of x. For a subset A< X of vertices, denote f(A) =Ugeaf(z).

We say that f is dominating if for every pair of points x,y € X, it holds that dx(x,y) <
MiNyref(2)y'ef(y) dy (2',y"). We say that f has an additive distortion +eD if f is dominating and
Va,y e X, MaXycp(q) yef(y) v (2',y") <dx(z,y) +€D.

A stochastic one-to-many embedding is a distribution D over dominating one-to-many embed-
dings. We say that a stochastic one-to-many embedding f has an expected additive distortion +eD,

’Lf V:B, Y € X, E[maxxfef(x)y,ef(y) dy(l'l, yl)] < dX(.’L‘, y) +€eD.

While the embedding in is one-to-one, it is technically more convenient to construct
a one-to-many embedding. This is because the embedding is constructed in multiple steps, where
the “topological complexity” grows from one step to the next. To transition from one step to the
next, we sometimes require the embeddings be clique-preserving (see , a property for
which one-to-many embeddings are required. Note that we can always make the final embedding
f of G one-to-one by retaining exactly one copy in each set f(v) for each v € V(G).

Next, we define clan embedding, which will be used in the approximation of metric Baker’s
problems. This notion was introduced by the authors[FL21].

Definition 6 (Clan Embedding). A clan embedding from metric space (X,dx) into a metric space
(Y,dy) is a pair (f,x) where f: X - 2Y is a dominating one-to-many embedding, and x : X - Y
is a classic embedding. For every x € X, we have that x(x) € f(x); here f(x) called the clan of x,
while x(x) is referred to as the chief of the clan of x (or simply the chief of x).

We say that a clan embedding f has an additive distortion +A if for every x,y € X,
min, e,y dy (3, x(2)) <dx(z,y) + A.

A (A,d)-clan embedding is a distribution over clan embeddings with additive distortion +A
such that the expected clan size has E[|f(x)|] < (1+9) for every x € X.

We will construct embeddings for minor-free graphs using a divide-and-concur approach. In
order to combine different embeddings into a single one, it will be important that these embeddings
are clique-preserving.

Definition 7 (Clique-copy). Consider a one-to-many embedding f: G — 2, and a clique Q in G.
A subset Q" < f(Q) is called clique copy of Q if Q" is a clique in H, and for every vertex v € Q,
Q' n f(v) is a singleton.

Definition 8 (Clique-preserving embedding). A one-to-many embedding f : G — 2H s called
clique-preserving embedding if for every clique Q in G, f(Q) contains a clique copy of Q. A clan
embedding (f,x) is clique-preserving if [ is clique-preserving.

Definition 9 (Ramsey Type Embedding). For a given parameter ¢ € (0,1), a (A,d)-Ramsey type
embedding from metric space (X,dx) into a metric space (Y,dy) with additive distortion +A is a
distribution over dominating one-to-one embeddings f: X — Y such that there is a subset M ¢ X
of vertices for which the following claims hold:

1. For everyue X, Prlue M]>1-4.
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2. For everyue M and ve X, dy(f(u), f(v)) <dx(u,v)+A.
We note that the distortion in [Definition 9] is worst-case.

5.2 Graph Minor Theory and Known Embeddings

We introduce the notation used in the graph minor theory Robertson and Seymour. A vortez is
a graph W equipped with a path decomposition {X;, Xs,..., X;} (see the discussion after
tion 1) and a sequence of ¢ designated vertices x1, ..., x;, called the perimeter of W, such that each
x; € X; for all 1 <4 <t. The width of the vortex is the width of its path decomposition. We say
that a vortex W is glued to a face F' of a surface embedded graph G if W n F' is the perimeter of
W whose vertices appear consecutively along the boundary of F.

If G = Gy uW consists of planar graph Gy with a single vortex W of width h, we call G a
h-vortex planar graph.

h-Multi-vortex-genus graph. a h-multi-vortex-genus graph is a graph G = GguWjuU---u Wy,
where Gy, is (cellularly) embedded on a surface ¥ of genus h, and each W; is a vortex of width at
most h glued to a face of Gy.

In constructing a low-treewidth embedding of K,-minor-free graphs, Cohen-Addad et al. [CEKL20]
provided a deterministic reduction from planar graphs with one vortex to surface-embedded graphs
with many (but constant) vortices. The following lemma is a reinterpretation of Lemma 7 and
Lemma 8 in the full version of their paper.

Lemma 14 (Multiple Vortices and Genus, Lemmas 7 and 8 [CFKL20|, adapted). Suppose that
every n-vertex h-vortex planar graph with diameter D can be deterministically embedded into a graph
with treewidth t(h,e,n) and additive distortion +eD via a one-to-many clique-preserving embedding,
then given an m-vertex h-multi-vortex-genus graph G of diameter D, G can be deterministically
embedded into a graph with treewidth Op(t(Op(1),0r(€),0n(n))) and additive distortion +eD wvia
a clique-preserving embedding.

Nearly h-embeddability. A graph G is nearly h-embeddable if there is a set of at most h
vertices A, called apices, such that G \ A is an h-multi-vortex-genus graph Gy U{W1, Wa, ..., W}.
Cohen-Addad et al. [CFKL20|] showed how to handle the apices by using randomness, effectively
extending their to obtain a reduction from planar graphs with one vortex to nearly h-
embeddable graphs. The resulting embedding is stochastic. The stochasticity is necessary due to
a lower bound for deterministic embedding of Cohen-Addad et al. [CFKL20] who showed that any
(deterministic) embedding into graphs with treewidth o(y/n) must incur an additive distortion at
least % (Theorem 3 in [CFKL20]). The following lemma is a reinterpretation of their Lemma 9.

Lemma 15 (Lemma 9 [CFKL20], adapted). If every h-vortex planar graphs of n vertices and di-
ameter D can be (deterministically or stochastically) embedded into a graph with treewidth t(h,e,n)
and distortion +eD via a one-to-many clique-preserving embedding, then nearly h-embeddable graphs
with n vertices and diameter D can be stochastically embedded into a distribution over graphs with
treewidth Oy, (t (On(1),0n(€?),n)) + Op(e™2) and ezpected additive distortion +eD via a clique-
preserving embedding.
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h-Clique-sum. A graph G is an h-clique-sum of two graphs GG1 and G2, denoted by G = G1 &, G2,
if there are two cliques of size exactly h each such that G' can be obtained by identifying vertices of
the two cliques and removing some clique edges of the resulting identification. The shared clique
between G1 and G is called the adhesion of the two graphs. The adhesion is also called the joint
set of the two graphs in [CFKL20].

Note that clique-sum is not a well-defined operation since the clique-sum of two graphs is not
unique due to the clique edge deletion step.

The celebrated theorem of Robertson and Seymour (Theorem 12} [RS03]) intuitively said that
every K,.-minor-free graph can be decomposed into nearly embeddable graphs glued together fol-
lowing a tree-like structure by clique-sum operations.

Theorem 12 (Theorem 1.3 [RS03]). There is a constant h = O, (1) such that any K,-minor-free
graph G can be decomposed into a tree T where each node of T corresponds to a nearly h-embeddable
graph such that G = Ux, x,ep(1)Xi ®n Xj.

The graphs corresponding to the nodes in the clique-sum decomposition above are referred to
as pieces. A piece may not be a subgraph of GG since some edge in a clique involving the clique-sum
operation of the piece with another piece may not be present in G. However, we can modify the
graph to guarantee that every piece is a subgraph of G by adding an edge (u,v) in the piece to G
if the edge does not appear in G. The weight of (u,v) is set to be the shortest distance between
u and v in G. This operation does not change the Robertson-Seymour decomposition of G nor its
metric shortest path.

6 Stochastic Embedding of Minor-free Graphs and Applications
6.1 Stochastic Embedding of Minor-free Graphs (Proof of [Theorem 1))

In this section, we construct a stochastic additive embedding for minor-free graphs as claimed in
We will construct a one-to-many embedding for G. Afterwards, the embedding can be
converted into a one-to-one embedding by retaining a single copy of each vertex. We refer readers
to for a high-level overview of our construction. We start with an embedding for h-
vortex planar graphs. In a nutshell, we improve the treewidth in the construction of Cohen-Addad
et al. |[CFKL20] in two places: (1) the embedding of h-vortex planar graphs and (2) gluing the
embeddings of nearly embeddable graphs, a.k.a. pieces, via clique-sum operations. Our results are
described in the following lemmas.

Lemma 16. Given an n-vertex h-vortex planar graph Gx U W of diameter D and a parameter
€ < 1, there is a polynomial time algorithm that constructs a one-to-many (deterministic) clique-
preserving embedding f : V(G) - H into a graph H of treewidth at most O(M) and additive
distortion +eD.

The proof of is presented in [Section 6.1.1

Lemma 17. If nearly h-embeddable graphs of n vertices and diameter D can be stochastically em-
bedded into a graph with treewidth t(h,e,n) by a clique-preserving embedding f of expected additive
distortion +eD, then K,.-minor-free graphs with n vertices and diameter D can be stochastically
embedded into a graph with treewidth t(h(r),e,n) + h(r) and expected additive distortion +eD for
some function h depending on r only.
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The proof of is presented in [Section 6.1.2] We are now ready to prove

which we restate below for convenience.

Theorem 1 (Embedding Minor-free Graphs to Low Treewidth Graphs). Given an n-vertex K, -
minor-free graph G(V, E,w) of diameter D, we can construct in polynomial time a stochastic addi-
tive embedding f : V(G) — H into a distribution over graphs H of treewidth at most O, (¢ 2(loglogn)?)
and expected additive distortion eD.

Proof. By plugging [Lemma 16|to [Lemma 15| (here #(h,€e,n) = O(M)), we obtain a stochas-
tic, clique-preserving embedding of nearly h-embeddable graphs with additive distortion +eD and
treewidth:

2
O (1(01(1), 00(), ) + O (c?) = 0, (2B (12

By applying [Lemma 17| with ¢(h,€,n) = Oh((logleo—an)Q) (due to [Equation (12))), we get a stochastic
embedding of K,-minor-free graphs with additive distortion +eD and treewidth:

loglogn)? loglogn)?
%) +0,(1) = OT(%) ;

as desired. O

t(h(r),e,n) +h(r) = O, (

6.1.1 h-vortex planar graphs

In this section, we focus on constructing an additive embedding for h-vortex planar graphs as
described in We follow the same idea in the construction of an additive embedding
for planar graphs in Here we rely on (an implicit) construction of an O(h)-RSPD for
h-vortex planar graphs by Cohen-Addad et al. [CEKL20] (see Section 5.1. in the full version).

Lemma 18 (J[CFKL20]). Given an edge-weighted h-vortex planar graph G = GxUW with n vertices,
an O(h)-RSPD ® of G can be constructed in polynomial time.

Proof of[Lemma 16 The deterministic embedding in was constructed using RSPD and
did not exploit any planar properties (other than the distance oracle for obtaining an
efficient implementation). Hence, we can use the exact same construction for h-vortex planar graph
based on their O(h)-RSPD guaranteed in The only difference is, since each node o € ®
can contain up to O(h) shortest paths in its boundary Q,, the width of the bags in the resulting
tree decomposition might increase by up to an O(h) factor. Thus other than the clique-preserving
property, all the other properties guaranteed by the lemma hold.

In order to obtain the clique preserving property, we slightly modify the embedding by adding
additional edges. We rely on the following structure of the RSPD ;| which is implicit in Cohen-
Addad et al. [CFKL20]. We include the proof here for completeness.

Lemma 19 (|[CEFKL20]). Let @ be any clique in an h-vortex planar graph Gy W, and ® be an
RSPD of Gxs uW. Then, there is a leaf o € ® such that Q € X,,.

Proof. We prove by induction that at any level of ®, there exists a node o € ® such that @ ¢ X,.
The base case is when « is the root of ®. The claim trivially holds since X, =Gy U W.
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Let « is a node at level ¢ for some £ > 0 such that () € X,. Let 1, 82 be two children of . Let
Y =V(Xs,)nV(Xp,). Observe that there is no edge in G between V (X3, )\Y and V(Xg,)\Y by
property (2¢) of RSPD (Definition 3)). Thus, either Qn(V(Xg,)\Y) =@ or Qn(V(Xp,)\Y) =2
since it is a clique. In the former case, ) € Xg,, and in the latter case, Q ¢ Xg, . O

Consider the O(h)-RSPD of Gy, uW given by ® has O(n) nodes. Recall that we
portalized all the shortest paths, and then applied the (4-step) construction in to the
O(h)-RSPD @ to construct an embedding f, the host graph H, and a tree decomposition 7 of H.
We remark that there are only Oy, (n) maximal cliques in Gx, u W [ELST0). [f

Let @ be a maximal clique in Gy, u W, according to there is a leaf o € ® such that
Q < X,. Recall that P, is the set of portals of paths associated with «, and I, is the set of internal
vertices of a. Let I, and P, be the images of I, and P, in H, respectlvely By Observation 2
I, u Pa induces a clique in H. Let B, be the bag of 7" that contains I, uP,. We add a new
copy Q of Q to H, add the edge set Q x (I, U P,) to E(H), and update f accordingly. We then
make a new bag Bg = QuI,uP, and connect Bg to B, by adding an edge (Bg,Ba) to E(T).
Note that |Q| = O(h) since Gy, U W is an h-vortex planar graph. Thus, the asymptotic bound on
the treewidth of 7 remains unchanged. As usual, for every newly added edge (u/,v") in H, set
its weight to be dg(u,v) where u = f~'(u') and v = f~1(v). Denote by H the version of H after
this last modification step. The clique preservation property holds by the construction. It is left to
show that f has an additive distortion O(€)D; we can get additive distortion +eD by scaling e.

Claim 3. For any u € Q, there is a vertex & € Py U I, such that dp(u,z) <eD.

Proof. Let w = f~*(@). If u € I, then there is another copy @ of u in I,. By construction, there is
an edge (u, @) of weight 0. Thus, Z is @' in this case. Otherwise, u must belong to some boundary
path of X,. Thus, there exists a portal z € P, such that dg(z,u) < 0 < eD. By construction,
the copy, say Z, of z in P, has an edge to @ in H. The claim then follows from the fact that
wy(Z,1) =dg(z,u) < eD. O

We are now ready to bound the distortion of f. Let @ and © be any two vertices in H. Let
Z and § be closest vertices to @ and v, respectively, that belong to H (it is possible that Z = @ or
y=70). By di(%,0) <€D and dg(§,0) <eD. Let = f71(Z) and y = f~(§). Observe that
di(z,y) <dg(x,y) + ceD for some constant ¢. By the triangle inequality, it holds that:

da(x,y) < da(w,u) + da(u,v) + da(v,y) < da(u,v) +2eD .
Also by the triangle inequality, we have:

<dg(z,y)+ (c+2)eD < dg(u,v)+ (c+4)eD,

as desired. O

8The degeneracy of a graph is the minimal d such that there is an order vivs...v, over the vertices where for
every i, v; has at most d neighbors among vi1 ...v,. Eppstein, Lofller and Strash [ELS10] showed that every graph

with degeneracy d has at most (n - d)3% maximal cliques. As every n-vertex K,-minor-free graph has average degree
at most O(r-+/logr) [Kos82| [Tho84], it has degeneracy at most O(r-+/logr), and hence O,(n) maximal cliques.
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6.1.2 From nearly embeddable graphs to general K .-minor-free graphs

In this section, we prove a reduction from nearly embeddable graphs to general K,.-minor-free
graphs as described in Our reduction removes a loss of an additive O(logn) factor
in the treewidth in the reduction of Cohen-Addad et al. [CEFKL20]. To give context to our
improvement, we briefly review their construction below.

By the Robertson-Seymour theorem , a K,-minor-free graphs G can be decom-
posed into a tree T of nearly h(r)-embeddable graphs, called pieces, that are glued together by
taking clique-sums along the edges of T. We then embed each piece into a graph with treewidth
t(h(r),e,n) by a clique-preserving embedding. The clique-preserving property allows us to take
clique-sum of the host graphs of the pieces to obtain an embedding of G. The remaining problem is
that the distortion of the embedding could be arbitrarily large due to long paths in T. Cohen-Addad
et al. [CEFKL20] resolved this issue by “shortcutting” long paths via centroidsﬂ Specifically, they
apply the following steps: (a) find a centroid piece G, of T, (b) recursively construct the embedding
for each subgraph K obtained by removing the centroid piece from T, (c) glue the embedding of G,
and K via clique-sum, and (d) add (the image of) the adhesion J between K and G, to every bag
in the tree decomposition of the host graph of K. Step (d) helps “shortcut” the shortest path, say
Quv, between any two vertices u and v between two different subgraphs K; and K; of T\ G, in the
following way: there is a pair of vertices x € Qy,nJ; and y € Qy,,NJ; such that the distances between
u and x, and between v and y are preserved ezactly. Thus, the final embedding only incurs an
additive distortion +eD for the distance between x and y (in the embedding of G.). However, step
(d) increases the treewidth of the embedding additively by O(h(r)logn), since each adhesion has
size O(h(r)) and the recursion has depth O(logn)—by using the centroids for shortcutting—where
each recursive step adds one adhesion to the embedding a piece in T.

Our idea to remove the logn factor is as follows. We first root the tree T. Then for each
piece G;, we simply add the adhesion Jy between G; and its parent bag Gy to every bag in the
tree decomposition of the host graph H; in the embedding of G;; this increases the treewidth of
Go by only +O(h(r)), and the overall treewidth of the final embedding is also increased only by
+O(h(r)). For the stretch, we show by induction that for every vertex u € G, and v € G}, for any
two pieces G, Gy such that G; is their lowest common ancestor, there is a vertex x € @y, N G; and
Yy € Quy NG, the distances between u and x, and between v and y are preserved ezactly. Thus, the
distortion for dg(u,v) is just +eD. Since we apply this construction to every piece of T, +eD is
also the distortion of the final embedding.

We are now ready to prove |Lemma 17, which we restate below.

Lemma 17. If nearly h-embeddable graphs of n vertices and diameter D can be stochastically em-
bedded into a graph with treewidth t(h,e,n) by a clique-preserving embedding f of expected additive
distortion +eD, then K,.-minor-free graphs with n vertices and diameter D can be stochastically
embedded into a graph with treewidth t(h(r),e,n) + h(r) and expected additive distortion +eD for
some function h depending on r only.

Proof. We apply to obtain a decomposition of G into a tree T of pieces {G1,...,Gy}.
Since every adhesion involved in a clique-sum operation is a clique, G; has a diameter at most
D for every i € [{]. Root T at a piece G,; for some rt € [¢]. For each G, let f; be the clique-
preserving embedding G; into H; with treewidth t(h(r),¢,|V(G;)|) < t(h(r),e,n) and expected
additive distortion +eD. Let 7; be the tree decomposition of H; with width at most ¢(h(r),e,n).

9A centroid of a tree T is a vertex v such that every subtree of 7'\ v has at most |V (T)|/2 vertices
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For each pair of pieces G; and G; where G; is the parent piece of G; in T. Let J;; be the
adhesion involving the clique sum of G; and G;. Let Qéj and Q’ ; be the clique copies of J;; in H;
and H;. We apply the following two steps:

e (Step 1). We add to H; the edge set Qﬁj x V(H;) and set the weight of each edge to be
the distance between the pre-images of its endpoints in Gj recall that f;(V(G;)) = V(H;).
We then add Qﬁj to every bag of the tree decomposition 7; so that it remains a valid tree
decomposition of H; after adding edges.

e (Step 2). We identify Qﬁj and Qg g into a single clique copy ng. This effectively connects H;

and H;. We then replace the vertices of Qéj and Qg ; in 7; and T;, respectively, by the vertices
of ng. We then take a pair of arbitrary two bags B; and B; of 7; and Tj, respectively, that
contain Qz’-j, and add an edge (B;, X;) to connect 7; and 7; into a single tree decomposition.
X; and X exist since f; and f; are clique-preserving.

Let H and T be the host graph and the tree decomposition obtained by applying the above two
steps to every pair of pieces G; and G; where G is the parent piece of G; in T. For each vertex
v e V(H), we add v to f(v), which is initially empty, if © is the image of v in the embedding of
some piece in the decomposition of GG. This completes our construction of the embedding of G.

Observe that 7 is a valid tree decomposition of H since every time we add an edge (@, ) to
E(H) that is not present in any {H;}_, (in Step 1), we guarantee that & and ¥ are in the same
bag. Additionally, the construction in Step 1 only increases the treewidth of H; by at most h(r),
which is the upper bound on the size of J;; (this happens only once per piece). The width of the
resulting tree in Step 2 is bounded by the maximum width of 7; and 7;. Thus, the width of 7 is
t(h(r),e,n) + h(r).

Observe that f is a dominating embedding since {f;}; are dominating. Thus, it is left to show
that the expected distortion of the embedding is +eD. To that end, we show the following claim.

Claim 4. Let G, and Gy be two pieces of T such that G, is a proper ancestor of Gy. Let Jib be
the adhesion in the clique-sum between G, and its child on the path from G4 to Gy. For any two
vertices u € Jib and v € Gy, there exists a copy @ € fo(u) such that for every v € fy(v):

dp(u,?0) =dg(u,v) .

Proof. We prove by induction. The base case is when G, is a parent of G. Then Jib = Jap. Let Q7
and sz be two clique copies of J% in H, and Hy, respectively, that are identified into a single clique
copy @', in the construction of Step 2. Let @ be the copy of u in Q!,. By the construction in Step 1,
there is an edge from @ to every vertex in f(V(Gy)). Thus for every v € fy,(v), dug(@,?) = dg(u,v).

For the inductive case, let G, be the parent piece of Gy. Let Sy, be a shortest path between u
and v in G. Since G. € T[G,, Gp], there must be a vertex z € JNSy,. By the induction hypothesis,
there exists a copy ¥ € f.(x) such that for every v € f,(v), dg(&,0) = dg(z,v). Also by induction,
there exists a copy @ € f,(u) such that dy(@,Z) = dg(u,x). By the triangle inequality, for every
be fy(v):

dp(u,0) <dg(u,z) +dy(Z,0) =dg(u,x) + dg(z,v) = dg(u,v) .

As f is dominating, we conclude that dy(u,?) = dg(u,v). O
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We now show that for every u, v,

ﬁef(%%ff(v) dp(4,0) | <dg(u,v) +€D . (13)
Let G, and G, be the two pieces closest to the root of T, containing u and v respectively. If G, = Gy,
then dg, (u,v) = dg(u,v), and by the assumption that f, has expected additive distortion +eD, we
have that E[maxgey, () sef, (v) da (0, 0)] < dpg(u,v) +eD. By for any copy @ € f(u) (resp.
v € f(v)) coming from a decedent piece of G, (resp. Gp), there is a copy @ € fo(u) (resp. v € fo(v))
such that dg(a,a) = dg(u,u) =0 (resp. dg(v,0) =0). It follows that

E max dg(a,?0)|<E max dg(u, o) +dg(4,0) +dg (0,0
ﬂef(u),ﬁef(v) H( )] [aef(u),f)Ef(U) H( ) H( ) H( )

<E [&efa(%%}e(fa(v) dg(a,0)| < dg(u,v)+eD . (14)
Otherwise (G, # Gy), let G, be the least common ancestor of G, and Gy, in T. Let Sy, be
the shortest path between u and v in G. Then, there must exist two vertices x € J}, N Sy, and
1y € JclbﬁSuv. By there exist 2 € f.(z) and § € f.(y) such that for every two copies u € f,(u)
and v € f(v),
dp(z,0) =dg(z,u) & dp(y,0) =dg(y,v).

By the triangle inequality, linearity of expectation, the fact that f. has expected distortion +eD,
and the fact that x and y lie on a shortest u-v path, it holds that:

E max dg(u,v)| <E max d(u,2) +dyg(z,y) +dy (g,
e (2 0y 21 € )] [aefa<u),aefb<v> 1(%8) +dr(2,9) +du(y )]

<dg(u,xz)+E max  dg(Z,y) [+da(y,v
G( ) |::E€fc(33)77;€f8(y) H( y):| G(y )

=dg(u,x) +dg(z,y) +da(y,v) +eD = dg(u,v)+eD .

For any copy @ € f(u) (resp. © € f(v)) coming from a decedent piece of G, (resp. Gp), by
[Equation (14)] we conclude that [Equation (13)|holds, as desired. O

6.2 An Efficient PTAS for the Bounded-capacity VRP (Proof of [Theorem 2))

In this section, we show that the embedding in can be used to obtain an efficient
PTAS for the bounded-capacity VRP in K,-minor-free graphs as claimed in Our
result significantly improves the previous result by Cohen-Addad et al. [CFKL20] who showed an
approximation scheme with quasi-polynomial time for this problem.

The algorithm for minor-free graphs closely resembles the algorithm for planar graphs in
The following lemma, is similar to

Lemma 20. Let G(V,E,w) be an n-vertex K,-minor-free graph and r be a distinguished vertex
in V. For any given parameter € € (0, %), we can construct in O, (1) -n°M) time an (r,€)-rooted
stochastic embedding of G into graphs H of treewidth O, .((loglogn)?).

34



Proof. Our construction follows exactly the same steps as the construction of the only

difference is that we use instead of (and the standard shortest path algorithm

instead of [HKRS97]). The running time is clearly polynomial.

For the distortion analysis, consider a pair of vertices u,v € V, and let ¢ be the index such that
u € B;, and let f; be the embedding of G; to the low treewidth graph H;. Recall that the vertex u
is successful with probability 1 — 2e. If u is successful and the shortest path P between u and v is
not fully contained in Bj;, then by the case analysis in di(v,u) <dg(v,u)+2-€-da(r,u)
(as that argument used only edges incident to r, which are present in our embedding as well).

Otherwise, P ¢ B;, and hence dg, (u,v) = dg(u,v). Following the calculation in [Equation (4), we
have

Eldu(f(u), f(v))|dg,(u,v) =da(u,v)] < dg(u,v) + 6 -2U; < dg(u,v) +2¢-da(r,u) .
Thus, conditioning on u being successful, we have
Eldg(f(u), f(v)) | u is successful] < dg(v,u) + O(€) - (dg(r,v) + dg(r,u)) ,
and it follows that:

Eldy(f(u), f(v))] < Pr[ov is successtul| - E[dgy (f(u), f(v)) | u is successful ]
+ Pr[v is unsuccessful] - (dg(v,7) + dg(r,u))
<dg(v,u) +O(e) - (dg(r,v) +dg(r,u)) .

We are now ready to prove [[heorem 2| which we restate below for convenience.

Theorem 2 (PTAS for Bounded-Capacity VRP in Minor-free Graphs). There is a randomized
polynomial time approzimation scheme for the bounded-capacity VRP in K,.-minor-free graphs that
runs in O, (1) -n®W) time.

Proof. Following exactly the same steps in the proof of [Theorem 6 in [Section 4.3.2] we plug
ILemma 20| and [Lemma 12| into [Lemma 13| to obtain a (1 + €)-approximate solution. Following

Equation (11)} the running time hence is:

O _e (Qlogl 2
(Qe_l logn) o5 (@loglogn)®

n+ Oer(1) P = Oe,r(1) O
O

7 Ramsey Type and Clan Embeddings of Minor-free Graphs and
their Applications

7.1 Ramsey Type and Clan Embeddings (Proofs of and

In this section, we prove [Theorem 7] and [Theorem 8 A key idea in the construction of the au-
thors [FL21] is that one can construct a clan/Ramsey type embedding from a deterministic one-to-
one embedding of h-multi-vortex-genus graphs with an O(logn) loss in the treewidth.
below is a reinterpretation of Lemma 15 and Lemma 16 for Ramsey type embedding and Lemma
18 and Lemma 19 for clan embedding in [FL21].
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Lemma 21 (Lemmas 15,16, 18 and 19 [FL21], adapted). Suppose that every n-vertex h-multi-
vortex-genus graph of diameter D can be deterministically embedded into a graph with treewidth
t(h,e,n) and additive distortion +eD via a clique-preserving embedding. Then for every parameter
0 €(0,1), and every n-vertex K,-free graph G = (V, E,w) of diameter D, there exist an (eD,0d)-
Ramsey type embedding and an (eD,§)-clan embedding, both with treewidth t(O,(1), O(log(n)) n)+

O,(logn).

To obtain their treewidth bound Or(%), the authors[FL21] used the embedding of h-multi-

vortex-genus graphs with treewidth OT(@) by Cohen-Addad et al. [CEKL20].
We show below that [Lemma 21| and |[Lemma 14| provide a reduction from h-vortex planar graphs
to K,-minor-free graphs.

Lemma 22. Suppose that every h-vortex planar graph of n vertices and diameter D can be deter-
ministically embedded into a graph with treewidth t(h,e,n) and additive distortion +eD via a clique-
preserving embedding. Then for every parameter § € (0,1) and every K,-free graph G = (V,E,w)
of n vertices and diameter D, there exist an (eD,d)-Ramsey type embedding and an (eD,0d)-clan
embedding, both with treewidth O, (t(O1(r), Or(%),n) +log(n)).

Proof. By any h-multi-vortex-genus graph G of n vertices and diameter D can be
deterministically embedded into a graph with treewidth #(h,e,n) = O (t(On(1),0n(€),n)) via a
clique-preserving embedding. This embedding and give a (eD,d)-Ramsey type embed-
ding and a (€D, §)-clan embedding with treewidth:

10, (1), O(—5)m) + Or(logn) =0r(t(0r(1)70r(i)7n) + O, (log(n)))

( )
= O0r(t(O1(r), Oy ( ) n) +log(n)) ,

as claimed. O

We are now ready to prove [['heorem 7] and [Theorem &

Proof of|[Theorem 7 and|[Theorem 8 By [Lemma 16| any h-vortex planar graph of n vertices and
diameter D has a clique-preserving embedding with additive distortion +eD and treewidth:

h(log log n)?

t(h,e;n) = O( )-

It follows from that K,-free graphs of n vertices and diameter D has an (eD, ¢)-Ramsey
type embedding and an (eD, d)-clan embedding, both with treewidth:

(loglogn)? ~ log n(loglogn)?
OHO(r). 0125 ) +log(n) - (or(m)nogm))—or( prsn)).

as desired. ]
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7.2 Applications to Metric Baker’s Problems (Proof of [Theorem 9)

Given a clan embedding, one could obtain a bicriteria approximation scheme for the p-dominating
set problem by dynamic programming on the host graph. Similarly, given a Ramsey type embed-
ding, one could obtain a bicriteria approximation scheme for the p-independent set problem, also by
dynamic programming. provides efficient dynamic programs for both problems in graphs
with low treewidth. The following lemmas specify the running time of the resulting algorithms.

Lemma 23 (Theorems 7 and 8 [FL21], adapted). Suppose that for every parameters €,0 € (0,1),
and every K,.-free graph G = (V, E,w) of diameter D and n vertices, there are (eD,d)-clan and
(eD,6)-Ramsey type embeddings, both with treewidth tw(e,d). Then given an n-vertex K,-minor-
free graph G(V, E,w), two parameters € € (0,1) and p >0, and a vertex weight function p:V - R*,
one can find in 2O(tW(@(E)’®(E))'logw) -poly(n) time:

(1) a (1 -€)p-independent set I such that for every p-independent set I, u(I) > (1—-€)u(I), and
(2) a (1 +€)p-dominating set S such that for every p-dominating set S, 1(S) < (1 +€)u(S).

We are now ready to prove [['’heorem 9

Proof of|[Theorem 9. By [Iheorem 7| and [Theorem 8, K,-minor-free graphs of diameter D and n
vertices have (eD,d)-clan and (eD,d)-Ramsey type embeddings, both with treewidth tw(e,d) =
OT(M)' Thus, by [Lemma 23, we obtain a bicriteria approximation scheme for p-
independent set and p-dominating set problems in time:

2 . . 2
2O(tw(®(e),®(e))-log tw(@(ee),(a(e)) ) O(OT( 10gn(lo:rélogn) log( log n(loe%glogn) )

-poly(n) =2
= pOr(e7*(loglog(n))?) ’

as claimed. n

8 Treewidth Lower Bounds

In this section, we prove a lower bound on the treewidth of the embedding planar
graphs with additive distortion. For a given graph J = (Vy, E), we denoted by Ji a
k-subdivision of J. That is, Ji is obtained from J by replacing each edge with a path
of length k. See the illustration on the right for a 4-subdivision. Our lower bound uses
the following lemma by Carrol and Goel [CG04]. {

Lemma 24 (Lemma 1 [CG04]). Let H be a (possibly weighted) graph that excludes J
as a minor. Every dominating embedding from Ji to H has a multiplicative distortion
at least %.

Theorem 4 (Embedding Planar Graphs Lower Bound). For any € € (0,3) and any n = Q(1/€%),
there exists an unweighted n-vertex planar graph G(V,E) of diameter D < (1/e +2) such that for
any deterministic dominating embedding f : V(G) - H into a graph H with additive distortion
+eD, the treewidth of H is Q(1]/e).

Proof. W .l.o.g, we assume that e is sufficiently smaller than 1 since otherwise, the theorem trivially

holds. Set n' = ﬁ +1. Let Q be an n’ x n’-grid. The diameter of Q) is 2- ﬁ = ﬁ Let Qf be a k-

subdivision of @ for k = 21. Observe that the diameter of Qy, is 21- ﬁ = % Furthermore, |V (Qy)| =
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O(1/€?). Finally, we add n —|V(Qy)| dummy vertices and connect all of them to some vertex of
Q. in a star-like way. Let G be the resulting graph; G is planar by construction. Furthermore, the
diameter of G is D =1/e + 1.

Suppose that there is a deterministic, dominating embedding f of G with an additive distortion
at most €D into a treewidth o(1/e) graph H. Observe that eD = e(% +2)=1+2e<2 when e<1/2.
It follows that f has multiplicative distortion at most 2. As H has treewidth o(1/e) (see e.g.

[RST94]), it excludes @ as a minor. Thus by any embedding of @ into H, including
fo,, must have a multiplicative distortion at least %3 =3, a contradiction. Thus, the treewidth of

H must be Q(1/e) as claimed. O
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