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Abstract. We prove that a Gibbs point process interacting via a finite-
range, repulsive potential φ exhibits a strong spatial mixing property
for activities λ < e/∆φ, where ∆φ is the potential-weighted connective
constant of φ, defined recently in [MP21]. Using this we derive several
analytic and algorithmic consequences when λ satisfies this bound:

(1) We prove new identities for the infinite volume pressure and surface
pressure of such a process (and in the case of the surface pressure
establish its existence).

(2) We prove that local block dynamics for sampling from the model on
a box of volume N in Rd mixes in time O(N logN), giving efficient
randomized algorithms to approximate the partition function and
approximately sample from these models.

(3) We use the above identities and algorithms to give efficient ap-
proximation algorithms for the pressure and surface pressure.
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1. Introduction

A Gibbs point process (or a classical gas) is a model of a gas or a fluid with
particles interacting in the continuum via a pair (or multibody) potential
(see Ruelle’s classic reference on the topic for background [Rue99]). To un-
derstand the equation of state of a gas modeled by a Gibbs point process, one
needs to compute the infinite volume pressure and density and understand
their relationship. Finite-volume effects can be understood by computing
the surface pressure of the model. The classic rigorous approach to this
problem is to use convergent series expansions, like the Mayer and virial
series [MM41, Pen63, Rue63, LP64], while sampling methods like Markov
chain Monte Carlo and molecular dynamics are used experimentally to un-
derstand these models [MRR+53, AW57, BK11]. There are theoretical and
practical limitations to all of these methods, related to both analytic and
computational obstacles. For instance, expansion methods are limited to the
domain of convergence of the relevant series, and the Markov chain Monte
Carlo approach is guaranteed to be efficient only in parameter regimes in
which there is rapid convergence to the equilibrium distribution.

Gibbs point processes are also used to model a wide variety of phenom-
ena in other fields, from the growth of trees in a forest, to the locations of
galaxies in the universe, to the spatial and temporal occurrences of earth-
quakes. See [MW07, DVJ07] for an introduction from this perspective. To
do modeling work with a spatial point process one would like to sample from
the process or compute its associated statistics. Whether these tasks can be
accomplished efficiently also depends on the model and parameters. There
are a wide variety of approaches to sampling from point processes including
approximate sampling algorithms based on Markov chains [Pre75, Møl89]
and perfect sampling algorithms based on the technique of coupling from
the past [PW96, HVLM99, Gar00, Møl01, Hub16].

We use recently developed recursive identities for the density of a Gibbs
point process to establish that Gibbs point processes interacting via repul-
sive pair potentials exhibit strong spatial mixing in a wider range of pa-
rameters than previously known. This allows us to prove new identities
for the pressure and surface pressure of the models and to provide new
algorithms for the above problems with rigorous guarantees of efficiency.
Our approach is inspired by techniques from computer science, including
Weitz’s approach to approximate counting [Wei06], the refinement of this
method based on connective constants [SSŠY17], and connections between
computational and probabilistic properties of discrete statistical mechanics
models [DSVW04, GK09].

We begin by defining the point processes we study.

A Poisson process of intensity or activity λ is the benchmark spatial
point process with non-interacting points: the number of points appearing
in a region B has a Poisson distribution with mean λ|B| where we write |B|
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for the Lebesgue measure of a set, and the numbers of points appearing in
disjoint regions are independent.

A Gibbs point process interacting via a repulsive pair potential is defined
by a density with respect to a Poisson process. For a pairwise interacting
Gibbs point process this density is given by e−H(·) where

H(x1, . . . , xk) =
∑

1≤i<j≤k
φ(xi − xj) ,

where φ : Rd → (−∞,+∞] defines the (translation invariant) pair potential
which satisfies φ(x) = φ(−x). The potential is repulsive if φ(x) ≥ 0 for all x.
The potential is of finite range if there exists r ≥ 0 so that φ(x) = 0 when
‖x‖ > r, where ‖ · ‖ is the Euclidean norm on Rd. Our results will apply to
finite-range, repulsive pair potentials. Examples of point processes defined
by finite-range repulsive pair potentials include the Strauss process [Str75,
KR76], a model of anti-clustering that penalizes pairs of nearby points, and
the hard sphere model [AW57, Löw00], a long-studied model of a gas in
statistical physics. See Section 1.4 below for more on these examples.

Now fix a pair potential φ. For a bounded, measurable region Λ ⊂ Rd
and activity λ ≥ 0, the partition function of the Gibbs point process is

(1) ZΛ(λ) = 1 +
∑
k≥1

λk

k!

∫
Λk
e−H(x1,...,xk) dx1 · · · dxk .

The probability measure µΛ,λ on finite point sets in Λ is defined by

(2) µΛ,λ(A) =
1

ZΛ(λ)

∑
k≥0

λk

k!

∫
Λk

1{x1,...,xk}∈Ae
−H(x1,...,xk) dx1 · · · dxk ,

where A ⊆
⋃
k≥0 Λk. By taking appropriate limits, one can obtain the infi-

nite volume pressure and surface pressure of the model. Let Λn = [−n, n]d

be the axis parallel box of side length 2n centered at the origin in Rd, and
let |Λn| = (2n)d denote its volume. The infinite volume pressure (or simply,
the pressure) is

(3) p(λ) = lim
n→∞

1

|Λn|
logZΛn(λ) .

Under very general conditions this limit exists (see e.g. [Rue99]), and the
non-analytic points of p(λ) on the positive real axis mark phase transitions
of the model [YL52]. Additionally, we may replace the sequence of boxes
Λn with other growing shapes such as balls and obtain the same limit.

The surface pressure along a box is defined by

(4) spΛ(λ) = lim
n→∞

1

SA(Λn)
(logZΛn(λ)− |Λn|p(λ)) ,

where SA(Λn) = d2dnd−1 is the surface area of Λn. The surface pressure is a
measure of the first-order correction to the pressure in finite volume. Unlike
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the pressure, it is not immediately clear that the limit in (4) exists; further,
for some potentials this limit may depend on the shape of the finite-volume
regions considered, e.g. the limit may be different if the box Λn is replaced
with a ball. As such, when referring to surface pressure, we use a subscript
to denote the shape along which the limit is taken, with Λ representing a
box and B representing a ball.

Because of the presence of the partition function in defining the probabil-
ity measure, a Gibbs point process is not analytically tractable in general,
hence the need for alternative computational methods such as Markov chain
Monte Carlo or series expansion methods.

There are two central and related computational problems associated to
these processes. The approximate sampling problem asks for a randomized
algorithm to output a point set in Λ with distribution within ε total variation
distance of µΛ,λ. The approximate counting problem asks for an algorithm to
output an ε-relative approximation to ZΛ(λ) (we give more formal definitions
in Section 1.3). We say such algorithms are efficient if they run in time
polynomial in the volume of Λ and in 1/ε.

In general, we may hope that when the interaction strength is weak
enough or the activity λ is small enough, efficient computational methods
exist, just as it is known that no phase transition occurs with weak enough
interaction and small enough activity. One measurement of the strength of
the potential φ is its temperedness constant

Cφ =

∫
Rd
|1− e−φ(w)| dw .

For the hard sphere model, Cφ is simply the volume of the ball of radius r.
In [MP20] it was shown using computational recursions inspired by [Wei06]
that there is no phase transition for λ < e/Cφ for any repulsive potential φ.
Then in [MP21], a potential-weighted connective constant ∆φ was defined
that captures the interplay between the strength of the potential and the
geometry of the underlying space. We now recall the definition of ∆φ. Let
(5)

Vk =

∫
(Rd)k

k∏
j=1

(
exp

(
−
j−2∑
i=0

1‖vj−vi‖<‖vi−vi+1‖φ(vj − vi)

)
·
(

1− e−φ(vj−vj−1)
))

dv

where we write dv = dv1 dv2 . . . dk, interpret v0 = 0 and in the case of j = 1
interpret the empty sum as equal to 0. The sequence Vk is submultiplicative,
and so we may define the potential-weighted connective constant ∆φ via

(6) ∆φ := lim
k→∞

V
1/k
k = inf

k≥1
V

1/k
k .

Immediately from the definition we have that ∆φ ≤ Cφ, and the inequality

is strict for any non-trivial potential on Rd. For instance, for hard spheres
in dimension 2, ∆φ ≤ .841 ·Cφ. In [MP21], uniqueness of the infinite volume
Gibbs measure and analyticity of the pressure was proved for λ < e/∆φ by
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understanding the interplay between the computational recursions of [MP20]
and the geometry of the underlying space captured by ∆φ.

Here we prove that a strong correlation decay property (strong spatial
mixing, Definition 1 below) holds for finite-range potentials under the con-
dition λ < e/∆φ, and we use this to prove both algorithmic and probabilistic
results. For this range of parameters (which goes well beyond the regime of
cluster expansion convergence) we:

(1) Prove new identities for the pressure and surface pressure (Theo-
rems 3 and 4). In particular, this establishes the existence of the
limit defining the surface pressure in (4) for a wider range of param-
eters than previously known.

(2) Establish a bound on the finite-volume correction to the pressure in
a box with periodic boundary conditions that is exponentially small
in the sidelength (Theorem 5).

(3) Provide efficient randomized approximate counting and sampling al-
gorithms for the finite-volume Gibbs measure and partition function
respectively (Theorem 6 and Corollary 7).

(4) Use these above identities and the algorithmic results to provide effi-
cient approximation algorithms for the pressure and surface pressure
(Theorem 8).

To state our results precisely we first provide a very general definition
of strong spatial mixing for repulsive Gibbs point processes. While spatial
mixing properties typically are defined in terms of the effect of different
boundary conditions on a probability measure, we generalize this by con-
sidering the effect of modifying the activity of a point process at different
locations, which leads to the study of point processes with non-uniform ac-
tivity functions.

1.1. Strong spatial mixing. The notion of strong spatial mixing from the
study of lattice and other discrete spin systems (e.g. [DS85, SZ92a, SZ92b,
Mar99, MO94, DSVW04, SSŠY17]) captures in a robust way the degree to
which boundary conditions can affect the distribution of a Gibbs measure.
For short-range spin models on Zd, the importance of strong spatial mixing
is that it is equivalent to the fast mixing of Glauber dynamics (e.g., [SZ92a]).
In computer science, this connection between strong spatial mixing and
algorithms plays an important role since it is the criteria for the success of a
family of approximate counting and sampling algorithms using the ‘method
of correlation decay’ due to Weitz [Wei06].

Here we define a notion of strong spatial mixing for Gibbs point processes
interacting via repulsive potentials. The definition is very general and makes
use of an inhomogeneous generalization of the reference Poisson process, in
which the activity λ is replaced by an activity function λ. Our proofs will
also make essential use of this generalization.
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For an integrable function λ : Rd → R≥0 with bounded support and a pair
potential φ, the partition function of the Gibbs point process with potential
φ and activity function λ is

(7) Z(λ) = 1 +
∑
k≥1

1

k!

∫
(Rd)k

λ(x1) · · ·λ(xk)e
−H(x1,...,xk) dx1 · · · dxk .

The corresponding Gibbs measure µλ is defined by
(8)

µλ(A) =
∑
k≥0

1

k!

∫
(Rd)k

1{x1,...,xk}∈A
λ(x1) · · ·λ(xk)

Z(λ)
e−H(x1,...,xk) dx1 · · · dxk .

The model defined above in (2) can be recovered by taking λ = λ on Λ and
0 elsewhere.

The connection to boundary conditions is as follows. Suppose we consider
the Gibbs point process on Λ with activity λ but fix points at y1, . . . , yt ∈ Λ.
The distribution of the other points is now affected by the presence of these
points via the pair potential φ. The effect can be accounted for by changing
the activity of each point in Λ as follows:

λ(x) = λe−
∑t
j=1 φ(x−yj) ,

and so this new activity function λ implements the boundary conditions
imposed by the points y1, . . . , yt. On the other hand, there are many activity
functions λ that cannot be implemented by boundary conditions, and so it
is a genuine generalization. It will be important in our proofs that for a
repulsive potential modifying any activity function in this way can only
decrease it pointwise.

Strong spatial mixing measures how close the distributions of µλ and µλ′
are, projected to a set Λ, when λ and λ′ differ only on a set A far from Λ.
To make this precise we need several definitions.

For two probability measures µ, µ′ on the same sample space equipped
with the same σ-algebra the total variation distance between the two mea-
sures is

‖µ− µ′‖TV = sup
A
|µ(A)− µ′(A)| ,

where the supremum is over all events A. For an activity function λ and
region Λ ⊂ Rd, let µΛ

λ denote the law of the point process µλ projected to

Λ; one may think of the projected measure µΛ
λ as being given by samples µλ

and then looking only at the point set within Λ. Then for activity functions
λ,λ′ we define

‖µλ − µλ′‖Λ = ‖µΛ
λ − µΛ

λ′‖TV .

We now formally define the notion of projecting the law of a point process
µλ to a region Λ ⊂ Rd. Let Nf denote the finite point sets in Rd and N(Λ)
be the σ-field generated by finite point sets in Λ. For a set A ∈ N(Λ) we
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can define the probability of A under the measure µλ projected to Λ by
defining AΛ = {η ∈ Nf : η ∩ Λ ∈ A}; that is, AΛ is the set of all finite

counting measures on Rd whose restriction to Λ is in A. We then define
µΛ
λ(A) = µλ(AΛ). We thus obtain the identity

(9) ‖µλ − µλ′‖Λ = sup
A∈N(Λ)

|µλ(AΛ)− µλ′(AΛ)| .

We denote the support of a function f by supp(f) = {x ∈ Rd : f(x) 6= 0}.
For a measurable set S ⊂ Rd we let |S| denote its Lebesgue measure. For
two sets A and B in Rd set dist(A,B) = infx∈A,y∈B ‖x − y‖; for the case
of A = {v} we will also write dist(v,B) = dist({v}, B). We can now define
strong spatial mixing.

Definition 1. The family of point processes on Rd defined by a repulsive
pair potential φ exhibits strong spatial mixing with activities bounded
by λ > 0 if there exist constants α, β > 0 so that the following holds: for any
bounded, measurable region Λ ⊂ Rd and any two activity functions λ,λ′

bounded by λ:

(10) ‖µλ − µλ′‖Λ ≤ α|Λ|e−β·dist(Λ,supp(λ−λ′)) .

Our first main result is that strong spatial mixing holds for finite-range
repulsive potentials for activities less than e/∆φ.

Theorem 2. Let φ be a finite-range, repulsive potential and let ∆φ be the
potential-weighted connective constant defined in (6). Then for any λ ∈
[0, e/∆φ), the family of point processes defined by φ exhibits strong spatial
mixing with activities bounded by λ.

Strong spatial mixing for a finite-range potential follows from a convergent
cluster expansion (e.g. [Uel04]); this is known to hold (in the repulsive case)
for activities bounded by 1/(eCφ) [Gro62] with some recent improvements
for specific potentials [FPS07, Jan19, NF20]. It is also known that the
cluster expansion cannot converge for activities larger than 1/Cφ, and so
Theorem 2 improves the known bound by a factor at least e2 and the known
limit of the cluster expansion approach by a factor e. In the specific case
of the hard sphere model, Theorem 2 improves the bound for strong spatial
mixing from [HPP22] by a factor at least e/2.

The method of disagreement percolation [vdB93, vdBS94] can be used
in the discrete setting (Ising and hard-core models) to prove uniqueness of
Gibbs measure and strong spatial mixing. Recently disagreement perco-
lation has been applied to Gibbs point processes to prove uniqueness re-
sults [HTH19, BHTLV20, LO21, BL21], and it is quite possible that this
method can also prove strong spatial mixing in this setting. In high di-
mensions (for, say, the hard sphere potential) the bound for strong spatial
mixing obtained in this manner will necessarily be worse than the bound
of Theorem 2 by a factor tending to e as d → ∞; however in dimension 2,
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high-confidence simulations suggest that an improvement may be possible
with this method (see the discussion in [BL21, Section 5]).

1.2. Results for the pressure and surface pressure. We now give new
identities for thermodynamic quantities such as the pressure and the surface
pressure under the assumption of strong spatial mixing, inspired by the
sequential cavity method of Gamarnik and Katz [GK09].

These identities will be in terms of one-point densities of point processes.
The one-point density ρλ(·) is the density, with respect to Lebesgue measure,
of the measure computing the expected number of points of the point process
µλ in a given set. It can be written in terms of an expectation. For a point
v ∈ Rd and an instance of the point process X, define the added energy
Hv(X) to be the random variable Hv(X) := H(v,X) − H(X). Then the
one-point density of µλ at v is

(11) ρλ(v) = λ(v)Eµλe
−Hv(X)

where the expectation is over the Gibbs point process with activity function
λ.

We will also want to define one-point densities for activity functions λ
that do not have bounded support; for instance, for the constant function
λ ≡ λ. In general this density may not be well defined, since there may be
multiple infinite volume Gibbs measures on Rd with activity λ. However,
under the assumption of strong spatial mixing the density is well defined
and we can express it as a limit:

(12) ρλ(v) = lim
n→∞

ρλn(v)

where λn(y) = 1y∈Bn · λ(y) and Bn is the ball of radius n centered at the
origin. Since φ is of finite range, the added energy is local, and so the limit of
expectations defining ρλ(v) exists by the definition of strong spatial mixing.

Now recall the definitions of the pressure and surface pressure from (3)
and (4). For a unit vector ~u ∈ Sd−1 and λ > 0, define λ~u by

λ~u(x) = λ1{〈~u, x〉 ≥ 0} .

The function λ~u does not have bounded support, so define ρλ~u via (12).
Our next main result is that the infinite volume pressure is given by the
evaluation of a single one-point density.

Theorem 3. Let λ > 0 so that we have strong spatial mixing for all λ ≤ λ.
Then for any ~u ∈ Sd−1 we have

(13) p(λ) = ρλ~u(0) .

We next show that under the assumption of strong spatial mixing, the
limit defining the surface pressure in (4) exists, and we prove a useful identity
for it.
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Theorem 4. Let λ > 0 so that we have strong spatial mixing for all λ ≤ λ.
Then

(14) spΛ(λ) =
1

d

d∑
j=1

∫ ∞
0

∫ 1

0

ρtλ~ej (s~ej)− ρtλ(0)

t
dt ds .

Here and throughout we write {~ej}nj=1 for the standard basis of Rn. By
applying a rotation, we note that Theorem 4 holds for any choice of or-
thonormal basis. Note also that by (11) the integrand of (14) is uniformly
bounded by λ; under the assumption of strong spatial mixing, the integrand
decays exponentially in s uniformly in t, and so this integral converges. In
Section 5 we derive further identities for the surface pressure and compute
the limiting surface pressure when taking limits along other shapes, such
as spheres and dilations of convex polytopes. In particular, Theorem 4 is a
special case of Proposition 26, which computes the surface pressure along a
convex polytope. In the case when φ is spherically symmetric, these limits
are the same and independent of the polytope.

Finite-volume corrections to the pressure were studied by Fisher and
Lebowitz [FL70] who showed that taking the limit in (3) along a sequence
of boxes with periodic boundary conditions (a sequence of torii) yields the
same limiting pressure. Fisher and Caginalp [FC77] proved the existence of
the surface pressure for ferromagnetic lattice systems. The questions of sur-
face pressure and finite-volume corrections have subsequently been studied
in great detail in lattice systems, usually using either specific properties of a
model like the dimer or Ising models, or using a convergent cluster expansion
(e.g., [Fis61, Fer67, FF67, CF79, BLP80, FP87, BK90, BKMS91]).

For classical gasses in the continuum, much less is known. Existence of
the surface pressure and an infinite series for its value follows from a conver-
gent cluster expansion (e.g. [Uel04]). Pulvirenti and Tsagkarogiannis [PT15]
prove an upper bound proportional to surface area on finite-volume correc-
tions to the pressure in the canonical ensemble using the respective cluster
expansion. To the best of our knowledge, Theorem 4 is the first to establish
the existence of the surface pressure for classical gasses beyond the regime
of cluster expansion convergence.

Crucially, the identities in Theorems 3 and 4 are given in terms of one-
point densities which can be estimated via random sampling. This allows us
to obtain randomized algorithms to approximate the pressure and surface
pressure in Theorem 8 below.

Finally, we see that strong spatial mixing implies that on the d-
dimensional (flat) torus the finite volume pressure converges to the infinite
volume pressure exponentially quickly. We note that this also recovers the
fact that the infinite volume pressure on the torus is equal to that of eu-
clidean space, which was proven in [FL70] without the assumption of strong
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spatial mixing. Let Tdn := Rd/(nZ)d denote the d-dimensional torus of side-
length n.

Theorem 5. Let λ > 0 so that strong spatial mixing holds for all λ ≤ λ.
Then

logZTdn(λ) = ndp(λ) +O(e−Ω(n)) .

1.3. Algorithmic results. Let Λn be the centered, axis-parallel box
[−n, n]d ⊂ Rd. Fix a pair potential φ and an activity function λ supported
on Λn. Let ZΛn(λ) and µΛn,λ denote the corresponding partition function
and Gibbs point process. The block dynamics for µΛn,λ with update radius
L > 0 is a Markov chain on the space of finite point sets in Λn with the fol-
lowing update rule. Given a configuration Xt ⊂ Λn, form the configuration
Xt+1 by:

(1) Picking an update location y ∈ Λn uniformly at random.
(2) Resampling the points in the ball BL(y) according to µΛn,λ with

boundary conditions given by Xt \BL(y).

We say the block dynamics are local if the update radius L is bounded
independent of n.

To be precise about the resampling step, let HXt
L,y be the function on finite

point sets in BL(y) defined by

HXt
L,y(x1, . . . , xk) =

∑
1≤i<j≤k

φ(xi − xj) +
k∑
i=1

∑
x∈Xt\BL(y)

φ(xi − x) .

Then resampling according to µΛn,λ with boundary conditions given by Xt \
BL(y) means sampling a point process Y on BL(y) with density e−H

Xt
L,y

against the Poisson process of intensity λ on BL(y) and setting Xt+1 =
(Xt \BL(y)) ∪ Y .

The block dynamics are reversible with respect to the stationary distri-
bution µΛn,λ. For j = 0, 1, . . . let µj denote the distribution of the config-
uration Xj under the block dynamics. Then for any initial distribution µ0,
limj→∞ ‖µj − µΛn,λ‖TV = 0 since the block dynamics are irreducible and
aperiodic. To measure the rate of convergence we use the mixing time:

τmix(ε) = sup
µ0

min{j ≥ 0 : ‖µj − µΛn,λ‖TV < ε} ,

where the supremum is over probability distributions on finite point sets in
Λn.

By showing that strong spatial mixing implies fast mixing of block dy-
namics (Theorem 32 below, adapted from [DSVW04, HPP22]), we deduce
the following theorem.

Theorem 6. For every finite-range, repulsive potential φ and every λ <
e/∆φ, there exists L0 > 0 so that the block dynamics with update radius L ≥
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L0 for the Gibbs point process with pair potential φ and activity function λ
bounded by λ and supported on Λn has mixing time τmix(ε) = O(N log(N/ε))
where N = |Λn| = (2n)d.

The lower bound L0 on the update radius depends on φ and λ and is
independent of n. To the best of our knowledge this is the best bound
on the range of parameters for fast mixing of a local Markov chain for
any repulsive point process. In the case of the Strauss process [Hub12]
and hard sphere model [HPP22] this improves the known bounds on λ for
efficient approximate sampling by a factor at least e/2 (though the algorithm
in [Hub12] is a perfect sampler). The restriction to boxes Λn is not essential
and other regions can be obtained simply by changing λ; some regularity
in the shape of the region is necessary to obtain mixing time bounds as a
function of volume (see the discussion in [HPP22]).

Theorem 6 gives an efficient sampling algorithm for µΛn,λ under the as-
sumption that we can implement a single step of the block dynamics ef-
ficiently. In the case of the constant activity function λ (and in a model
of real-valued computation such as that of [BSS89], which is necessary to
obtain total variation bounds for point processes), this can be done via
acceptance–rejection sampling: sample a Poisson process Y of intensity λ

on BL(y) and accept with probability e−H
Xt
L,y(Y ); if Y is rejected, resample

and repeat. Recall that to perfectly sample a inhomogeneous Poisson pro-
cess of intensity λ bounded by λ0, we may sample a homogeneous Poisson
process Y of intensity λ0 and delete each point y ∈ Y independently with
probability 1 − λ(y)/λ0. Thus the update step in the general case can be
performed efficiently assuming constant-time query access to λ(y).

We next turn to the approximate counting problem. An ε-relative ap-
proximation to Z is a number Ẑ so that e−εẐ ≤ Z ≤ eεẐ. In the setting
of discrete spin models, a fully polynomial-time randomized approximation
scheme (FPRAS) is an algorithm that given a graph G on N vertices and
an error parameter ε > 0 outputs an ε-relative approximation to ZG with
probability at least 3/4 and runs in time polynomial in N and 1/ε. In our
setting the volume |Λn| will replace the number of vertices of a graph as the
measure of the size of an instance.

Based on the sampling algorithm of Theorem 6, we give an efficient ap-
proximation algorithm for the partition function when activities are bounded
by λ < e/∆φ (assuming efficient implementation of a single step of the block
dynamics).

Corollary 7. For every finite-range, repulsive potential φ and every activity
function λ on Λn bounded by λ < e/∆φ, there is a randomized algorithm that
with probability at least 3/4 returns an ε-relative approximation to ZΛn(λ).
The algorithm runs in time O(N3ε−2 log(N/ε)) where N = |Λn|, assuming
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unit cost for a single radius-L block dynamics update, for L > 0 independent
of n.

For the special case of the hard sphere model, Friedrich, Göbel, Krejca,
and Pappik [FGKP21] recently gave an FPRAS for the partition function
ZΛn(λ) when λ < e/Cφ, a more restrictive range of λ than that of Theo-
rem 7. Their algorithm is based on discretizing Λn and using a randomized
algorithm to sample from a hard-core model. The running time of their algo-

rithm is NO(1/δ2) where δ = e/Cφ−λ, while the algorithm of Corollary 7 runs

in time Õ(N3), where the implied constant is a function of δ′ = e/∆φ − λ.

We can combine our algorithmic results with the results of Section 1.2
to obtain approximation algorithms for the pressure and surface pressure.
An ε-additive approximation to a real number p is a real number p̂ so that
|p− p̂| ≤ ε.

Theorem 8. For every finite-range, repulsive potential φ and every λ <
e/∆φ, there is a randomized algorithm that with probability at least 3/4
returns an ε-additive approximation to p(λ). The algorithm runs in time

O(ε−2 logd+1(1/ε)) assuming unit cost for a single radius-L block dynamics
update for fixed L > 0.

Additionally, there is a randomized algorithm that with probability at least
3/4 returns an ε-additive approximation to the surface pressure along a box

that runs in time O(ε−2 logd+3(1/ε)).

Note that the 1/4 failure probability can be made smaller than any δ > 0
by repeating the algorithm O(log(1/δ)) times and taking a median.

1.4. Examples. Two important examples of point processes interacting via
finite-range, repulsive pair potentials are the hard-sphere model and the
Strauss process.

Example 1. The hard sphere model is defined by setting φ(x) = +∞ if
‖x‖ < r and 0 otherwise, for some interaction radius r > 0. This potential
forbids configurations of points in which any pair of points is within distance
r, or in other words, valid configurations are sets of centers of packings of
spheres of radius r/2. The hard sphere model is a long-studied toy model of
a gas, and in dimension three is expected to exhibit a crystallization phase
transition in the infinite volume limit. Recent results on sampling from
the hard sphere model with rigorous running-time bounds include [HM14,
HPP22, HVRX13, GJ21, KMM03, Wel18].

Example 2. The Strauss process [Str75] is defined by taking φ(x) = A if
‖x‖ < r and 0 otherwise, for some r,A > 0. Strauss proposed this as a model
of clustering but Kelly and Ripley [KR76] soon pointed out that the model
is only well defined in the repulsive case. The process is a soft-interacting
variant of the hard sphere model: overlapping spheres are not forbidden but
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they are penalized. It is used to model phenomenon such as the location
of trees in a forest that exhibit anti-clustering behavior. Previous rigorous
results on sampling from the Strauss process include [Hub12].

1.5. Methods. One ingredient we use to prove strong spatial mixing is the
recursion from [MP20] given in Lemma 9 below; this recursion may be viewed
as a continuous analogue of Weitz’s recursion for occupation probabilities
in the hard-core model [Wei06]. This allows us to write a density ρλ(v)
in terms of other densities ρλ′ for some explicit activity vectors λ′. This
gives a heuristic way of computing a density ρλ(v): apply the recursion to
write ρλ in terms of other densities and continue applying the recursion
to those densities and so on. Similar to [Wei06], this recursion implicitly
defines a tree-like computational object (explored at length in [MP21]). The
potential-weighted connective constant provides a measure of the strength of
a repulsive pair potential as it interacts with the geometry of the underlying
space (Rd here, with other examples considered in [MP21]). This notion was
inspired by the connective constant used in [SSY13, SSŠY17] to give efficient
counting and sampling algorithms for the hard-core model. In the special
case of the hard sphere model, the potential-weighted connective constant
is a continuum analogue of the discrete connective constant.

To show strong spatial mixing, we show that in the regime of λ < e/∆φ we
can truncate this computational tree at moderate depth and obtain a close
approximation to the density ρλ(v). In practice, this amounts to showing
that if we have an activity function λ bounded by λ < e/∆φ, then a k-fold
iteration of the recursion is in fact a contraction (see Proposition 10) for
k large enough in terms of λ. Writing the measure of an event in terms
of densities (Lemma 12) and applying Proposition 10 gives strong spatial
mixing.

The inspiration for writing identities for the pressure and surface pres-
sure involving densities comes from the work of Gamarnik and Katz who
studied the pressure and surface pressure of discrete models (the hard-core
and monomer-dimer models) using the ‘sequential cavity method’ [GK09], a
deterministic algorithm for approximating these quantities on Zd exploiting
strong spatial mixing.

1.6. Open questions. The algorithm we obtain via Theorem 6 is an ap-
proximate sampling algorithm based on a Markov chain: we run the chain
for a prescribed number of steps (depending on the desired accuracy) and
the final configuration has distribution guaranteed to be ε-close to the target
distribution in total variation distance. On the other hand, one can ask for
a sample distributed exactly according to the target distribution. Perfect
sampling algorithms (e.g. [Hub16, GJ21, Ken98, KM00]) accomplish this,
and we say they are efficient if their expected running time is polynomial
in the input size (in this case, polynomial in the volume of the box from
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which we are sampling). Perfect sampling algorithms are appealing in prac-
tice since no proof of efficiency is needed for a guarantee on their output
distribution. For discrete spin systems on graphs of subexponential growth,
strong spatial mixing implies the existence of an efficient perfect sampling
algorithm [FGY22]. We ask if such an implication holds for Gibbs point
processes as well.

Question 1. Is there an efficient perfect sampling algorithm for Gibbs point
processes defined by finite-range, repulsive pair potentials with λ < e/∆φ?

Regarding approximation algorithms for the partition function, both the
algorithm of Corollary 7 and the algorithm for the hard sphere partition
function from [FGKP21] use randomness, while in the discrete setting there
is a fully polynomial-time approximation scheme (an FPTAS; an efficient
approximation scheme that is deterministic) due to Weitz for the hard-core
model on graphs of maximum degree ∆ when λ < λc(∆), and deterministic
approximation algorithms for the pressure and surface pressure in [GK09].

Question 2. Is there an efficient deterministic approximation algorithm
(an FPTAS) for ZΛn(λ) for λ < e/∆φ for repulsive potentials?

Recently, Friedrich, Gőbel, Katzmann, Krejca, and Pappik demonstrated
a deterministic algorithm for ZΛn(λ) that runs in quasipolynomial time
[FGK+21] for the case of hard spheres and λ < e/Cφ. It remains to demon-
strate a FPTAS as well as a quasipolynomial time algorithm in the regime
λ < e/∆φ for all (finite-range) repulsive potentials.

The algorithm of [GK09] to approximate the pressure gives an ε additive
approximation to p(λ) with running time polynomial in 1/ε. This is a similar
running time to an algorithmic implementation of the cluster expansion, but
the Gamarnik–Katz algorithm works for a much wider range of λ, up to at
least the bounds for strong spatial mixing proved in [Wei06, SSŠY17]. We
ask if such an algorithm exists for Gibbs point processes.

Question 3. Is there an algorithm that gives an ε additive approximation to
p(λ) and ρ(λ) in time polynomial in 1/ε for repulsive point processes when
λ < e/∆φ? Is there such an algorithm for any λ > 0?

1.7. Outline. In Section 2 we introduce some preliminary definitions and
results about densities and k-point densities, including the recursive identity
from [MP20] given in Lemma 9. In Section 3 we prove Theorem 2, showing
strong spatial mixing. In Section 4, we prove Theorem 3 as well as another
useful identity (Lemma 19) for the infinite-volume pressure. In Section 5, we
address the surface pressure and finite-volume corrections to the pressure,
proving Theorems 4 and 5. In Section 6 we prove Theorem 8, our algorith-
mic results for the pressure and surface pressure. In Appendix A we show
that strong spatial mixing implies fast mixing of block dynamics and prove
Theorem 6. In Appendix B we prove Corollary 7.
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2. Preliminaries

We begin with some definitions and lemmas about Gibbs point processes.
An activity function λ : Rd → R≥0 is an integrable function on Rd; we say
it is λ-bounded if ‖λ‖∞ ≤ λ. The density (or one-point density) at a point
v ∈ Rd at activity λ is defined by (11) above, but can be rewritten as the
ratio of partition functions:

(15) ρλ(v) = λ(v)
Z(λe−φ(v−·))

Z(λ)

where the activity λe−φ(v−·) is the function w 7→ λ(w)e−φ(v−w). This follows
from applying the GNZ equations; see e.g., [Rue99, Jan19].

Similarly, the k-point density—or k-point correlation function—at
(v1, . . . , vk) ∈ (Rd)k is given by

(16) ρλ(v1, . . . , vk) = λ(v1) · · ·λ(vk)
Z(λe−

∑k
i=1 φ(vi−·))

Z(λ)
e−H(v1,...,vk)

where the activity function λe−
∑k
i=1 φ(vi−·) is the function w 7→

λ(w)e−
∑k
i=1 φ(vi−w). The k-point density can also be defined in terms of

the added energy of the k-tuple of points in a manner similar to (11).

The next lemma expresses a one-point density in terms of an integral of
other one-point densities.

Lemma 9 ([MP20], Theorem 8). Suppose an activity function λ is bounded
and has bounded support. Then for every v ∈ Rd we have

(17) ρλ(v) = λ(v) exp

(
−
∫
Rd
ρλv→w(w)(1− e−φ(v−w)) dw

)
,

where for v, w ∈ Rd the activity function λv→w : Rd → C is defined by

λv→w(x) =

{
λ(x)e−φ(v−x) if ‖v − x‖ < ‖v − w‖
λ(x) if ‖v − x‖ ≥ ‖v − w‖ .

While the right-hand side of (17) may be hard to parse, it is useful to
think of this lemma more abstractly: it states that a given density ρλ may be
written as a functional F evaluated at other densities ρλv→w , where ρλv→w is
pointwise upper bounded by ρλ. One could then apply this identity again to
the densities ρλv→w , and then apply it again and so forth recursively. Upon
repeating this process, properties of the high iterates of this functional F
come into play; in [MP21] it was shown that after a change of variables, a
sufficiently high iterate of the functional F is a contraction, thus allowing
us to compare densities at different activities. This takes the form of the
following proposition, which is crucial to our analysis here.
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Proposition 10. Suppose φ has range at most r and let Vk be defined as
in (5). Then for every λ ≥ 0, v ∈ Rd and activity functions λ,λ′ bounded
by λ we have

|ρλ(v)− ρλ′(v)| ≤ 2λ(λ/e)k/2
√
Vk

where k = bdist(v, supp(λ− λ′))/rc

Proof. This follows from combining Lemmas 23 and 26 from [MP21]. �

In order to prove Theorems 3 and 4, we will need an identity for log Z(λ);
this may be interpreted as an analogue of a certain telescoping product
formula for 1/Z in the discrete case employed by Gamarnik and Katz in
[GK09].

Lemma 11 ([MP21], Lemma 33). Let λ be bounded and have bounded sup-
port; for any q ∈ [1,∞] we have

logZ(λ) =

∫
Rd
ρλ̂x(x) dx

where

λ̂x(s) =

{
0 if ‖s‖q < ‖x‖q
λ(s) otherwise.

3. Strong spatial mixing

Our starting point for proving strong spatial mixing is an identity for the
probability of an event involving a point process in terms of the k-point
density functions and one-point density functions with modified activity
functions. Recall the notion of projecting the law of µλ to Λ ⊂ Rd from
Section 1.1.

Lemma 12. Suppose A ∈ N(Λ) and let x0 ∈ Λ. Then

µλ(AΛ) =
∑
k≥0

1

k!

∫
Λk

1{x1,...,xk}∈A · ρλ(x1, . . . , xk) exp

(
−
∫

Λ

ρλ̂x,x1,...xk
(x) dx

)
dx1, · · · dxk .

where

λ̂x,x1,...,xk(y) =

{
0 if ‖y − x0‖ < ‖x− x0‖ and y ∈ Λ

λ(y)
∏k
i=1 e

−φ(y−xi) otherwise
.

Proof. We will apply (8) and let y = (y1, . . . , yk) denote the points in Λ and
z = (z1, . . . , zj) the points in Λc, to write

µλ(AΛ) =
∑
k≥0

1

k!

∫
Λk

1y∈A
λ(y1) · · ·λ(yk)e

−H(y)

Z(λ)

∑
j≥0

1

j!

∫
(Λc)j

e−H(z)
j∏
i=1

λy(zi) dz dy
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where we define the activity λy via λy(x) = λ(x)e−
∑k
i=1 φ(x−yi). Note that∑

j≥0

1

j!

∫
(Λc)j

e−H(z)
j∏
i=1

λy(zi) dz = Z(λy)µλy(X ∩ Λ = ∅) .

We now claim that [MP21, Lemma 33] shows

(18) µλy(X ∩ Λ = ∅) = exp

(
−
∫

Λ
ρλ̂x,y1,...,yk

(x) dx

)
.

To see this, consider the metric d̃ on Rd given by d̃(x, y) = d(x, y) +
diam(Λ)1x,y not both in Λ or Λc . This has the effect of ordering all points in
Λ before those in Λc when interpolating. Applying [MP21, Lemma 33] with
this metric for both λy and λy1Λc shows (18).

Combining the previous displayed equations shows

µλ(AΛ) =
∑
k≥0

1

k!

∫
Λk

1y∈A
λ(y1) · · ·λ(yk)e

−H(y)Z(λy)

Z(λ)
exp

(
−
∫

Λ
ρλ̂x,y1,...yk

(x) dx

)
dy .

Finally, equation (16) states

λ(y1) · · ·λ(yk)e
−H(y)Z(λy)

Z(λ)
= ρλ(y1, . . . , yk)

which completes the proof. �

Lemma 12 provides a concrete route towards proving strong spatial mix-
ing: we will first compare one-point densities for different activity functions
λ and λ′ via Proposition 10. We then will show that the k-point densities
ρλ(x1, . . . , xk) can be expressed as a product of one-point densities, and con-
clude that if λ and λ′ agree near x1, . . . , xk, the respective k-point densities
are close.

Proposition 10 shows that provided λ < e/∆φ, the densities ρλ(v) and
ρλ′(v) agree up to a small additive error provided λ and λ′ agree near v. It
will be convenient to have a multiplicative error instead, and so we use the
following easy lower bound for ρλ.

Lemma 13. Suppose |λ| ≤ λ and φ is repulsive with range r. Then for any
v we have

λ(v)e−λ|Br| ≤ ρλ(v) ≤ λ(v) .

Proof. By (11) we have

ρλ(v) = λ(v)Eλe
−Hv(X) .

Since Hv(X) ≥ 0, the upper bound follows. By Poisson domination, X is
stochastically dominated by a Poisson process of intensity λ; it follows that
Pλ(X∩Br = ∅) ≥ e−λ|Br|. On this event, the expectation is equal to 1, and
so the lower bound follows. �
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Combining this lemma with Proposition 10 gives exponential decay of
dependence of densities on boundary conditions.

Corollary 14. Suppose φ is repulsive and of range r. For every 0 ≤ λ <
e/∆φ there are constants a, b > 0 so that, for all λ-bounded activity functions
λ,λ′ with λ(v) = λ′(v) we have

ρλ(v) ≤ ρλ′(v)(1 + ae−b·dist(v,supp(λ−λ′))) .

Proof. Let ε ∈ (0, 1) so that λ(1 + ε) < e/∆φ. By the definition of ∆φ,

there exists a M so that for all k ≥ M we have Vk ≤ (∆φ(1 + ε/2))k. If
bdist(v, supp(λ− λ′))/rc ≥M , then Proposition 10 implies

|ρλ(v)− ρλ′(v)| ≤ 2λ

(
1 + ε/2

1 + ε

)k/2
≤ λ · 2r+1 · e−b·dist(v,supp(λ−λ′))

where we have set e−b =
(

1+ε/2
1+ε

)r/2
. Using the lower bound guaranteed by

Lemma 13 completes the proof. �

We next obtain the analogous statement for k-point densities.

Corollary 15. In the context of Corollary 14, we have

ρλ(v1, . . . , vk) ≤ ρλ′(v1, . . . , vk)(1 + ae−b·dist(v,supp(λ−λ′)))k .

Proof. Using the definition of ρλ(v1, . . . , vk) from (16), we can write

ρλ(v1, . . . , vk) = λ(v1) · · ·λ(vk)
Z(λe−

∑k
i=1 φ(vi−·))

Z(λ)
e−H(v1,...,vk)

=
k∏
j=1

λ(vj)e
−

∑
i<j φ(vi−vj)Z(λe−

∑j
i=1 φ(vi−·))

Z(λe−
∑j−1
i=1 φ(vi−·))

=
k∏
j=1

ρ
λe−

∑j−1
i=1

φ(vi−·)
(vj) .

Applying Corollary 14 completes the proof. �

Corollary 15 will bound the k-point densities appearing in Lemma 12; the
following bound will handle the exponential term.

Corollary 16. In the context of Corollary 14, further assume that
λ|Λ|ae−bt < 1. Then

exp

(
−
∫

Λ
ρλ̂x,x1,...,xk

(x) dx

)
≤ exp

(
−
∫

Λ
ρ
λ̂
′
x,x1,...,xk

(x) dx

)
(1+2aλ|Λ|e−bt) .

Proof. This follows from the inequality e−y ≤ e−y(1+ε)(1 + 2yε) for yε < 1
along with Corollary 14. �
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With these ingredients in place, we now deduce strong spatial mixing.

Proof of Theorem 2. Let a and b be the constants guaranteed by Corol-
lary 14. We aim to show that for the choice of α = 8amax{λ, 1} and β = b
we have

(19) ‖µλ − µλ′‖Λ ≤ α|Λ|e−βt

where we set t = dist(Λ, supp(λ− λ′)). We may assume that α|Λ|e−βt < 1,
as otherwise the inequality is trivial; in this case, we also have λ|Λ|ae−βt < 1
by the choice of α. By Lemma 12 and Corollary 15 we have

‖µλ − µλ′‖Λ = sup
A∈N(Λ)

|µλ(AΛ)− µλ′(AΛ)|

≤
∑
k≥1

1

k!

∫
Λk

∣∣∣∣ρλ(x) exp

(
−
∫

Λ

ρλ̂x,x1,...xk
(x) dx

)
− ρλ′(x) exp

(
−
∫

Λ

ρ
λ̂
′
x,x1,...xk

(x) dx

) ∣∣∣∣ dx .
For each x apply Corollary 15 and write ρλ′(x) = ρλ(x)(1 + E)k for |E| ≤
ae−βt and bound |ρλ̂x,x1,...xk

(x)− ρ
λ̂
′
x,x1,...xk

(x)| ≤ λ(1 + ae−bt). We then see

that the previous displayed equation is at most

≤
∑
k≥1

1

k!

∫
Λk

ρλ(x) exp

(
−
∫

Λ

ρλ̂x,x1,...xk
(x) dx

)
dx((1 + ae−βt)k(1 + 2a|Λ|e−βt)− 1)

≤ (1 + 2a|Λ|e−βt) exp(λ|Λ|ae−βt)− 1 .

where on the last line we use Poisson domination and the fact that if X is
a Poisson random variable we have ErX = exp(EX(r− 1)) for r ∈ R. Using
the bound ex ≤ 1 + 2x for x ∈ [0, 1] bounds

‖µλ − µλ′‖Λ ≤ (1 + 2a|Λ|e−βt) exp(λa|Λ|e−βt)− 1

≤ (1 + 2a|Λ|e−βt)(1 + 2λa|Λ|e−βt)− 1

≤ α|Λ|e−βt ,

as desired. �

4. Identities for the pressure

Here we derive two identities for the pressure using two different interpo-
lations between the constant activity functions λ ≡ 0 and λ ≡ λ.

4.1. Interpolating left-to-right: Proof of Theorem 3. First we use a
consequence of Lemma 11.

Corollary 17. Let Λn = [−n, n]d be the solid hyper-cube of side length 2n.
Define the activity λt by λt(x) = λ1{x1 ≥ t}. Then

logZΛn(λ) =

∫
Λn

ρλx1
(x) dx .
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Proof. By translation invariance of φ, we may consider Λn = n~e1 + [0, 2n]×
[−n, n]d−1. Applying Lemma 11 with q = +∞, we see that in fact λ̂x(s) =
λ1{s ∈ Λn}1{s1 ≥ x1}. Shifting back to the origin and changing variables
completes the proof. �

Theorem 3 now follows from Corollary 17 along with strong spatial mix-
ing.

Proof of Theorem 3. Note that by applying a rotation, we may assume with-
out loss of generality that ~u = ~e1. Define the set Λ′n := {x ∈ Λn : d(x,Λcn) ≥
log2 n}, and note that |Λn \ Λ′n|/|Λn| = O(1/ log2(n)) and so Corollary 17
shows

(20) logZΛn(λ) =

∫
Λ′n

ρλx1
(x) dx+O(|Λn|/ log2 n) .

By strong spatial mixing and translational invariance, we note that for
x ∈ Λ′n we have

(21) |ρλx1
(x)− ρλ~e1 (0)| ≤ e−Ω(log2 n) .

Combining (20) and (21) completes the proof. �

4.2. Interpolating uniformly. In this section we deduce another identity
for the pressure that stems from interpolating between activity 0 and activity
λ. To prove it, we first recall a basic fact about the logarithmic derivative of
the partition function. Throughout this section, we write ρΛ,λ(v) for ρλ(v)
with the choice of activity λ(x) = λ1x∈Λ.

Fact 18. For each λ > 0 we have

λZ ′Λ(λ)

ZΛ(λ)
=

∫
Λ
ρΛ,λ(v) dv .

Proof. The left-hand side is equal to the expected number of points of the
Gibbs point process in Λ at activity λ, which is equal to the right-hand side
(see, for instance, the GNZ equations [Rue99]). �

From here, our interpolation statement follows from the fundamental the-
orem of calculus.

Lemma 19. Let λ > 0. Then

logZΛ(λ) =

∫ 1

0

∫
Λ

ρΛ,tλ(v)

t
dv dt .

Proof. By the fundamental theorem of calculus and Fact 18 we have

logZΛ(λ) =

∫ 1

0

d

dt
logZΛ(tλ) dt =

∫ 1

0

λZ ′Λ(tλ)

ZΛ(tλ)
dt =

∫ 1

0

∫
Λ

ρΛ,tλ(v)

t
dv dt .

�
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We note that by the identity (11), we may write
ρΛ,tλ(v)

t = λEΛ,tλe
−Hv(X),

and so this ratio is in fact deterministically bounded and given as λ times an
expectation of a random variable that is bounded by 1. In particular, strong
spatial mixing will tell us that if we take a sequence of regions Λn ↑ Rd,
then this quantity converges. This provides us with an alternate form for
the pressure.

Lemma 20. Let λ > 0 so that we have strong spatial mixing for all λ ≤ λ.
Then

p(λ) =

∫ 1

0

ρtλ(0)

t
dt .

Proof. By Lemma 19, we may write

1

|Λn|
logZΛn(λ) =

∫ 1

0

1

|Λn|

∫
Λn

ρΛn,tλ(v)

t
dv dt .

Setting Λ′n = {v ∈ Λn : d(v, ∂Λn) ≥ log2 n}, we see that |Λ′n|/|Λn| = 1+o(1).
If we write

ρΛn,tλ(v) = tλEΛn,tλe
−Hv(X) ,

then we see that strong spatial mixing implies that for all v ∈ Λ′n and
t ∈ [0, 1] we have ∣∣∣∣ρΛn,tλ(v)

t
− ρtλ(v)

t

∣∣∣∣ = O(e−Ω(log2 n))

completing the proof. �

5. Surface pressure and finite-volume corrections

5.1. Exponential convergence to the pressure on the torus. Here we
prove Theorem 5. Recall that Tdn = Rd/(nZ)d is the d-dimensional torus of
sidelength n, and so in particular we have |Tdn| = nd.

Proof of Theorem 5. By Lemma 19 and translation invariance of the torus
we have

logZTdn(λ) = nd
∫ 1

0

ρTdn,tλ(0)

t
dt .

By strong spatial mixing, we have∣∣∣∣ρTd
n,tλ

(0)

t
−
ρRd,tλ(0)

t

∣∣∣∣ ≤ ∣∣∣∣ρTd
n,tλ

(0)

t
−
ρ[−n/4,n/4]d,tλ(0)

t

∣∣∣∣+

∣∣∣∣ρ[−n/4,n/4]d,tλ(0)

t
− ρtλ(0)

t

∣∣∣∣
= O(e−Ω(n)) . �

We may use Theorem 5 to deduce a surprising identity that will be useful
for simplifying a formula for the surface pressure along a cube. For a unit
vector ~u ∈ Sd−1, activity λ and t ≥ 0, define the activity function λ~u,t
by λ~u,t(x) = λ1{〈~u, x〉 ∈ [0, t]}. We recall that we have defined λ~u by
λ~u(x) = λ1{〈~u, x〉 ≥ 0}.
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Lemma 21. Suppose strong spatial mixing holds for all λ ≤ λ. Then for
any vector ~u ∈ Sd−1 we have∫ ∞

0
(ρλ~u,t(0)− ρλ~u(0)) dt = 0 .

Proof. Apply a rotation so that we may assume without loss of generality
that ~u = ~e1. The strategy will be to compute logZTdn(λ) − ndp(λ) in two
ways: first by Theorem 5, and second by using Lemma 11. In particular,
we may view Tdn = [−n/2, n/2)d as a product space of circles and take the
lexicographical ordering. Then, if we apply Theorem 5 we have log ZTdn(λ) =∫
Tdn
ρλx(x) dx where we write λx for the activity λx(y) = λ{|y1| ≥ |x1|}

with y, x written as elements of [−n/2, n/2)d. By translation invariance and
symmetry, we have∫

Tdn
ρλx(x) = 2nd−1

∫ n/2

0
ρλ(t,0,...,0)

((t, 0, . . . , 0)) dt .

By strong spatial mixing, we have |ρλ(t,0,...,0)
((t, 0, . . . , 0))−ρλ~e1,n−2t

(0)| =
O(e−Ω(n)). We thus have

(22) logZTdn(λ)− ndp(λ) = nd−1

∫ n

0
(ρλ~e1,t(0)− ρλ~e1 (0)) dt+O(e−Ω(n)) .

Dividing by nd−1, taking n → ∞ and comparing to Theorem 5 completes
the proof. �

5.2. Surface pressure along the sphere. We will be able to compute the
surface pressure along a sphere as well. Before doing so, we require some
basic preliminaries.

First, we will need a basic continuity statement saying that if λ and λ′

are activities that only disagree on a set of small volume then ρλ ≈ ρλ′ . For
this, we use a basic fact from [MP20]:

Lemma 22. Let λ and λ′ be two activity functions bounded by λ and set

δ =
∫
|λ(x)− λ′(x)| dx. Then |Z(λ)− Z(λ′)| ≤ eλ2

δ.

From here, we obtain that ρλ is Lipschitz in λ for bounded λ.

Corollary 23. Let λ and λ′ be two activity functions bounded by λ and set
δ =

∫
|λ(x)− λ′(x)| dx. If v satisfies λ(v) = λ′(v) then

|ρλ(v)− ρλ′(v)| ≤ 2λeλ
2
δ .

Proof. Recall that

|ρλ(v)− ρλ′(v)| = λ(v)

∣∣∣∣∣Z(λe−φ(v−·))

Z(λ)
− Z(λ′e−φ(v−·))

Z(λ′)

∣∣∣∣∣ .
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Bounding the above difference by

|Z(λe−φ(v−·))− Z(λ′e−φ(v−·))|
Z(λ)

+
Z(λ′e−φ(v−·))

Z(λ′)

|Z(λ)− Z(λ′)|
Z(λ)

≤ 2δeλ
2

using Lemma 22 completes the proof. �

To apply Corollary 23, we will need to compare volumes of portions of a
spherical cap to a portion of a half-space (see Figure 1). We prove a basic
volume bound that will be useful for this comparison.

Lemma 24. For R ≥ m > 0, let BR denote the ball in Rd of ra-
dius R centered at (R, 0, . . . , 0) and define the cylinder S := {x ∈ Rd :
‖(0, x2, . . . , xd)‖ ≤ m,x1 ∈ [0, R]}. Then there is a constant Cd > 0 so that

|S \BR| ≤ Cdmd+1R−1 .

Proof. We will compute this volume in spherical coordinates. In particular,
we will compute the volume by integrating the d − 1 dimensional volume
of the cylindrical shells St := {x ∈ S : ‖(0, x2, . . . , xd)‖ = t}. Letting Cd
denote the d − 2-dimensional Lebesgue measure of the surface area of the
unit d − 1-dimensional ball, we note that St has a base of circumference
Cdt

d−2 and height R−
√
R2 − t2. Thus we may bound

|S \BR| =
∫ m

0
Cdt

d−2(R−
√
R2 − t2) dt = CdR

∫ m

0
td−2(1−

√
1− (t/R)2) dt

≤ CdR−1

∫ m

0
td dt =

Cdm
d+1

R(d+ 1)

where in the inequality we used the bound 1−
√

1− x ≤ x for x ∈ [0, 1]. �

m

R

Figure 1. A volume calculation computed in Lemma 24.

From here, we will find the surface pressure along a sphere.

Proposition 25. Suppose strong spatial mixing holds for all λ ≤ λ and let
Bn denote the ball of radius n in Rd. Then

spB(λ) := lim
n→∞

logZBn(λ)− |Bn|p(λ)

SA(Bn)

=
1

|Sd−1|

∫
~u∈Sd−1

∫ ∞
0

∫ 1

0

ρtλ~u(s~u)− ρtλ(0)

t
dt ds d~u .
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Proof. Set B′n = {x ∈ Bn : dist(x, ∂Bn) ≤ log2 n} and write

logZBn(λ)−|Bn|p(λ)

=

∫
Bn\B′n

∫ 1

0

ρBn,tλ(v)− ρtλ(0)

t
dt dv +

∫
B′n

∫ 1

0

ρBn,tλ(v)− ρtλ(0)

t
dt dv

(23)

note that by strong spatial mixing the former integral is O(e−Ω(log2 n)).

Change to spherical coordinates to rewrite the latter integral as∫
B′n

∫ 1

0

ρBn,tλ(v)− ρtλ(0)

t
dt dv

=

∫
~u∈Sd−1

∫ log2 n

0
(n− s)d−1

∫ 1

0

ρBn,tλ((n− s)~u)− ρtλ(0)

t
dt ds d~u .(24)

Fix a given ~u and s ∈ [0, log2 n]. Set U to be collection of points in Bn so
that the distance to the line L~u := {r~u : r ∈ R} is at most log2 n. By strong
spatial mixing we have

(25)

∣∣∣∣ρBn,tλ((n− s)~u)− ρU,tλ((n− s)~u)

t

∣∣∣∣ = O(e−Ω(log2 n)) .

For the same vector ~u, let U ′ be the cylinder defined by

U ′ := {x ∈ Rd : 〈x, ~u〉 ∈ [n− log2 n, n], d(x, L~u) ≤ log2 n} .

By Corollary 23, Lemma 24 and strong spatial mixing, for s ∈ [0, log2 n] we
have

(26)

∣∣∣∣ρU,tλ((n− s)~u)− ρU ′,tλ((n− s)~u)

t

∣∣∣∣ = O(log2d n/n) .

By strong spatial mixing and translational invariance, for s ∈ [0, log2 n] we
additionally have

(27)

∣∣∣∣ρU ′,tλ((n− s)~u)− ρtλ~u(s~u)

t

∣∣∣∣ = O(e−Ω(log2 n)) .

Combining lines (23),(24), (25), (26), (27) shows

logZBn(λ)− |Bn|p(λ) =

∫
~u∈Sd−1

∫ log2 n

0
(n− s)d−1

∫ 1

0

ρtλ~u(s~u)− ρtλ(0)

t
dt ds d~u

+O(nd−2 · log2d+2 n) .

Dividing by SA(Bn) = nd−1|Sd−1| completes the proof. �
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5.3. Surface pressure along a convex polytope. By a similar approach
to Proposition 25, we will be able to find the surface pressure along any
convex polytope.

For our setting, consider a convex polytope P ⊂ Rd of positive volume and
assume without loss of generality that 0 ∈ P . Let F denote the collection
of the faces of its boundary. For each face F ∈ F let |F | denote its surface
area, ~nF denote its outward pointing normal vector, and rF its distance to
the origin. Then we note that we may change coordinates so that for any
integrable function g : P → R we have

(28)

∫
P
g(x) dx =

∑
F∈F

rF

∫ 1

0

∫
F
sd−1g(sy) dy ds .

An identity for the surface pressure will follow similarly to Proposition
25.

Proposition 26. Let P ⊂ Rd be a convex polytope of positive volume. Then
if strong spatial mixing holds for all λ ≤ λ then we have

spP(λ) := lim
n→∞

logZnP(λ)− nd|P|p(λ)

SA(nP)

=
1

SA(P)

∑
F∈F
|F |
∫ ∞

0

∫ 1

0

ρtλ~nF (s~nF )− ρtλ(0)

t
dt ds .

Note that Theorem 4 follows immediately by taking P to be a box.

Proof of Proposition 26. Set Pn = nP. Apply strong spatial mixing and
Lemma 19 in the coordinates given by (28) to see

logZPn(λ)− nd|P|p(λ)

=
∑
F∈F

rF

∫ n

n−log2 n
sd−1

∫
F

∫ 1

0

ρPn,tλ(sy)− ρtλ(0)

t
dt dy ds+O(e−Ω(log2 n)) .

(29)

For a given F , set F ′ = {y ∈ F : d(y, ∂F ) ≥ log2 n/n} where ∂F is the
(d − 2)-dimensional polytope that gives the boundary of F . Then we may
replace the integral over each F in the above with an integral over F ′ and
introduce a total error of size at most O(nd−2 log2 n). By strong spatial
mixing, for each point y ∈ F ′ and s ∈ [n− log2 n, n] we have∣∣∣∣∣ρPn,tλ(sy)

t
−
ρtλ~nF (rF (n− s)~nF )

t

∣∣∣∣∣ = O(e−Ω(log2 n)) .

Combining with equation (29) and changing coordinates rF (n − s) 7→ s′

completes the proof. �
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As an immediate corollary, we see that if φ is spherically symmetric then
the surface pressure along a sphere is equal to the surface pressure along
any convex polytope.

Corollary 27. Let S be either a sphere or a convex polytope of positive
volume. If strong spatial mixing holds for all λ ≤ λ then

spS(λ) = lim
n→∞

logZnS(λ)− |nS|p(λ)

SA(nS)
=

∫ ∞
0

∫ 1

0

ρtλ~e1 (s~e1)− ρtλ(0)

t
dt ds .

5.4. Another surface pressure identity for the box. Proposition 26
provides an identity for the surface pressure of a box using Lemma 19. It
is also possible to use the identity in Corollary 17, which is what we do
in this subsection. Further, the resulting identity will be the simplest for
algorithms and indeed provide another perspective on the surface pressure.

For two unit vectors ~u,~v ∈ Sd−1 and λ, define the activity λ~u,~v by

λ~u,~v(x) = λ(x)1{〈x, ~u〉 ≥ 0, 〈x,~v〉 ≥ 0} .

Lemma 28. Suppose strong spatial mixing holds for all λ ≤ λ. Then

spΛ(λ) =
1

d

d∑
j=2

∫ ∞
0

(
ρλ~e1,~ej (t~ej) + ρλ~e1,−~ej (−t~ej)− 2ρλ~e1 (0)

)
dt .

In the case that φ is spherically symmetric, then the right-hand side may be
written as

(30)

(
1− 1

d

)∫ ∞
0

(ρλ~e1,~e2 (t~e2)− ρλ~e1 (0)) dt .

Proof. By Corollary 17, we have

logZΛn(λ)− np(λ) =

∫
[−n,n]d

(ρλx1
(x)− ρλ~e1 (0)) dx .

Set Λ◦ = {x ∈ Λn : ‖x‖∞ ≤ n − log2 n} and note that by strong spatial

mixing we have that |ρλx1
(x)−ρλ~e1 (0)| = O(e−Ω(log2 n)) for all x ∈ Λ◦. Thus

if we set Λ′ = Λn \ Λ◦ then we have

(31) logZΛn(λ)− np(λ) =

∫
Λ′

(ρλx1
(x)− ρλ~e1 (0)) dx+O(e−Ω(log2 n)) .

For each j ∈ [d], define the sets Λ
(j)
+ and Λ

(j)
− via

Λ
(j)
± = {x ∈ Λn : |xj − (±n)| ≤ log2 n and |xi| ≤ n− log2 n for all i 6= j}

and set Λ(j) = Λ
(j)
+ ∪ Λ

(j)
− . We then note that the Λ(j) are disjoint and

|Λ′| =
∑

j |Λ(j)|+Od(n
−(d−2) log4 n). We may thus rewrite (31) to see

logZΛn(λ)− np(λ) =

d∑
j=1

(∫
Λ

(j)
+ ∪Λ

(j)
−

(ρλx1
(x)− ρλ~e1 (0)) dx

)
+ o(nd−1) .
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For j 6= 1, integrate over all variables aside from xj and apply strong
spatial mixing to see∫

Λ
(j)
+ ∪Λ

(j)
−

(ρλx1
(x)− ρλ~e1 (0)) dx

= (2n)d−1

∫ log2 n

0
(ρλ~e1,~ej (t~ej) + (ρλ~e1,−~ej (−t~ej)− 2ρλ~e1 (0))) dt+ o(nd−1) .

We may replace the upper limit of log2 n by ∞ and introduce a subpolyno-
mial error. This leaves only the j = 1 term. By strong spatial mixing we
have ∫

Λ
(1)
−

(ρλx1
(x)− ρλ~e1 (0)) dx = o(nd−1) .

Finally, we have∫
Λ

(1)
+

(ρλx1
(x)− ρλ~e1 (0)) dx = (2n)d−1

∫ ∞
0

(ρλ~e1,t(0)− ρλ~e1 (0)) dt+ o(nd−1) .

By Lemma 21, the integral on the right-hand side is 0, completing the proof.
�

6. Algorithms for the pressure and surface pressure

In this section we provide approximation algorithms for the pressure and
surface pressure, proving Theorem 8. We will combine Theorems 2 and 6
with Theorem 3 to demonstrate a randomized algorithm for the pressure in
the λ < e/∆φ regime. We note that strong spatial mixing along with (13)
and (14) imply uniform upper bounds on p(λ) and the absolute value of the
surface pressure for λ ∈ [0, λ0] for each λ0 < e/∆φ, and thus we will prove
approximations up to additive errors rather than multiplicative errors.

First, we will use Theorem 6 to deduce a method of approximating den-
sities. Recall that by (11), for any λ we may write the density at a point v
by

ρλ(v) = λ(v)Eλe
−Hv(X) .

Monte-Carlo approximation for the expectation using block dynamics will
allow us to approximate ρ.

Lemma 29. Let for all λ ≤ λ. Then there are constants C,L > 0 so that
the following holds. Suppose λ ≤ λ is supported in a box of volume n and
v ∈ supp(λ). For ε > 0, let ρ̂ be the random variable given by running block
dynamics for density λ with radius L for time T = Cn log(n/ε) a total of
N independent times to obtain point processes X1, . . . ,XN , and defining

ρ̂ =
λ(v)

N

N∑
j=1

e−Hv(Xj) .

Then |Eρ̂− ρλ(v)| ≤ ε and Var(ρ̂) ≤ λ2/N .
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Proof. Let L be as guaranteed by Theorem 6, and choose C large enough
so that τmix(ε/λ) ≤ T . Then since ρλ(v) is bounded by λ, we have that
|Eρ̂ − ρλ(v)| ≤ ε, by definition of total variation. Further, since ρ̂ ≤ λ, we
have Var(ρ̂) ≤ λ2/N . �

An algorithm for the pressure and proof of the first part of Theorem 8
follows.

Proof of Theorem 8, algorithm for the pressure. By Proposition 3 we may
write p(λ) = ρλ~e1 (0). Set s = C log(1/ε) where C will be large but fixed

and define S := [0, s] × [−s, s]d−1 and λ by λ(x) = λ{x ∈ S}. For C large
enough, strong spatial mixing implies that |ρλ~e1 (0)− ρλ(0)| ≤ ε/3.

Applying Lemma 29 shows that we may take T = Θ(logd+1(1/ε)) and run
block dynamics for time T with radius L a total of m = Θ(ε−2) times in order
to yield an approximation ρ̂ with |Eρ̂ − ρλ(0)| ≤ ε/3 and Var(ρ̂) ≤ ε2/36.
By Chebyshev’s inequality, we thus have

P(|ρ̂− Eρ̂| ≥ ε/3) ≤ 1

4
thus showing that this scheme provides the desired approximation. The
total runtime of this algorithm is T ·m = Θ(ε−2 logd+1(1/ε)). �

We now turn our attention to the surface pressure. By Lemma 28, to
find a randomized ε-approximation algorithm to the surface pressure it is
sufficient to find a randomized algorithm for∫ ∞

0
(ρλ~e1,~e2 (t~e2)− ρλ~e1 (0)) dt

that has error ε/(2(d− 1)) with probability at most 1/(8d).

We first show that we can take a mesh to approximate integrals that
appear in Lemma 28 deterministically, from which it will be simpler to
approximate the corresponding sum.

Lemma 30. There are constants C, c > 0 so that for each ε > 0 if we set
h = cε/ logd−1(1/ε), tj = jh and M = Cε−1 logd(1/ε) then we have∣∣∣∣∣∣

∫ ∞
0

(ρλ~e1,~e2 (t~e2)− ρλ~e1 (0)) dt− h
M∑
j=1

(ρλ~e1,~e2 (tj~e2)− ρλ~e1 (0))

∣∣∣∣∣∣ ≤ ε .
Proof. By strong spatial mixing there is a constant C1 so that
(32)∣∣∣∣∣
∫ ∞

0
(ρλ~e1,~e2 (t~e2)− ρλ~e1 (0)) dt−

∫ C1 log(1/ε)

0
(ρλ~e1,~e2 (t~e2)− ρλ~e1 (0)) dt

∣∣∣∣∣ ≤ ε

2
.

Turning our attention to the truncated integral, we will prove that the
integrand is Lipschitz, which will allow approximation by a sum easily.
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Claim 31. For each s, t ≥ 0 we have

|ρλ~e1,~e2 (t~e2)− ρλ~e1,~e2 (s~e2)| = O(ε2 + logd−1(1/ε)|s− t|) .

Proof. Choose C2 large enough so that if we set λ(t)(x) := λ~e1,~e2(x)1{‖x−
t~e2‖ ≤ C2 log(1/ε)} when we have ρλ~e1,~e2 (t~e2) = ρλ(t)(t~e2) + O(ε2). Define

λ(s) similarly. Applying Corollary 23 completes the proof. �

Applying the claim and choosing c small enough completes the proof. �

We now prove the second part of Theorem 8, giving an algorithm for the
surface pressure.

Proof of Theorem 8, algorithm for surface pressure. It is sufficient to find a
randomized algorithm that with probability at least 1 − 1/(8d) is within
ε/(2(d − 1)) of

∫∞
0 (ρλ~e1,~e2 (t~e2) − ρλ~e1 (0)) dt. With this in mind, define

f(t) = ρλ~e1,~e2 (t~e2). As in the proof of Claim 31, for each density that we

wish to approximate, zero out the activity function outside of the ball of
radius C1 log(1/ε) centered at tj~e2. Apply Lemma 29 and let f̂(t) denote
the random variable given by running block dynamics in this ball for time
T = C2 logd+1(1/ε) a total of N times to approximate f(t). Then note that

Var

h M∑
j=1

f̂(tj)

 ≤ h2M max
j

Var(f̂(tj)) = O
(
ε log2−d(1/ε)N−1

)
.

For each c > 0 we may take C2 large enough so that |f(tj) − Ef̂(tj)| ≤
cε/ log(1/ε); in particular, we may choose C2 large enough so that∣∣∣∣∣∣Eh

M∑
j=1

f̂(tj)− h
M∑
j=1

f(tj)

∣∣∣∣∣∣ ≤ ε

4(d− 1)
.

Further, if we take N = C3ε
−1 log2−d(1/ε), then we may assure

P

∣∣∣∣∣∣h
M∑
j=1

f̂(tj)− h
M∑
j=1

Ef̂(tj)

∣∣∣∣∣∣ ≥ ε/2
 ≤ 1

8d
.

This shows that the given scheme provides the desired random approxi-
mation algorithm. It has total running time

(d− 1) · T ·N ·M = Θ(ε−2 logd+3(1/ε)) . �

This completes the proof of Theorem 8.
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Appendix A. Strong spatial mixing implies fast mixing

Theorem 6, our result on fast mixing of the block dynamics follows directly
from two ingredients: strong spatial mixing established in Theorem 2 above,
and the following theorem establishing that fast mixing of block dynamics
is a consequence of strong spatial mixing.

Theorem 32. If a Gibbs point process with a finite-range, repulsive potential
φ exhibits strong spatial mixing on Rd for activities bounded by λ, then there
exists L0 > 0 so that for all L ≥ L0 the block dynamics with update radius
L for µΛn,λ has mixing time τmix(ε) = O(N log(N/ε)) when λ is bounded
by λ, where N = |Λn|.

The proof of this theorem closely follows that of [HPP22, Theorem 8]
which in turn is adapted from [DSVW04, Theorem 2.5]. The main change
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is the choice of a different metric that can handle the fact that the number
of points appearing in a bounded region is unbounded if the potential does
not have a hard core.

We use the path coupling method of Bubley and Dyer [BD97]. Con-
sider a discrete time Markov chain on a state space Ω. We place a graph
structure GΩ on Ω by declaring some pairs of configurations to be adjacent
and define a pre-metric D̂ on pairs of adjacent configurations. The pre-
metric should be symmetric and bounded below by 1. We then extend this
pre-metric to a path metric D on all pairs of configurations by taking the
shortest path distance (with respect to D̂) on the graph GΩ. We require that

D(X,Y ) = D̂(X,Y ) for adjacent configurations X,Y (in our case this will

follow directly from our definition of D̂). The diameter of GΩ with respect
to D is diam(GΩ) = supX,Y ∈ΩD(X,Y ). We use the following version of the
path coupling technique.

Lemma 33 ([LP17, Corollary 14.7]). Consider a discrete time Markov chain
with finite or infinite state space Ω. Define a graph structure GΩ on Ω
along with a corresponding pre-metric D̂ and path metric D. Suppose that
diam(GΩ) <∞.

Suppose that for each pair {X0, Y0} of adjacent configurations the follow-
ing holds: there exists a coupling (X1, Y1) of the distributions of the one-step
distributions of the Markov chain with initial configuration X0 and Y0 re-
spectively such that

E[D(X1, Y1)] ≤ D(X0, Y0)e−ξ = D̂(X0, Y0)e−ξ .

Then

tmix(ε) ≤
⌈

log(diam(GΩ)) + log(1/ε)

ξ

⌉
.

We now can prove Theorem 32.

Proof of Theorem 32. For a finite-range repulsive potential φ with range at
most r, assume that strong spatial mixing holds with constants α and β. Set
the update radius to be L = Kr where K will be chosen sufficiently large
later. Let V = |Br| be the volume of the ball of radius r. Let N = |Λn| be
the volume of the ball of radius n.

Now consider the Gibbs point process on Λn with activity function λ.
Let Ω be the set of finite subsets of Λn. Define a graph structure on Ω
by declaring X,Y ∈ Ω to be adjacent if the symmetric difference X4Y is
contained in a ball of radius r around some point in Λn. Then define the
pre-metric on adjacent states D̂(X,Y ) ≡ 1. This extends naturally to a
path metric D: for X,Y ∈ Ω, D(X,Y ) is the minimum number of balls
Br(u1), . . . , Br(uk) of radius r so that X and Y agree away from

⋃
j Br(uj).

Note that since Λn can be covered by at most CdN balls of radius r (where
the constant Cd depends on d and r), we have diam(GΩ) ≤ CdN .
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Let Xt and Yt be two radius-L block dynamic chains for µλ with X0 \
Br(u) = Y0 \Br(u), i.e. the two configurations are adjacent in GΩ and their
disagreements are contained in the ball of radius r centered at u. We will
couple the two chains as follows: we choose the same update ball in each
chain; if the boundary conditions agree then we make the same update. If
they disagree, we will choose a coupling described below.

Define ∆ = D(X1, Y1) − D(X0, Y0) = D(X1, Y1) − 1 and let x be the
random center of the update ball. If Br(u) ⊂ BL(x) i.e. u ∈ BL−r(x), then
the boundary conditions in X0 and Y0 agree and so X1 = Y1; on this event,
we have ∆ = −1. Further, this event occurs with probability

Pr[Br(u) ⊂ BL(x)] =
|BL−r(u) ∩ Λn|

|Λn|
≥ (K − 1)dV

N
.

If Br(u) ∩ BL+r(x) = ∅ i.e. u /∈ BL+2r(x), then the boundary conditions of
the update ball again agree, and so X1 and Y1 agree away from Br(u), and
so ∆ = 0.

The remaining case is when u ∈ BL+2r(x) \ BL−r(x). In this case, the
boundary conditions of the update ball may differ and so we may have
∆ > 0. We bound the probability that this placement of x occurs:

Pr[u ∈ BL+2r(x) \BL−r(x)] ≤ (K + 2)dV − (K − 1)dV

N
≤ cd

Kd−1V

N
.

We now bound the expected increase in D in this case under a coupling
provided below.

Let x ∈ Λn with u ∈ BL+2r(x) \ BL−r(x). Write τX for the boundary
condition induced by X0 and τY for the condition induced by Y0. Note that
by assumption Y04X0 ⊂ Br(u). For a parameter t to be chosen later, let
A = BL(x) ∩Bt(u) and set A = BL(x) \A.

Write D(X1, Y1) ≤ D(X1 ∩A, Y1 ∩A) +D(X1 ∩A, Y1 ∩A). We will first
update both X1 and Y1 in A and then update both configurations within
A independently. Note that deterministically we have D(X1 ∩A, Y1 ∩A) ≤
Cd|A| ≤ Cdtd .

We now describe the coupling to update within A. The total variation
distance between µτXBL(x) and µτYBL(x) restricted to A may be bounded using

the strong spacial mixing assumption, i.e.

‖µτXBL(x) − µ
τX
BL(x)‖A ≤ α|A| exp

(
−β · dist(τX4τY , A)

)
≤ α|A| exp

(
−β · dist(Br(u), A

)
≤ αKdV exp (−β(t− r)) .

Thus there exists a coupling of X1, Y1 so that they disagree within A with
probability at most αKdV exp(−β(t − r)). On the event that they agree,
∆ = 0, and so we need only handle the case in which they fail to couple. An



36 STRONG SPATIAL MIXING FOR REPULSIVE POINT PROCESSES

upper bound on the increase in D within A is CdK
dV , and so

E[∆ |u ∈ BL+2r \BL−r(x)] ≤ Cd
(
td + αK2de−β(t−r)

)
.

Thus, we may bound the expectation of ∆:

E[∆] ≤ −(K − 1)dV

N
+ cdCd

Kd−1V

N

(
td + αKdV e−β(t−r)

)
.

Pick t = γK1/d where we will choose γ > 0 sufficiently small momentarily;
then

E[∆] ≤ −V
N

(
(K − 1)d − cdCdKd−1(γdK + αKdV e−βγK

1/d+βr)
)

≤ −K
dV

N

(
(1− 1/K)d − cdCdγd − αK2dV e−βγK

1/d+βr
)

≤ −K
dV

N

(
1

2
− αK2dV e−βγK

1/d+βr

)
where the last inequality holds by assuming K ≥ 2 and choosing γ small
enough as a function of d. Taking K sufficiently large depending on α, β, d
and r yields

E[∆] ≤ −K
dV

4N
.

Applying Lemma 33 with ξ = KdV
4N and diam(GΩ) ≤ CdN then yields The-

orem 32. �

Appendix B. Approximate counting

Here we prove Corollary 7 following a standard reduction of approximate
counting to approximate sampling. In this section the activity function λ
will be fixed, so we drop it from the notation, writing ZΛ for ZΛ(λ) and µΛ

for µΛ,λ.

Recall that N = |Λn|. We partition Λn into N boxes of volume 1,

Λn = S1 ] S2 ] · · · ] SN .

For k = 0, . . . , N , let Λ(k) = Λn \
(⋃k

j=1 Sj

)
. In particular, Λ(0) = Λn and

Λ(N) = ∅.
We aim to estimate ZΛn which can be written as the inverse of the prob-

ability of seeing no points in the random point set X:

ZΛn =
1

µΛn(X = ∅)
,

so it will suffice to approximate µΛn(X = ∅).
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By the spatial Markov property of a Markov random field, the law of µΛn

conditioned on the event {X ∩
⋃k
j=1 Sk = ∅} is µΛ(k) . We can then write

µΛn(X = ∅) =
N−1∏
j=0

µΛ(k) (X ∩ Sj+1 = ∅) .

We first show how to approximate µΛn(X = ∅) given access to an exact
sampler from the Gibbs point process; we then will extend this to work with
the approximate sampler given by Theorem 6.

Lemma 34. There is a randomized algorithm that with probability at least
7/8 produces an ε-relative approximation to µΛn(X = ∅) given access to
exact samples from µΛ(k) for k = 0, . . . , N . The algorithm uses O(N2/ε2)
such samples and runs in time O(N2/ε2).

Proof. Let T = CN/ε2. For j = 0, . . . , N − 1, let Y j = (Y1j + · · ·+ YTj)/T
where Yij is the indicator that X ∩ Sj+1 = ∅ in a sample from µΛ(k) ,

with all samples taken independently. Then by construction EY j =

µΛ(k) (X ∩ Sj+1 = ∅), and var(Y j) ≤ EY j/T . Using Poisson domination

we can lower bound µΛ(k) (X ∩ Sj+1 = ∅) by e−λ and so obtain

var(Y j)

(EY j)2
≤ eλ

T
.

Now let

W =
N−1∏
j=0

Y j

µΛ(k) (X ∩ Sj+1 = ∅)
.

We have EW = 1, and

var(W ) =

N−1∏
j=0

E[Y
2
j ]

µΛ(k) (X ∩ Sj+1 = ∅)2 − 1 =

N−1∏
j=0

(
1 +

var(Yj)

µΛ(k) (X ∩ Sj+1 = ∅)2

)
− 1

≤
(

1 +
eλ

T

)N
− 1 ≤ exp(Neλ/T )− 1 ≤ 2eλε2/C .

Now by Chebyshev’s inequality,

Pr[e−ε ≤W ≤ eε] ≥ 1− Pr[|W − 1| ≥ ε/2] ≥ 1− 4var(W )

ε2
≥ 1− 8eλε2

Cε2
,

which for C large enough is at least 7/8, and so outputting
∏N−1
j=0 Y j gives

the desired approximation. The number of samples used is NT and the
running time is O(NT ) = O(N2/ε2). �

With this we can prove Corollary 7.



38 STRONG SPATIAL MIXING FOR REPULSIVE POINT PROCESSES

Proof of Corollary 7. Set T = CN/ε2 as in the proof of Lemma 34. Theo-
rem 6 gives us a sampler accurate to within total variation distance (8NT )−1

with each sample taking a running time of O(N log(n2T )) = O(N log(N/ε)).
Using the properties of total variation distance, there is a coupling of NT
independent samples from this sampler and the NT independent exact sam-
ples used in Lemma 34 so that the sequences agree with probability at least
7/8. In particular, running the algorithm of Lemma 34 with this approxi-
mate sampler yields an ε-relative approximation to ZΛn with probability at
least 3/4. The running time is O(N3ε−2 log(N/ε)). �
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