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Abstract. We consider synthetic aperture radar imaging of a region containing point-like targets. Measurements
are the set of frequency responses to scattering by the targets taken over a collection of individual
spatial locations along the flight path making up the synthetic aperture. Because signal subspace
imaging methods do not work on these measurements directly, we rearrange the frequency response
at each spatial location using the Prony method and obtain a matrix that is suitable for these
methods. We arrange the set of these Prony matrices as one block-diagonal matrix and introduce
a signal subspace imaging method for it. We show that this signal subspace method yields high-
resolution and quantitative images provided that the signal-to-noise ratio is sufficiently high. We give
a resolution analysis for this imaging method and validate this theory using numerical simulations.
Additionally, we show that this imaging method is stable to random perturbations to the travel
times and validate this theory with numerical simulations using the random travel time model for
random media.
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1. Introduction. Synthetic aperture imaging is used in many applications such as ultra-
sonic nondestructive testing, mine detection, surveillance, and radar imaging. The main idea
behind synthetic aperture imaging is that a single transmitter/receiver is used to probe an
unknown region by emitting known pulses into the medium and recording the time-dependent
responses as it moves along a given path. Fourier transforming these time-dependent mea-
surements yields their corresponding frequency responses. In this work we focus our attention
on the synthetic aperture radar (SAR) imaging problem. However, the methodology used
here can be directly applied to other related problems.

Several imaging methods have been proposed in the literature for imaging with SAR data.
The traditional SAR image is formed by evaluating the data at each measurement location
at the travel time that it takes for the waves to propagate from the platform location to a
point in the imaging region on the ground and back. The resolution of this image increases
with the synthetic aperture and the system bandwidth [7]. When the phases of the waves are
recorded with high accuracy, SAR imaging produces high-resolution images of the reflectivity
on the ground. It is well known, however, that SAR imaging is quite sensitive to noise in the
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phase. Such noise may result from uncertainty in the platform motion and/or scattering by
randomly inhomogeneous media. For SAR imaging with noise in the phase, we refer to [10]
for the application of coherent interferometry (CINT) to SAR imaging and to the more recent
work in [2] on a high-resolution interferometric method for imaging through scattering media.

Several approaches have been proposed in the literature to further improve the resolution
of SAR images. We refer to [1, 17] for sparsity-constrained ¢;-minimization methods and to [4]
for imaging effectively direction and frequency dependent reflectivities using the multiple mea-
surement vector (MMV) framework [13]. As in other applications, using sparsity-constrained
optimization methods significantly increases the resolution of the SAR image. However, the
computational cost of optimization is significantly higher than that for sampling methods such
as SAR or CINT, which simply consist of evaluating an imaging functional at each grid point
on a mesh of the imaging region.

MUSIC (multiple signal classication) is another sampling method that has been widely
used in several imaging applications [8, 9, 12, 16]. To explain the main idea of MUSIC,
let us consider the single-frequency array imaging problem. For this problem the data is a
matrix, called the array response matrix. The (i,7)th element of the array response matrix
corresponds to the data received at the ith array element when the jth element is an emitter.
The singular value decomposition (SVD) of the array response matrix is used to determine
the signal and noise subspaces of the data. Next, a model for the illumination vector a(y)
is introduced, with y denoting a point in the imaging region. The illumination vector is the
vector of measurements received along the receiving array due to a source at y. If a target
is located at y, then a(y) is in the signal subspace of the array response matrix. Thus,
the projection of a(y) onto the noise subspace is zero or very small. In MUSIC, one forms
an image by evaluating the reciprocal of this norm of the projection of a(y) onto the noise
subspace. The peaks appearing in the MUSIC image give the locations of the targets with
high resolution. Although MUSIC effectively and efficiently produces high-resolution images,
it does not apply directly to SAR imaging data.

In this paper we introduce a modification and generalization of MUSIC for SAR imag-
ing. This imaging method modifies SAR data by using the Prony method [18] to rearrange
frequency-dependent data at one measurement location as a matrix. Then we form a block-
diagonal matrix with the set of Prony matrices from all spatial locations on the flight path. An
image of the reflectivity on the ground is then formed using a signal subspace method applied
to this block-diagonal matrix. This signal subspace method is a generalization of MUSIC that
projects the illuminating vector for each point y in the imaging region on both the noise and
signal subspaces [11]. The noise subspace provides high spatial resolution and the signal sub-
space provides quantitative information about the targets. The result of combining these two
subspaces is a high-resolution quantitative imaging method. The relative balance between the
noise and signal subspaces depends on the noise level in the data which is controlled through
a user-defined regularization parameter, €.

There are two main results in this paper. The first main result is the resolution analysis
for this modified and generalized MUSIC method that shows an enhancement in resolution
compared to classical SAR imaging by a factor \/e. Namely, we obtain a cross-range resolution
of O(y/e(c¢/B)(L/a)) and a range resolution of O(y/e(¢/B)(L/R)). Here ¢ denotes the speed
of the waves, B denotes the bandwidth, a denotes the synthetic array aperture, L denotes the
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distance from the center of the flight path to the center of the imaging region, and R denotes
the range offset (see Figure 1). The second main result is the stability analysis of the method
to random perturbations of the travel times. This analysis shows that the method provides
stable reconstructions when e is chosen to satisfy 02 < € < 1 with ¢ denoting the maximum
variance of the random perturbations of the travel times. Our numerical simulations are in
agreement with these theoretical findings. Moreover, they show that the proposed method
provides statistically stable results with signal-to-noise ratios comparable to CINT, but with
much better resolution.

The remainder of this paper is as follows. In section 2 we give a brief description of
synthetic aperture radar imaging and define the measurements. In section 3 we describe the
Prony method that we use to rearrange the frequency data and show why it is appropriate for
signal subspace imaging. We define the two imaging functionals that we use for quantitative
signal subspace imaging in section 4. In section 5 we give a resolution analysis for the imaging
method. We consider this imaging method when the travel times have random perturbations
in section 6 and give results for the expected value and statistical stability of the image formed
using this method. We show numerical results that support our theory in section 7. Section
8 contains our conclusions.

2. Synthetic aperture radar imaging. In SAR imaging, a single transmitter /receiver is
used to collect the scattered electromagnetic field over a synthetic aperture that is created by
a moving platform [6, 7, 14]. The moving platform is used to create a suite of experiments
in which pulses are emitted and resulting echoes are recorded by the transmitter/receiver at
several locations along the flight path. Let f(¢) denote the broadband pulse emitted, and let
d(s,t) denote the data recorded. Here, the measurements depend on the slow time s that
parameterizes the flight path of the platform, r(s), and the fast time ¢ in which the round-trip
travel time between the platform and the imaging scene on the ground is measured. In SAR
imaging, one seeks to recover the reflectivity of an imaging scene from these measurements.

Although SAR uses a single transmit/receive element, high-resolution images of the probed
scene can be obtained because the data are coherently processed over a large synthetic aperture
created by the moving platform. As illustrated in Figure 1, the platform is moving along a
trajectory probing the imaging scene by sending a pulse f(¢) and collecting the corresponding
echoes. We call range the direction that is obtained by projecting on the imaging plane the
vector that connects the center of the imaging region to the central platform location. Cross-
range is the direction that is orthogonal to the range. Denoting the size of the synthetic
aperture by a and the available bandwidth by B, the typical resolution of the imaging system
is O((¢/B)(L/R)) in range and O(AL/a) in cross-range. Here c is the speed of light and A the
wavelength corresponding to the central frequency while L denotes the distance between the
platform and the imaging region and R the offset in range.

We use the start-stop approximation, which is typically done in SAR imaging. This
approximation assumes that the change in displacement between the targets and the platform
is negligibly small compared to the travel time it takes for the pulse emitted to propagate to
the imaging scene and return as echoes. This approximation is valid in radar since the speed
of light is orders of magnitude larger than the speed of the targets and the platform.

Using this start-stop approximation, we then consider the measurements only at N dis-
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Figure 1. Setup for synthetic aperture radar imaging.

crete values of s, corresponding to d(sy,t) for n =1,..., N. Next, we suppose that d(s,,t) is
digitally sampled at 2M —1 values of t. Consequently, these data have a discrete Fourier trans-
form denoted by d,, (w) evaluated at 2M — 1 frequencies denoted by wy, for m =1,...,2M —1.
This choice of 2M — 1 samples is to make the notation in section 3 simpler. With these
assumptions, we find that our measurement data is given by the 2M — 1 x N matrix D whose
columns are

(2.1) d, = , . n=1,...,N.
dp(wanr—1)

3. Rearranging frequency data. The data matrix D is not suitable for direct application
of signal subspace methods. Therefore, we introduce a rearrangement of the data based on
the Prony method [18] which, for the nth column of D, yields the following M x M matrix:

dp(w1) dp(w2) -+ dp(wr)
(3.1) D, — dn("*’Z) dn(.w?)) T dn(w.M+1)
dn(WM) dn(WM+1) tee dn(WQMfl)

In this rearrangement, the first column is the truncation of d,, to its first M entries. Subse-
quent columns are sequential upward shifts of d,, truncated to its first M entries. Note that
this matrix is symmetric by construction.

To see why this rearrangement is suitable for signal subspace imaging, consider the Born
approximation for a single point target. Let pg denote the reflectivity of the point target,
and let y, denote its position. According to the Born approximation, the scattered field at
frequency wy, is the spherical wave,

el lz—yo| /e

(32) ¢s(33awm) = qpinc(yO?wm)v

[ ras—
4m|x — yo
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with ¢ denoting the wave speed and "(y,,w,) denoting the field incident on the point
target. Suppose that the signal emitted at position x, on the flight path at frequency w, is
a spherical wave with unit amplitude. For that case, the measurement d,,(w,,) corresponding
to the scattered field evaluated at x,, is given by

el2wm|En—yol/c
(3.3) dp (W) = P0m~
It follows that
el2wilzn—yol/c
el2wa|en—yol/c

£0

(3.4) d,=—""-7-—- ,

(47| zn — yol)? :
eingM_1|wnfyO|/c

from which we find that
612w1|:cn7y0\/c eiQng\:cnfyo\/c L. €i2wM|znfyO|/c
pi2wslen—yol/c  pi2wslea—yol/c ...  gi2wareilen—yol/c

L0
(85) Dp=
(47 |y — yol) : : :

el2onmlTn—yol/c  pR2wnmtilTa—yol/c ... gi2wam—1lEn—yol/c

Next, suppose that the frequencies are sampled according to w,, = w; + (m — 1)Aw for
m=1,...,2M — 1 with Aw a fixed constant. For that case, we can rewrite (3.5) as D,, =

o5 ul (v with i = M|po|/(47|@n — yol)%,

€i2w1|wn—y0\/c 1
i0p/2 | ei2w2l®n—yol/c —i6 /2 —i2Aw|zn—yol/c
36 )= 0 and V()= e i
VM : ’ VM :
€i2wM\mn7y0\/c e—iQ(M—l)Aw\mn—yo\/c
Here, we have written the reflectivity as pg = ]polewo and included €% in u(()n) and v(()n)

arbitrarily in (3.6).
Suppose there are P noninteracting point targets in the region with reflectivities p, at
positions y,, for p=1,..., P. It follows that

@ D= 3 of )
p=1

Here, 01(3”) = M|p,|/ (4|, — y,|)?, and ug,") and vj(on) are defined just like uén) and v[()n) in

(3.6), but evaluated on |x,, —y,| instead. This expression for D, is a sum of P outer products,

each of which corresponds to an individual point target. This outer product representation

for D,, indicates that signal subspace methods may be effectively used on these matrices for

imaging.
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4. Quantitative signal subspace method. To combine the matrices formed using the
Prony method, we consider the M N x M N block diagonal matrix,

Dy
D
(4.1) Dprony =

Dy

Using the outer product structure identified in (3.7), we can extend a recently developed
quantitative signal subspace imaging method [11] to this block-diagonal Prony matrix as
follows.

Suppose we compute the SVD for each block: D,, = U, %, V.l forn =1,..., N. According
to (3.7), for P point targets, the rank of each block will be P. Assuming that the signal-to-
noise ratio (SNR) is sufficiently high, the first P singular values residing in the diagonal entries
of ¥, will be significantly larger than the others. Those first P singular values correspond to
the signal subspace. The remaining singular values correspond to the noise subspace. Since
we can separate the first P singular values, we are able to compute the pseudo-inverse,

1 11
(4.2) E:{:diag(l,al,...,al,,...,>,
g1 (op) op € €

with € > 0 denoting a user-defined parameter. Here we replace the small singular values, i.e.,
the ones in the noise subspace, by €eoy.

Following what was done previously for single-frequency array imaging [11], we introduce
two imaging functionals. For search point y in the imaging region, we introduce the illumi-
nation block-vector

a;(y) : ei2wr |0 —yl /e
(4.3) aly)=1| : |, au(y)

T dnle. —ul :
an(y) Tl =Y gunrim-wie

Using (4.2) and (4.3), we introduce the first imaging functional,

U, iUl N
1 u 1 H +77H
(4.4) F(y)=a"(y) a(y) = > al (y) U Ulan(y).
UnS UL n=1

The imaging functional (4.4) only uses the matrix left singular vectors, U,. The matrix
U,SFUH is symmetric, positive definite and (4.4) is a quadratic form. For the second imaging
functional, we introduce the complementary illumination block-vector,

1
bl(y) 1 e~ i20wl@n—yl/c
4' = . n = - s
(4.5) b(y) |, baly) yrP— .
by (y) e—i2(M—1)Awla,—y| /e
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imaging region

Figure 2. Sketch of the linear flight path over the planar imaging region used to study the resolution of the
imaging method.

and compute
1 o Uf

N
(16)  Re(y) = 1:b"®) %Z VS Ulan(y).
VszvU};I n=1

In contrast to (4.4), this imaging functional uses the matrices of left and right singular vectors,
U, and Vj,, respectively, and the matrix V, XU is not symmetric, positive definite. We
form images through evaluation of 1/F(y) and 1/R.(y) over an imaging region. We show
below that the image formed using F is useful for determining the location and magnitude
of reflectivities for point targets and the image formed using R, is useful for determining the
complex reflectivities for point targets.

5. Resolution analysis. To study the performance of imaging using (4.4) and (4.6), we
consider one point target located in a planar imaging region at position y, with complex
reflectivity pp. We use a coordinate system in which the origin lies at the center of the
planar imaging region. The flight path of the platform is linear and parallel to the z-axis.
It is offset from the origin along the y-axis by range R and along the z-axis by height H.
Thus, spatial positions of the measurements are x, = (z,,R,H) for n = 1,..., N with
Tp = —a/2+a(n—1)/(N — 1) and a denoting the aperture. Let L = v/ R? + H? denote the
distance from the center of the flight path to the origin, and let 6 denote the so-called look
angle with sinf = R/L and cos® = H/L. We assume that L is the largest length scale in this
problem. A sketch of this linear flight path over a planar imaging region is shown in Figure 2.

To establish estimates for the resolution of image of one point target produced through
evaluation of 1/F,(y) over an imaging region, let y, = (2o, yo,0) denote the target location,
let y = (z,y,0) denote the search location, and let B denote the system bandwidth centered
at frequency wp > mB with corresponding wavenumber ky = wp/c. With these quantities
defined, we prove the following theorem.

Theorem 5.1 (resolution estimates for a linear flight path).  Assuming that the SNR is
sufficiently high that we can distinguish the singular values corresponding to the signal subspace
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from those corresponding to the noise subspace, 1/F.(y) with Fc(y) given in (4.4) attains a
mazximum of |po| on y = yq, and in the asymptotic limit, L > 1, xzp/a < 1, yo/R < 1,
and € < 1, this image has a cross-range resolution of Az* = O(\/e(¢/B)(L/a)) and a range
resolution of Ay* = O(y/e(¢/B)(L/R)).

Proof. For a single point target, we have D, = aén)u(()n)v(()n)H for n = 1,..., N with
a(()") = M]|po|/(47|z), — yo|)? and u(()") and v(()n) given in (3.6). Consequently, the column
space of D,, is C(Dy,) = span{u(()n)} and P =T — u(()n)u(()n)H is the projection onto subspace
orthogonal to C(D,,). Using

we find that

N
]. 1 n n ]- n n
Fly) =52 [ ) — ufuf" a(y) + —sal y)udul ()
n=1

€0y oy
11 1 1 T — yal?
o0 =g (- () 5]
where we have introduced the quantity
_ 1 u iwm ATy,
(5.2) = mzl e :

with A7, = 2(|x, — y| — |®n — yo|)/c denoting the difference in travel times for the search
and target locations.

Evaluating (5.1) on y,, we find that F.(y,) = 1/|pol, so 1/F(yg) = |po|- Because |®,|> <1
and |z, — yo|?/|zn — y|?> < 1 with both functions evaluating to 1 only at y = y,, this result
corresponds to the maximum value that 1/F,(y) attains.

Let
m—1 1
= 1 - = =1,....M
Wm w0|:+B<M_1 2>:|7 m ) ) 5

with f = 27 B/wy denoting the fraction of the bandwidth about the central frequency. Sub-
stituting these frequencies into (5.2) and computing the sum, we find
eiwo(l—ﬂ/Q)ATn 1— eiwoﬁMATn/(M—l)

©, = M 1 — piwoBAT,/(M—1)

from which it follows that

M-1

M2 2 ( tBAT, )
s\ =1

1 sin2 (ﬂ'MBATn>

|<I>n|2 =
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In the expression above, we have resubstituted wgf = 27 B. Assuming we are in a small
neighborhood about the target location, we expand the expression above about A7, = 0 and
obtain

2B M + 1
3 M-

|®,|? = A 21 0(Arh).
Additionally, we find that

|0 — Yol (n — 20)? + (Lsin® — yo)? + (L cos 0)?

= =1+0(L"
|z — y| (xn, — )2+ (Lsinf — y)2 + (L cos 0)? +OL™),
where sin = R/L and cos = H/L. Using these approximations for |®,|? and ||fc" ?Z)", we
find that
1 m™B?* M + 1
. F = 1 -—-1 A O( ATt L™
o9 mw =g (1) T (g an) | rown o

Next, we use

(5.4) Ar, = (| —y| — |n —yol)/c = cosc9(y_cyo)

(z —x0)* = 2(x — 20)(En —w0) . 2 ,(¥—50)* +2(y — yo)¥o 2
+ 3 +sin” 0 5T +O(L™7).

For the cross-range resolution, we evaluate (5.4) on y = yo and find that

(@ —20)?
y= yo CQLQ

Using z, = —a/2+a(n —1)/(N — 1), we find that

N
1 s a@*N+1
N 2= a0 = b

AT2’ (xp — 1‘0)2.

and so

1 1 B2 M+1/1N+1 22
F ~— |1 — il 20 — 2|
(@ o) ~ 1o [ * <e > 3202 M — 1 (12N1+a2)(x xO)]

The full-width/half-maximum (FWHM) in cross-range Ax* satisfies 1/F(zo + Az*,y9) =
1/(2]po|). Substituting the approximation above into this definition, solving for Axz*, and
expanding that result about € = 0, we find

At =Eep o\ +1\/N+1 +12N—1)(m0/a2)+0(6 )

cL6 [M—1 |[N—1 z2
= +\/e— o2 =8
ﬁBCLTF M+1 N+1+ ( " a?
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For the range resolution, we evaluate (5.4) on & = zy and find that

)2
Anﬂ = L Yo) <cos¢9 — sin® 9%)2

r=x0 C2

It follows that
1 1 B2 M +1 Yo\ 2
Futo) ~ [ (Fo0) BB (g g0 (- yop2]

The FWHM in range Ay* satisfies 1/F¢(xo,yo + Ay*) = 1/(2|po|). Substituting the approxi-
mation above into this definition, resubstituting cos § = R/L, solving for Ay*, and expanding
that result about € = 0, we find

ek ! V3 [M -1
BR1—sin?0(yo/R) @ V M +1

V3 e L 3/2 Yo
=TVt o (< F)

R
-o{3t)

Ay* = ++/e +0(e¥?)

This completes the proof. |

Theorem 5.1 states that images of a point target formed through evaluation of 1/F,(y)
with Fe(y) given in (4.4) will form an image that is peaked at the location of the target with
magnitude equal to |pg|. Because the user-defined parameter € can be made arbitrarily small,
this imaging method will yield high-resolution images provided that there is sufficient signal
that the nontrivial singular values provide accurate quantitative data.

In general, the reflectivity of a point target is complex. To recover the complex reflectivity,
we make use of the following theorem.

Theorem 5.2 (recovery of the complex reflectivity).  For a point target located at y, with
complex reflectivity pg, when the SNR is sufficiently high that we can distinguish the signal
subspace from the noise subspace, 1/Rc(yq) = po with Rc(y) given in (4.6).

Proof. Through direct evaluation of R, given in (4.6) on y = y,, we find R(y,) =
e1% /| pg|. Tt follows that 1/Rc(yo) = |pole'® = po. [ ]

Although Theorem 5.2 states that evaluating 1/Rc(y) yields the complex reflectivity, it is
not generally useful for determining the location of the target because this function does not
exhibit localized behavior that indicates the region about the target location. For this reason,
we propose the following two-stage imaging method.

(i) Evaluate 1/F,(y) with F(y) given in (4.4) to determine the location of targets. The

value of € may be varied to adjust the resolution of this image.

(ii) Evaluate 1/R.(y) with R¢(y) given in (4.6) using the locations determined in (i) to

determine the complex reflectivities of the targets.
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6. Travel time uncertainty. We now consider the effect of uncertainty in the travel times
on images formed through evaluation of 1/F(y) with F.(y) given in (4.4). Uncertainty in
travel times can arise from sampling clock jitter, deviations from the assumed flight path, and
random fluctuations in the propagating medium among other practical issues. It is therefore
important to understand to what extent images formed using the method described above are
useful under uncertain conditions.

To model travel time uncertainty, we use

(6.1) Ary =A%+ v, n=1,...,N,

with A7¥ denoting the difference in travel times for a homogeneous medium and the vector,
v = (vi,...,vy) denoting a multivariate distribution with E[v,] = 0 and E[v2] = o2 for
n=1,...,N. Let 0 = max{o?,...,0%}. Using this model for travel time uncertainty, we

prove the following theorem.

Theorem 6.1 (travel time uncertainty). Assuming that the SNR is sufficiently high that we
can distinguish the singular values corresponding to the signal subspace from those correspond-
ing to the noise subspace, the image formed through evaluation of 1/F.(y) in a neighborhood
about y = y, with F.(y) given in (4.4) and using (6.1) with 0%/e < 1 has an expected value
whose leading behavior is the result for the homogeneous medium plus a term that is O(o?/¢),
and has a variance that is O(0?/e).

Proof. Since we consider a neighborhood about y =y, we start with (5.3) and write

tha(l- )( Zm)

with a = 72B?(M +1)/(3(M — 1)). Substituting (6.1) yields

1+a (1 1) (;fﬁ: (A¢,2+un)2>] .

n=1

Fe~

I

|pol

Fo ~

1po|

Based on our resolution estimates, we introduce the stretched variables Ar,, = /eAT,, for
n=1,..., N, and obtain

Fe ~
oo

N
14+a(l—e) ( Z ATn+yn/\/g)2>].

Let fy(y1,...,yn) denote the probability density function for (vi,...,vy). The expected
value of the image is then

— | ~p fy dyp - - - dyn.
E[;ﬁ] 0|/ / (Y1,---,yN) )

N
1+ a(l—re¢) 12 ATn-i-yn/\ﬁ)2

n=1
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Substituting y, = on, yields

O'N ag e, O
i) o f i,
I+a(l—e) <NZ (ATn+0'77n/\/g)2>
n=1

Assuming that 6 = o//e < 1, we expand about § = 0 and find

N —1
1+a(l—e ( > (AT, + onp) )] _10—25Q(1—610< ZATnnn>+O(52)
=1

with
N -1

I+ a(l— e)% S (AT,

n=1

Iy =

denoting the normalized image formed in the homogeneous medium. Substituting this ex-
pansion into the integral above for the expected value of the image and using E[v,] = 0 for
n=1,...,N, we find that

L]_ 2
E [FE] = |pollo + O(5%).

Next, by using the expansion

N -2 N
14+a(l—e) (;f > (AT, + 5%)2)] =12 —ba(l— eI <Z ATnnn> + 0(6%),
n=1

n=1

we determine that

1 2
E (F) = lpol*I§ + O(6?).
Therefore,
1 1)? 17)\? )
vz -2 |(5) ] - () oo :

Theorem 6.1 states that when o/y/e < 1, the leading behavior of the expectation of
the image with random perturbations to the travel time is exactly the same as the image in
the homogeneous medium. The recovery of the magnitude of the reflectivity |po|, and the
resolution estimates of Theorem 5.1 are different by a term that is O(c?/e). Because the
variance of the image is O(c0?/¢), we determine that this image formed is statistically stable.

An immediate consequence of Theorem 6.1 is given in the following corollary.

Corollary 6.2 (resolution with travel time uncertainty). When o2 is known or can be reliably
estimated, one can set the value of € so that 0> < € and Theorem 6.1 will hold.

Setting € in this way connects the resolution of the image with the variance of the random
perturbations to the travel time.
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Figure 3. Image formed through evaluation of 1/Fc(y) with Fc(y) given in (4.4) for a point target located
at *o = yo = 1 m on the planar imaging region. Measurement noise was added so that SNR = 44.1339dB. For
this image, € = 1075,

7. Numerical results. To validate the theoretical results from above, we use numerical
simulations to generate data for various scattering scenes. The following values for the pa-
rameters are based on the GOTCHA data set [5]. In particular, we have set R = 3.55km
and H = 7.30km, so that L = VH? + R? = 8.12km. The synthetic aperture created by the
linear flight path is @ = 0.13km. The central frequency is fo = 9.6 GHz and the bandwidth
is B = 622 MHz. Using ¢ = 3 x 10®m/s, we find that the central wavelength is A\g = 3.12 cm.
The imaging region is at the ground level z = 0. We use 2M — 1 = 39 frequencies so that
M = 20, and N = 32 spatial measurements.

7.1. Single point target. We first consider imaging a single point target located at z¢ =
yo = 1 m with complex reflectivity pp = 3.4i on the planar imaging region. Figure 3 shows
the image formed through evaluation of 1/F.(y) with F.(y) given in (4.4) with ¢ = 10710,
Measurement noise was added so that the SNR is SNR = 44.1339dB. The left plot of Figure
3 shows the color contour plot of the image in a region about the target location. The center
plot of Figure 3 shows the image on y = ¢ as a function of x (cross-range), and the right plot
shows the image on x = z( as a function of y (range). These results shown in Figure 3 show
that the image attains its maximum value of 3.4 corresponding to |pg| at the correct target
location. The image attains a high resolution due to choice of e. Because L/R = 2.29 and
L/a = 62.46, we expect from the resolution estimates given in Theorem 5.1 that the range
resolution should be better than the cross-range resolution. This difference in resolution can
be observed by noting the values of ko(z — z¢) in the center plot compared to the values of
ko(y — yo) in the right plot of Figure 3.

In Figure 4 we show numerically computed FWHM values of kgAz (cross-range resolution)
and koAy (range resolution) for a single point target when varying e (left plot) and ¢/B (right
plot). The blue “0” symbols are the computed values of kgAz and the red “x” symbols are
the computed values of kgAy both found by numerically determining the FWHM. The solid
blue and red curves are the least-squares linear fit through the Az and Ay data, respectively.
For the results shown in the left plot of Figure 4, all parameters are set to the same values
used for Figure 3, except that SNR = oo, so there is no noise. For the right plot of Figure 4,
we have varied the value of B, but all other parameter values are the same as those used for
Figure 3. In these results, we find that kgAz > kgAy for all values of € and ¢/B which is due
to the fact that L/R < L/a.
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Figure 4. Numerically computed image resolutions with respect to € (left) and ¢/B (right). The range

resolutions, koAx, are plotted as “o” symbols, and the cross-range resolution, koAy, are plotted as red “x”

symbols. The blue and red curves are the least-squares fit to lines through the range and cross-range resolution
data, respectively.

The results for cross-range and range resolutions with respect to e given in the left plot of
Figure 4 clearly show an O(,/€) behavior which is plotted as a dashed-black curve in the left
plot of Figure 4. The computed least-squares fits are log(Az) ~ 3.9593 + 0.4991 log(€) and
log(Ay) =~ —0.5565 + 0.4992 log(€) which numerically validate this O(/€) behavior.

The results for cross-range and range resolutions with respect to ¢/B given in the right
plot of Figure 4 clearly show an O(c/B) behavior which is plotted as a dashed-black curve.
The least-squares fits are log(Az) ~ —6.8067 + 0.9997log(c/B) and log(Ay) ~ —11.3247 +
0.9999 log(c¢/B) which numerically validate the O(c/B) behavior.

0
v 1
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Figure 5. Numerical computed image resolutions with respect to L/a (left) and L/R (right). The cross-

range resolutions, koAx, are plotted as “o” symbols, and the range resolutions, koAy, are plotted as red “x”

symbols. The blue and red curves are the least-squares fit to lines through the cross-range and range resolution
data, respectively.

The behaviors of computed image resolution with respect to L/a and L/R are shown in
Figure 5. For these results, all parameter values are the same as those used for Figure 3 except
that SNR = oo, so there is no noise and a is varied in the left plot and R is varied in the right
plot. The computed range and cross-range FWHM values, kgAz and koAy, respectively, are
plotted just as in Figure 4 including the corresponding least-squares fit to lines.
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The results for cross-range resolution with respect to L/a shown in the left plot of Figure
5 clearly show an O(L/a) behavior, which is plotted as a dashed-black curve. The computed
least-squares fit to a line is log(Az) ~ —11.5748 +0.9741 log(L/a) which numerically validates
the O(L/a) behavior. In contrast, the range resolution does not vary significantly with L/a.
The computed least-squares fit to a line is log(Ay) ~ —12.0007 — 0.01391og(L/a) which
quantifies the weak dependence that range resolution has on aperture.

The results for range resolution with respect to L/R shown in the right plot of Figure 5
clearly show an O(L/R) behavior, which is plotted as a dashed-black curve. The computed
least-squares fit to a line is log(Ay) ~ —12.8645+0.9690 log(L/R) which numerically validates
this O(L/R) behavior. In contrast, the cross-range resolution shows a much weaker depen-
dence on L/R. The computed least-squares fit to a line is log(Az) ~ —7.5134—0.0340 log(L/R)
which quantifies this weak dependence on L/R.

4 ; ; ; 4 ; ; ;

——real ——real
——imaginary|] ——imaginary

>~/

-10 -5 0 5 10 7-0.1 -0.05 0 0.05 0.1
k0($ — .170) ko(y - yﬂ)

. Il/R((JZ‘Io Yo)

Figure 6. Recovering the complex reflectivity through evaluation of 1/R.(y) with Rc(y) given in (4.6) with
e = 107'°. Measurement noise was added so that SNR = 44.1339dB. The left plot shows 1/R. on y = yo as a
function of ©x — xo and the right plot shows 1/R. on x = zo as a function of y — yo. The blue curves give the
real part of 1/Rc(y) and the red curves give the imaginary part. The black “x” symbol gives the exact value of
the complex reflectivity, po = 3.4i.

We now show results from evaluating 1/R.(y) with R¢(y) given in (4.6). These results use
the same parameter values as those used in Figure 3. When plotting 1/R,, there is no local
behavior to indicate the location of the target. For this reason these images do not provide
useful information about the location of targets. However, when we evaluate 1/R.(y) in a
region near the target location, we are able to recover the complex reflectivity. In Figure 6 we
show the real and imaginary parts of 1/R.(x — z¢, yo) in the left plot and of 1/R(x0,y — vo)
in the right plot. In both plots the actual value py = 3.4i is plotted as a black “x” symbol.
These plots show that when the location of the point target is known, evaluating 1/R.(y)
at the recovered target location provides a method for recovering the complex reflectivity.
At the target location, we find 1/R.(y,) = —1.3059 x 1073 + 3.3928i which demonstrates a
very high accuracy in recovering the complex reflectivity. Provided that the target location
is reasonably accurate, the user-defined parameter € can be used to regularize these results to
enable stable recovery of the complex reflectivity.

In Theorems 5.1 and 5.2, it is assumed that the SNR is sufficiently high that one can
separate the signal subspace from the noise subspace. To investigate the effect of SNR on
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Figure 7. Relative error in the recovery of the complex reflectivity through evaluation of 1/Rc(y,) with
e=10"% 1078, and 107'° for a point target as a function of SNR (dB). All parameters are the same as those
used in Figure 3.

the recovery of the complex reflectivity, we evaluate 1/R.(y,) for different SNR values and
compute the relative error, Eye = |po — 1/Re(yg)|/|po|- These relative error results are shown
with € = 107 as a solid blue curve, ¢ = 107® as a dashed red curve, and ¢ = 10710 as a
dot-dashed yellow curve in Figure 7. The results in Figure 7 show that sufficiently high SNR
is needed to achieve a high accuracy. Additionally, we observe that larger e values achieve
higher accuracy for any fixed SNR. This higher accuracy occurs because € regularizes 1/R.(y)
thereby stabilizing the recovery of the complex reflectivity. The role of SNR on the resolution
becomes more of an issue when imaging multiple targets which we discuss below.

7.2. Multiple point targets. We now consider multiple point targets in the imaging re-
gion. We set the origin of the coordinate system to lie at the center of a 5 m x 5 m planar imag-
ing region on z = 0. The first target is located at (z1,y1,0) = (0.01m, 0.1 m,0) with complex
reflectivity p; = 3.4i. The second target is located at (x2,y2,0) = (—0.30m, —0.50m, 0) with
complex reflectivity ps = 4.2i. The third target is located at (x3,ys,0) = (—0.50m, 0.50 m, 0)
with complex reflectivity ps = 3.1i.

In Figure 8 we show the image produced through evaluation of 1/F(y) with F(y) given
in (4.4) with € = 1076 (left), ¢ = 1078 (center), and ¢ = 10719 (right). The imaging re-
gion is discretized using a 51 x 51 equispaced mesh corresponding to approximately a 10 cm
meshwidth. Measurement noise was added so that SNR = 64.1695 dB. We see that the value
of € affects the overall resolution of the three targets, especially with respect to cross-range
since L/a < L/R. With ¢ = 10710 the image produced through evaluation of 1/F.(y) clearly
indicates the locations of the three targets. Even though we do not have direct interpretation
of the magnitude of the peaks in this plot, we do find that ||1/F.(y)|/co = 3.8641 for e = 10719,
which is close to the values of |p1|, |p2|, and |p3|.

Using Figure 8 to determine regions about each of the target locations, we then evaluate
1/Fc(y) using the same measurements to obtain the location more precisely and 1/R.(y) to
recover the complex reflectivities. In particular, we plotted the evaluation of 1/F(y) in a
window of size 10 kg in cross-range (x) and 0.2kp in range (y) about each target using a
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Figure 8. Imaging through evaluation of 1/F.(y) with F.(y) given in (4.4) and ¢ = 107° (left), ¢ =
1078 (center), and ¢ = 107'0 (right) for three point targets with SNR = 64.1695dB. The first target is
located at (x1,y1,0) = (0.01m,0.1m,0) with complex reflectivity p1 = 3.4i. The second target is located at
(z2,y2,0) = (=0.3m, —0.5m,0) with complex reflectivity p2 = 4.2i. The third target is located at (x3,ys3,0) =
(—=0.5m,0.5 m,0) with complex reflectivity ps = 3.1i.

51 x 51 mesh. The results of doing this are shown in Figure 9 for target 1, Figure 10 for
target 2, and Figure 11 for target 3. The left plots in Figures 9-11 show results of evaluating
1/Fc(y) in regions about the respective targets. The center plots in Figures 9-11 show results
of evaluating 1/R¢(y) on y = y1, y2, and ys3, respectively, and the right plots in Figures 9-11
shows results of evaluating 1/R.(y) on x = x1, x9, and x3, respectively.

When plotting 1/F,(y) in a small region about each target location, we are readily able to
determine the target location corresponding to where this function attains its local maximum
thereby demonstrating the high resolution of this imaging method. With the location of each
target determined using these results, we then evaluate 1/R.(y) in these regions which allows
for recovery of the complex reflectivity of each target. For these results, these evaluations
yielded p; = 3.4i ~ 4.0096 x 10~% 4 3.3990i, py = 4.2i ~ 1.4427 x 10~* + 4.2000i, and
p3 = 3.1i ~ 1.3969 x 10~* + 3.0998i thereby demonstrating the high quantitative accuracy
achieved using this method.

We showed the effect of SNR on the recovery of the complex reflectivity for a single point
target in Figure 7. To study the effect of SNR of imaging multiple point targets, we consider
images for the same scenario produced through evaluation of 1/F(y) with F.(y) given in
(4.4) and € = 1078 for SNR = 44.1695dB (top row of Figure 12) and 24.1695dB (bottom
row of Figure 12). Except for the SNR values, all parameter values are the same as those in
Figure 8(b). Included with each of those images are the corresponding singular value spectra
for Dprony given in (4.1) plotted as blue curves. The dashed red curves show the thresholded
singular values in which o, is replaced with eoq for all o, < 0.0107.

In Figure 12, the image for SNR = 44.1695dB (top left) shows the three targets clearly,
but the image for SNR = 24.1695dB (bottom left) has much poorer resolution, especially in
range. The singular value spectra in Figure 12 (top right and bottom left) provide valuable
insight into the difference between these two images. A signal subspace method is predicated
on the assumption that one can distinguish the signal and noise subspaces from one another.
With regard to the singular value spectrum, one would like to have a large “gap” between
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Figure 9. Imaging using 1/Fe(y) in a region about target 1 located at (xz1,y1,0) = (0.01m,0.1m,0) with
complex reflectivity p1 = 3.4i (left). Recovering the complex reflectivity through evaluation of 1/Re(xz — x1,y1)
(center) and 1/Re(z1,y —y1) (right). The blue curves give the real part of 1/Rc(y) and the red curves give the
imaginary part. The black “x” symbol gives the exact value of the complex reflectivity, p1 = 3.4i.
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Figure 10. The same as Figure 9, except for target 2 located at (x2,y2,0) = (—0.30 m, —0.50 m,0) with
complex reflectivity pe = 4.21i.
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Figure 11. The same as Figure 9, except for target 3 located at (x3,y3,0) = (—0.50m,0.50 m,0) with
complex reflectivity ps = 3.11.

the singular values corresponding to the signal subspace and those corresponding to the noise
subspace. We observe in Figure 12 that when the SNR decreases, so does the gap separating
the singular values for the signal subspace from those of the noise subspace. Even though
the thresholding criterion of replacing o, with eo; when o, < 0.0107 captures the location of
the gap correctly for both SNR values, a consequence of the narrowing of this gap is a loss of
image resolution. Because L/a < L/R, we see a more severe loss in resolution in range than in
cross-range. These results demonstrate that this imaging method requires a sufficiently high
SNR to be effective and accurate.
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Figure 12. Image produced through evaluation of 1/F.(y) with F.(y) given in (4.4) and ¢ = 107% for
SNR = 44.1695 dB (top left), and the corresponding singular value spectrum (top right). The lower left and
right plots are for SNR = 24.1695 dB. All parameter values are the same as those used in Figure 8.

7.3. Imaging in random media. We consider perturbations in travel times resulting from
wave propagation in random media. Assuming an inhomogeneous velocity profile of the form

(7.1) 02(133) = clg (1 +ou (%)) ,

we approximate the Green’s function between points x and y at frequency w by
(7.2) G(z,y;w) = Go(z, y;w) exp [iwv(z, y)),

with v(x,y) denoting the random travel time function

(7.3) viz,y) = Ula;c—oy\ /01 u (% + (x — y)%) ds.

Here ¢y denotes the average propagation speed, assumed constant, £ is the correlation length,
and o is the strength of the fluctuations. The stationary random process p(-) has mean zero
and normalized auto-correlation function R(|x — ') = E(u(x)u(x’)), so that R(0) = 1, and
JoS R(r)r?dr < oo. In (7.2), Gy denotes the Green’s function in the homogeneous medium
with propagation speed cg.

The random travel time model provides an approximation of the Green’s function in the
high-frequency regime in random media with weak fluctuations ¢ < 1 and large correlation
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Figure 13. Imaging through evaluation of 1/Fc(y) with Fc(y) given in (4.4) and € = 0.02 for a point target
located at range L = 100¢ in a random medium with £ = 100\. The strength of the fluctuations in the random
medium is such that (a) 6/y/e =0, (b) 6/\/e =¢, and (c) 6/+/e = 1.

lengths ¢ compared to the wavelength A\. The propagation distance L is assumed to be large
with respect to the correlation length, L > ¢, so that the scattering induced by the random
medium perturbations has an order one effect on the phase of the Green’s function. This is
true when [3]

o?L3 A2

4 TE e N
(7.4) 5 < oL

Following [15] we introduce the dimensionless parameter
(7.5) oo = A/VILL,

and scale the fluctuations of the random medium so that

. 0
(7.6) b= -
is order one according to (7.4).

In contrast to the previous results, we consider here a “flat” geometry for which H = 0.
The propagation distance is L = 100¢, and the correlation length in the random medium is
¢ = 100A. The synthetic array aperture is a = 24¢, and the bandwidth parameter 5 = 0.5.

In Figure 13, we show images of a single point target formed through evaluation of 1/F,(y)
for a single realization of the random medium with different values of 6. The magnitude of
the complex reflectivity of the target is |pg| = 1.2584. For Figure 13(a), 6 = 0 corresponding
to a homogeneous medium. For Figures 13(b) and (c), the values of of & are set so that
d/+/€ = € and 1, respectively. As predicted by Theorem 6.1, the image with 6/y/e = € < 1 is
stable and qualitatively and quantitatively similar to the one obtained for the homogeneous
medium. For &/4/¢ = 1 the image is not focused on the true target location, the resolution is
decreased, and the reconstructed absolute value of the reflectivity is less accurate.

Following [3], we compute the image’s SNR defined as the mean of the image divided by
its standard deviation in a small area around the true target location to estimate the stability
of the imaging method. The sample mean and the sample standard deviation are computed
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Figure 14. Stability of the image as a function of the parameter € with ¢ = 0.4 (a) and as a function of &
with e = 0.2 (b). The CINT image is computed with Xq = a/6 and Q4 = B/2.

using 100 realizations of the random medium with the same characteristics (correlation length
and strength of fluctuations). For comparison, we also compute this SNR for the classical SAR
image and the CINT image. The CINT method requires specifying two key parameters, the
decoherence length X, and the decoherence frequency €24. In the CINT results that follow,
we have set Xy = a/6 and Q4 = B/2. The results of these comparisons are shown in Figure 14
where we compare SNR as a function of € with ¢ = 0.4 (Figure 14(a)) and as a function of &
with € = 0.2 (Figure 14(b)). Figure 14(a) and (b) illustrate the well-known result that classical
SAR imaging results are statistically unstable in random media [3] since this SNR is very low.
This is because in random media the SNR of typical SAR images formed using Kirchhoff
Migration decays exponentially with range, independently of how large the bandwidth or the
array aperture is. These results also suggest similar stability for CINT and 1/F,, both with
comparably large SNRs. In Figure 14(a), neither classical SAR nor CINT depends on ¢, so
we see no change in behavior. However, as € increases relative to ¢ such that /1/e becomes
small, we find that the SNR for 1/F, becomes larger than that for CINT. In Figure 14(b), all
images decrease in SNR as & increases. However, the SNR for the CINT and 1/F, images is
three orders of magnitude higher than the one for classical SAR. It is important to note that
the control offered by e is limited because one cannot set the value of € to be larger than 1.
Otherwise, one cannot separate the signal from the noise subspace.

Although the images formed using CINT and 1/F, have similar stability behaviors, the
image of 1/F, has a much better resolution. In Figure 15 we compare images formed using
CINT and 1/F, with € and & set so that /+/¢ = y/e. These results show that the image formed
by 1/F¢ is focused more tightly on the target location in comparison to the image formed by
CINT. Additionally, there is quantitative information available from the image formed by
1/F,. This tighter focus is especially true for range although resolution is also better with
cross-range. Indeed, the resolution for CINT is AL/ X in cross-range and ¢/}, in range while
for 1/F, it is \/e(¢/B)L/a and +/€(c/B), respectively (since for this setup L = R). Range
resolution is improved for any value of € < 1 since B//e > B > Q4. In cross-range \/ X is
to be compared with v/e(¢/B)1/a. Given that Xy < a, 1/F. provides superior resolution as
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Figure 15. Comparison of images formed using CINT with X4 = a/6 and Qq = B/2 (a), and 1/F. with €
and & satisfying & /+/€ = /€ (b).

long as B//e is bigger than the central frequency.

To see the effect of this improved resolution, we compare images formed using CINT and
1/F. when the imaging region contains four point targets situated closely to one another in
Figure 16. For all of these images, 6 = 0.2. Figures 16(b) and (c) are formed using 1/F, with
€ = 0.01 and 0.001, respectively. Here, the resolution of the CINT image does not allow for
identification of the four targets. The 1/F, with ¢ = 0.01 image has a sharper resolution, but
allows for identification of only three of the four targets. In contrast, the 1/F, image with
€ = 0.001 shows four distinct peaks indicating the target locations. These results show the
potential importance of being able to tune the resolution of an image by varying the parameter
€, even with random perturbations to the travel times.

8. Conclusions. We have introduced and analyzed a quantitative signal subspace imaging
method for multifrequency SAR measurements. The key to this method involves a simple
rearrangement of the frequency data at each spatial location along the flight path where
measurements are taken using the Prony method. Using this rearranged frequency data, this
method involves two stages corresponding to two explicit imaging functionals, (4.4) and (4.6).

Images produced through evaluation of 1/F,(y) over an imaging region attain tunably
high-resolution images of target locations through a user-defined parameter €. Through a
resolution analysis for a linear flight path, we have determined that the cross-range resolution
of this imaging method is O(y/e(¢/B)(L/a)) where c is the wave speed, B is the bandwidth,
L is the distance from the center of the flight path to the center of the imaging region, and
a is the length of the synthetic aperture. We have also determined that the resolution of this
imaging method in range is O(y/e(¢/B)(L/R)) where R is the range distance from the center
of the flight path to the center of the imaging region. With these resolution estimates, we
see how the user-defined parameter € may be set to adjust the image resolution for different
settings.

Images produced through evaluation of 1/R.(y) over an imaging region do not reveal
target locations. However, if the target location is known, 1/R.(y) provides an accurate
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Figure 16. Comparison of images formed using CINT (a) and 1/Fc with e = 0.01 (b) and ¢ = 0.001 (c)
for four point targets. The CINT image is computed with Xq = a/6 and Qq = B/2. The strength of the
fluctuations is & = 0.2.

method for recovering the complex reflectivity of a target. Again, the user-defined parameter
€ can be set to regularize the function to enable stable recovery of the complex reflectivity. It
is for this reason that we have proposed a two-stage imaging method in which 1/F,(y) is used
to determine location of target(s), and 1/R.(y) is evaluated at those locations to recover the
complex reflectivities. Additionally, the value of € used for evaluating 1/F, need not be the
same used for evaluating 1/R., so this parameter can be tuned independently for these two
different imaging functionals.

When there is uncertainty in the travel times, we have shown that images formed by
evaluating 1/F¢(y) have an expected value that is the same as the image formed in a homoge-
neous medium provided that the variances of the random perturbations are sufficiently small.
Moreover, the variance of the image will be small for that case indicating that this imaging
method is statistically stable to random perturbations in the travel times.

Both F¢(y) and R.(y) are computed using the SVD of the rearranged data. Consequently,
their effectiveness is understood to be related to how well the singular values corresponding
to signals scattered by the targets are separated from noise. Provided that there is sufficient
SNR for these singular values to be separated, the parameter € mitigates noise and allows
the user to control image resolution. When there is uncertainty in travel times, one can set
the value of € to ensure image accuracy and statistical stability which, in turn, will set the
achievable image resolution.

Because this imaging method involves only elementary computations on the data and
allows for user-control to produce high-resolution, quantitative images of targets, we believe
that it is useful for a broad variety of SAR imaging applications.
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