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Abstract

The formation of thin oxide films is of significant scientific and practical interest.
In particular, the semiconductor industry is interested in developing a plasma atomic
layer etching process to pattern copper, replacing the dual Damascene process. Using a
nonthermal oxygen plasma to convert the metallic copper into copper oxide, followed
by a formic acid organometallic reaction to etch the copper oxide, this process has
shown great promise. However, the current process is not optimal because the plasma
oxidation step is not self-limiting, hampering the degree of thickness control. In the
present study, a neural network potential for the binary interaction between copper and
oxygen is developed and validated against first principles calculations. This potential
covers the entire range of potential energy surfaces of metallic copper, copper oxides,
atomic oxygen, and molecular oxygen. The usable kinetic energy ranges from 0eV to
20eV. Using this potential, the plasma oxidation of copper surfaces was studied with

large-scale molecular dynamics at atomic resolution, with an accuracy approaching
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that of the first principle calculations. An amorphous layer of CuO is formed on Cu,
with thicknesses reaching 2.5nm. Plasma is found to create an intense local heating
effect that rapidly dissipates across the thickness of the film. The range of this heating
effect depends on the kinetic energy of the ions. A higher ion energy leads to a
longer range, which sustains faster-than-thermal rates for longer periods of time for
the oxide growth. Beyond the range of this agitation, the growth is expected to be
limited to the thermally activated rate. High-frequency, repeated ion impacts result in
a microannealing effect that leads to a quasicrystalline oxide beneath the amorphized
layer. The crystalline layer slows down oxide growth. Growth rate is fitted to the
temperature gradient due to ion-induced thermal agitations, to obtain an apparent
activation energy of 1.0eV. A strategy of lowering the substrate temperature and

increasing plasma power is proposed as being favorable for more self-limited oxidation.
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Introduction

After replacing aluminum decades ago, copper became the universal material of choice
for interconnects in integrated circuits.! Traditionally, copper was introduced into the
back-end-of-line (BEOL) processing by a combination of the Damascene process which
plates copper onto patterned interlayer dielectrics, followed by a chemical mechanical
polishing (CMP) process.? However, continuous scaling down in the push to follow
Moore’s law is beginning to render this harsh process unsuitable at the lowest levels of
metallic interconnects, due to requirements of high-aspect-ratio filling uniformity and
cracking induced by CMP.?3

In response to these problems, the semiconductor industry is looking for an atomic-



level engineering approach that is simultaneously capable of achieving high selectivity
and high directionality. Omne of the most promising techniques for this purpose is
atomic layer etching (ALE).* To etch metallic copper, a specific variant, the plasma-
thermal ALE process can be used. It is composed of two steps (Figure 1): 1) controlled
conversion of the surface layers of copper to copper oxide under oxygen plasma and 2)
reaction of the oxide layer with an etchant molecule (e.g. HCOOH) to form volatile
complexes, etching the oxide layer and stopping at the metallic part.® While plasma
is required to impart the inherent directionality of the ions accelerated by the electric
field to the device profiles, the process leads to relatively thick activated layers without
being self-limiting, preventing a finer grain of control over etch per cycle (EPC) from
being achieved.©

Copper oxide is one of the enabler materials of modern technology. Stable under

ambient conditions with an optimal band gap of | 2.0eV, it is a highly desirable

and readily available material for photocatalysis an\é photovoltaic cells. Incidentally,
the oxidation of copper is one of the most heavily studied oxidation processes. The
Cabrera-Mott theory of metal oxidation was conceived partially as an explanation for
the formation of thin copper oxide films. While the classical theory was shown to be
inaccurate as understanding improved,”, copper oxidation is now considered somewhat
of a model system to understand formation of thin metal oxides in general.®

The oxidation of low-index copper surfaces has been extensively studied under sur-
face science conditions.?1? Oxygen is known to adsorb dissociatively on the (100),
(111), and (110) terminations, forming well-characterized configurations and recon-
structions at temperatures below room temperature. As coverage increases, the oxide

14 as opposed to the uniform layer

grows as nanoislands on all three terminations,
growth assumed in earlier works. The size and shape of the islands depend on the
orientation of the surface, the conditions, and the oxygen dose. In conditions depart-
ing from the ultra high vacuum towards the more realistic pressures, temperatures,

and time scales, the process is far less well understood. There is little consensus on

the form of the rate law at temperatures near or above room temperature, and the
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thickness and the composition of the native oxide is not well understood yet, nor the
influence of temperature, moisture, etc. 15

In addition to the difficulties that make understanding thermal oxidation challeng-
ing, the interaction of metal surfaces with the plasma is unique in having energetic
particles impacting the surface.'® The particles used in the corresponding experimen-
tal process (the “target process”) have kinetic energies in the order of 10eV,'"!® high
above those possible from thermal fluctuations, yet too low to cause ion implantation
or sputter the substrate atoms. Unlike the case for higher energies (>1 keV) where sim-
ple screened Coulomb potentials coupled to binary collision approximation give very
reasonable results, here an accurate description of the potential energy surface is still
relevant, since the kinetic energy is within an order of magnitude of the strength of a
typical chemical bond. In other words, the plasma serves to accelerate the underlying
chemistry rather than obscuring it.

To the authors’ knowledge, there have been no molecular dynamics studies on the
interaction between a metal surface and the nonthermal oxygen plasma. Here, “non-
thermal plasma” refers to the fact that in the plasma used for material processing,
the electronic temperature is typically much hotter than the temperature of the heavy
species (ions and neutrals). Plasmas are sustained by scattering of accelerated electrons
with heavy species, causing excitations and ionizations. Previous surface-plasma inter-

19723 and are performed with classical

actions studies usually involve Si-based materials,
interatomic potentials (e.g. Tersorff-Brenner?425 & Stillinger-Weber2%). These simu-
lations set the ground for computational studies of surface-plasma interaction at the
atomic scale, but they are fundamentally limited in accuracy by the functional forms
of the potentials. Roughly speaking, there are two families of classical interatomic
potentials, based respectively on the embedded atom method (EAM?27, MEAM?,
MEAM-Qeq?’) and the bond order method (COMB?3?3! ReaxFF3233). These for-
malisms are designed with metallic and covalent systems in mind, respectively, and

there is little knowledge on their accuracy when the same set of parameters is required

to reproduce the metallic (in the pristine layers), the covalent (in the plasma, in the ph-
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ysisorbed molecules, and to some extent the oxide), and the ionic bonds (in the oxide)
interactions at the same time. Recently ReaxFF3* and COMB?!:3% have been applied
successfully to the thermal oxidation of copper, but their functional forms prevent the
accurate description of the regions of the potential energy surfaces encountered dur-
ing plasma oxidation, which could involve structures with very short interatomic dis-
tances. The development of machine learning potentials such as the Behler-Parinello
high-dimensional neural network potentials (HDNNP)3¢ and the Gaussian approxi-
mation potentials (GAP)3" provide functional forms that are versatile enough to be
parametrized to describe highly diverse chemical environments at or near the accuracy,
previously only achievable with expensive first-principles calculations.

In the present paper, a high-dimensional neural network potential (HDNNP) for
the binary interaction of copper and oxygen is trained on the density functional the-
ory (DFT) potential energy surface. It will be shown that HDNNP is capable of
describing all stages of copper oxidation at an accuracy close to that of the underlying
DFT method and hence can be used as a reliable alternative to existing reactive force
fields. The interaction potential is applied to plasma oxidation of copper to predict
the influence of processing conditions such as substrate temperature, plasma power,
and chamber pressure. Finally, suggestions on improving the existing experimental

process are given on the basis of the influences found.

Results and Discussion

With the trained and validated potential, large-scale molecular dynamics simulations
are performed. Figure 2 shows the setup used to perform long-time simulations.
Cu(100) slabs are constructed from their DFT-optimized bulk unit cell. The verti-
cal space in the simulation box is divided into desorption, addition, buffer, and the
substrate itself, as shown in Figure 2b). The oxygen plasma is modeled as a mixture
of atomic ions and neutral radicals, with ion to neutral ratios actively controlled as

a parameter. The Oy molecules, although correctly described by the potential, are



Figure 1: Overall process of plasma-thermal ALE on Cu metal. a): Starting with a pristine
surface, reactive oxygen neutrals and ions are generated by the plasma. The ions are accelerated
by the plasma sheath toward the surface, indicated by the long arrows. The neutrals, much larger
in number, diffuse toward the surface with thermal motion. b): The top layers of the surface
is converted to a copper oxide. ¢): Plasma is purged, and etchant molecules introduced to the
chamber. Etchant reacts with the surface oxide, producing volatile organometallic complexes that
diffuse away. d): etch stops when the oxide is consumed.



not included because reactivity of the plasma is dominated by the ions and neutral
radicals. Atomic oxygen ions are added to the cell every 10,000 steps, roughly cor-
responding to 5ps, with a uniform z-velocity calculated from their specified kinetic
energies Fi. The x,y-velocities are specified randomly from a Gaussian distribution
normalized to the root mean square velocity (vyms(7s)) at the specified temperature
Ts. Slow neutrals are added at an interval set according to the specified ratio (n/7)
relative to the ion addition frequency. For example, a ratio of n/i = 10 would indicate
that 10 neutrals are added per ion. The three velocities components are initialized sim-
ilarly to the x,y-velocities of the ions. Such ratios are typical given the experimental
conditions.® Apart from the velocity, the charge is not explicitly modeled since most of
the ions are neutralized by Auger electrons before reaching the surface.!® All the ions
are deposited essentially vertically downward: a collision-free presheath is assumed.
Frequently, oxygen atoms recombine on the surface and desorb as Oy molecules. These
molecules are removed as soon as they reach the desorption region. No copper atom
has been sputtered away from the substrate during the MD simulations.

These slabs have square unit cells with 5 nm lengths in each lateral direction, and
12nm thickness to ensure that the oxidation never reaches the bottom layers. The
horizontal direction is divided into the center region where an NVE ensemble is used,
and the edge regions where an NVT ensemble is used. This maintains the system at
the thermostat temperature but avoids corrupting the thermal agitations created by
the ions. In other words, the kinetic energy imparted by ions has to propagate via
phonons to the thermostated region, where it is dissipated via the thermostat.

There are three variable parameters in the simulation of direct experimental signif-
icance: substrate thermostat temperature (7%), ion kinetic energy (FE}), and the ratio
of neutral to ions (7). The temperature corresponds well to the temperature of the
wafer. The ion kinetic energy is affected simultaneously by the plasma power and the
applied bias. The ratio of neutral atoms to ions is affected by the chamber pressure and
the plasma power. Although the quantitative relations between simulation parameters

and experimental parameters are not known without careful plasma diagnostics, the
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Figure 2: Overall setup of MD simulations. The production simulations used (20 20 50) slabs.
The schematic here is not drawn to scale. (a): the lateral cross section is divided into thermostated
edges and non-thermostated centers; (b): the vertical space in the simulation box is divided into
the desorption removal, new atoms addition, buffer, and the substrate regions



trend is clear: Higher plasma power and higher pressure correspond to more ions of
higher energy, at the possible expense of decreased directionality.

In Figure 3, the evolution of the Cu(100) slab structures under T; = 293K, Ej, =
10eV, vn; = 10 is shown. Changing these parameters does not affect the general
stages of oxide growth discussed here. Starting with a pristine surface, the oxygen
atoms adsorb to form an overlayer. Higher energy ions transfer their energy to the
surface atoms but do not penetrate into the sub-surface. At this stage, the sticking
coefficient S is very high, and almost all the atoms added adsorb to the surface. As
shown, the adsorption is not uniform on the surface. The adsorbate atoms tend to
migrate between different sites initially, during which they impinge upon the copper
atoms on the top layer and transfer the kinetic energy to the surface. Once their kinetic
energies fall below the diffusion barrier on the (100) surface, they settle down at a four-
fold hollow site. As the O coverage is increased, the bonding between the first layer
of copper atoms and the layer underneath is weakened. Thus, a “peel off” phenomena
is observed where small flakes of the copper oxide layer would detach slightly from
the layer underneath. This detachment lowers the barrier for oxygen diffusion to the
subsurface sites. In the process, a corrugated and disordered surface is created, with
islands of oxides and basins of pure copper (Figure 3, ¢ = 56 ps). Corrugation is
significant in oxide growth for two reasons. First, it allows the oxygen to migrate
into the copper lattice before the surface adsorption sites are completely occupied. In
Figure 3, t = 170 ps, when the oxide is around 3 atomic layers thick, there remains a
region on the surface not completely covered by oxygen. Second, the same process is
repeated at the interface between the oxide and the copper underneath: Cu-O binding
weakens the binding of Cu atoms to the copper lattice, lifts the Cu atoms out , allowing
oxygen atoms to diffuse through to the vacancy created.

Beyond a few atomic layers, the growth of oxide slows down rapidly and tran-
sitions to a diffusion- and/or interface-reaction-limited process, characterized by an
amorphous copper oxide layer resistant to further oxygen adsorption. In Figure 3, the

oxide growth between 1587 ps and 4892 ps only amounts to approximately two atomic
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(b) t =56 ps (b) t =170 ps

(c) t = 1587 ps (d) t = 4892 ps

Figure 3: Snapshots along the oxidation trajectory of Cu(100) slab at four different points in
time. (a), (b): the very early stage where the growth is determined by the availability of oxygen
(controlled by the neutral to ion ratio since ions are deposited at fixed step intervals). Between
(a) and (b) the adsorption sites become exhausted, and the growth transitions to much slower the
kinetic energy limited regime. Between (c) and (d), the oxide thickness grew only by approximately
2 atomic layers, despite a time elapse of 3.3 ns.
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layers, in stark contrast to the faster growth earlier. The rate of oxygen incorporation
decreases, and the rate of oxygen recombination and molecular desorption increases.
Figure 4a) shows the growth of oxide thickness with time, and Figure 4b) shows the
amount of oxygen incorporated into the slab. The details of determining this thickness
from the MD trajectory are given in Section S2.1. The recombined Oy molecules can
be seen in the side views shown in Figure 3. These molecules can remain physisorbed
for picoseconds, before they eventually acquire enough energy from thermal fluctua-
tions. Note that the simulation is likely to overestimate the number of these molecules
because the time between impacts is much shorter than that in reality. In reality,
these O5 molecules would have had much more time to desorb.

Comparing the results for the same temperature, at least 2 regimes of growth can
be identified: the fast regime at first, and the slow regime later. Two strands can be
separated from the fast regime, each corresponding to different neutral-to-ion ratios,
and independent of the kinetic energy of the ions. As exposed adsorption sites become
occupied, growth slows down significantly. No limiting thickness is observed. Instead,
the oxides continue to grow slowly at a rate of around 0.15nm/ns. The growth rate
in this regime seems to be determined by Fj, where the thickness profiles gradually
separate into two strands distinguished by a faster growth at the larger Ej of 20eV
versus the slower growth at 10eV.

The effect of the temperature of the substrate thermostat T can also be seen by
comparing curves with the same line color and symbol, but with different symbol
colors. Higher substrate temperature is seen to promote oxide growth by postponing
the transition to the slower regime. Its effect is similar to but less pronounced than
that of the ion kinetic energy.

The two regimes can be rationalized by considering the physical processes at work.
Initially, when the pristine surface is exposed to oxygen plasma, the high-energy ions
have a large free energy driving force to adsorb. Hence, it is expected that most of
the impinging ions adsorb. Moreover, the ions do not have enough kinetic energy to

penetrate even below the first layer. In Figure 3, from the first snapshot, it can be
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Figure 4: Thickness and oxygen incorporation as functions of simulation time for all six conditions
explored. The growth curves start as two distinct strands, where the grouping is determined by the
neutral to ion ratio (indicated by the shape of the marker, cross vs triangle). The strands quickly
splits apart based on the kinetic energy of the ions. The curves corresponding to Ey = 20eV (red)
grows faster than those corresponding to the Fy = 10eV (black), eventually separating into another
pair of strands where grouping is determined by Ej. The trend of oxygen incorporation is very
similar to the thickness.
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observed that all oxygen atoms are stopped at the top layer. Therefore, the kinetic
energy of the ions are transferred to the Cu lattice and dissipated through lattice
vibrations into the bulk copper. In the simulation, they dissipate to the thermostated
regions, without creating lattice or surface defects in the process.

As the oxide grows, fewer and fewer surfaces Cu atoms with low coordination are
exposed, reducing the sticking coefficient. Oxide growth becomes increasingly limited
by the migration of O atoms into the Cu lattice and the reaction of oxidation at
the oxide-metal interface. Both reactions are limited by the energy available to the
oxygen atoms at the interface to overcome the energy barrier. In the thermal oxidation
process, the only source of energy would be the random thermal fluctuations. Hence,
growth rate is expected to depend mainly on the substrate (thermostat) temperature.
In a plasma-enhanced process, the impinging ions act as additional source of thermal
energy. The thermal spikes created by the ions propagate through the oxide layer and
the Cu lattice, increasing the kinetic energies of the atoms in its path. Only a fraction
of the energy is transferred to the next atom in each collision event. The thermal
spike heats the atoms along the path of its cascade to kinetic energies of several orders
of magnitude higher than the Maxwell-Boltzmann distributed thermal fluctuations
would allow. Such high energies would overcome reaction barriers easily. However, it
is demonstrated next that such highly concentrated energy is only available to atoms
within a few layers of the impact event, because of the fast dissipation. This is the
case with the amorphous copper oxide layers, where non-symmetric environment means
that neighboring atoms do not always exist in the direction of propagation, hence the
energy is more likely to dissipate.

To further explore this point, impact simulations were performed on an identical
oxide surface with a single ion. In these simulations, a snapshot is taken towards the
end of the MD trajectory shown in Figure 3 as the starting point, corresponding to
an thick (> 2nm oxide above the Cu substrate. 500 replica simulations were run in
which one oxygen ion is launched at the surface with a randomly chosen lateral starting

coordinate. The trajectory is followed for  3ps. In Figure 5a-b, an attempt is made
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to calculate the maximum depth of the atoms agitated by the heat spikes and plot
their distribution as a histogram. The penetration depth is defined as the depth of the
deepest atom that has a kinetic energy with probability less than feu; = 1% 107° in the
Maxwell-Boltzmann distribution and is connected by a series of collision events to the
impact site. The specific cutoff probability is motivated by practical purposes: using
a higher probability leads to random thermal fluctuations being mistakenly counted
as ion-induced agitation (see Section S2.4). Hence, the quantitative value of the pene-
tration distance is less significant than the trend, which clearly shows that increasing
the kinetic energy from 10eV (Figure 5a) to 20eV (Figure 5b) shifts the distribution
to larger distances. This observation is reminiscent of the ion implantation technique,
where both the projected range and the straggle increase as the kinetic energy in-
creases. Thus, the ions serve as a transient, anisotropic, high intensity energy source
to help thermally activate the oxidation reaction. This contrasts with the thermal
energy, which is persistent, isotropic, and low in intensity.

In Figure 5¢, a more direct test is performed where either ions or neutrals deposition
were stopped mid-way in the simulation. Comparing the growth trends shows that
oxide film growth slows significantly when either ions or neutrals are stopped. In
particular, stopping the ions slows growth immediately, whereas the effect of stopping

the neutrals does not become apparent until  2ns later. This is fully consistent with

our observation that the growth is accelerateg by the kinetic energy imparted by the
ion. Because the time scale of thermal energy dissipation is short (lasting less than 1
impact event), the directional, intense energy is depleted quickly, which is immediately
reflected in the growth trends.

On the basis of the distinct nature of heat sources, a third regime is likely to be
present where the growth rate is determined by the substrate temperature. However,
extending the simulation long enough to discern this regime is prohibitively expensive.
If the rationale holds, this temperature-limited regime will be present when the oxide

grows beyond the thickness affected by the thermal spikes. As a warning, note that

the 6 ns of simulation time covered does not correspond to the experimental time, since

14



25

120 1
100 -
80 -
60 -
401
20-

0
0 2 4 6 8 101214 16 18 20
100

20

-~

>

Count

A
%

15

] lon/Neutral Stopped

80 10 H

Oxide thickness /

60

Count

40

I ——80°C,20eV, 20 n/i
no neutrals

‘ no ions

1 ] ] ] ]

0 0
0 2 4 6 8 10121416 18 20 0 1 2 3 4 5 6
Spike depth / A

20

Time / ns
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the deposition rate is much higher than what is likely under experimental pressures

(see the comparison in Section S2.2).

0.6
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Figure 6: Bond orientational order parameters for bulk CuO and Cu,0O, used as references for
distinguishing local environments of the oxide slab obtained from MD. The distinguishing feature
is similar g4 parameters and different gg for CuO, but the opposite for Cuy0.

Voronoi tessellation averaged bond orientational order (BOO) parameters is used to

study the crystal structure of the copper oxide layers. 383

It has become a commonly
used tool used to identify different crystalline phases and clusters. Based on spherical
harmonics, these encode the orientations of the bonds around each atom, as given in
Section S2.3. Shown in Figure 6a are the resulting g4 and ¢g parameters for high-
temperature equilibrium MD of supercells of the two copper oxide bulk crystals Cu,O
and CuO. The two structures are clearly distinguishable on this figure. CuO has two

clusters with similar gg parameter values around , 0.40, but different g4 values at

Vv

0.35 and , 0.70, corresponding to O and Cu atoms, respectively. On the other

v v

hand, Cuy0 has two clusters with similar g4 values at  0.50, but different gg values

Vv
centered at v 0.5 and J 0.3, respectively, for O and Cu. The spread is due to thermal
fluctuations as a result of the high-temperature equilibrium MD.

In Figure 7, the calculated BOO parameter are plotted against their vertical co-

ordinate (z-coordinate). For clarity, only g4 is shown. The gg parameters of Cu and

O overlap each other and are shown in Figure S6. The graphs used in Figure 7 are
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Figure 7: Bond orientational order parameter g4 for a range of oxide thicknesses. The structures

used are taken from the Ty = 353 K, Ey, = 20eV,n/i = 10. The z-coordinates of atoms are plotted

against the g4 values, showing a gradual horizontal separation of the Cu atoms from O atoms that

becomes more pronounced as the oxide increase in thickness. The gg parameters are relegated to

supplementary information Figure S6 since the clusters overlap one another. The sharp Cu clusters
toward the bottom of each panel are due to metallic copper atoms near the oxide-metal interface.

extracted from Ts = 353K, Ey = 10eV,n/i = 10 simulations and re-equilibrated at
353 K to remove thermal spikes that may have resulted from recent impact events. The
structures clearly illustrate the growth of an oxide-like local environment, distinct from
the layered pristine copper atoms toward the bottom of each panel. Furthermore, the
parameters indicate the dominance of local CuO-like environment, as indicated by the
segregation of the gy parameters derived from Cu and O into clusters at values of 0.3
and 0.6, respectively. Such segregation is not observed in the very thin oxide of Fig-
ure 7 (a), but becomes pronounced only as the thickness increases. The position of the
clusters stabilize beyond a thickness of 2nm. Comparison with Figure 6 suggests that
the resulting oxide after long exposure to oxygen plasma will have the structure and
composition of CuO. This result is consistent with experimental X-ray photoelectron
spectroscopy study,® although in that case the CuyO is not ruled out. The gg result
suggests no CuyO structure is present (Figure S6). The overall stoichiometry of the
oxide film is close to 1 (see Figure 10 for local atomic concentrations), which agrees
with the analysis of the local environment.

In Figure 7, the point clouds of Cu and O atoms clearly cluster in the g4 2z plane.
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Moreover, there are hints of clustering in the z-coordinate as well. It is suspected that
the repeated ion impact would cause repeated local heating-and-cooling, similar to
annealing. Another set of simulations was performed with the ion addition frequency
maintained at 10000 steps per ion and neutral to ion ratio at 10, but on the smaller
(10 * 10) Cu (100) slab. In Figure 8a, BOO analysis similar to that of Figure 7 is
performed on trajectory obtained using the setup Ts = 353K, E, = 10eV,n/i = 10.
The structure selected is at the end of a 1 ns trajectory. Effectively, the oxygen flux has
increased by a factor of four, compared with the simulation on the (20 % 20) slab. In
other words, the oxygen fluence at the 1 ns simulation time is comparable to that at 4 ns
on the (20x 20) slab. The resulting BOO parameters in Figure 8a show clear clustering
in the z-coordinate. The structure itself shows quasicrystalline CuO regions within J
5 layers above the oxide-metal interface, as also captured by the BOO parameter.
Above the quasicrystalline region, the film is amorphized by presumably repeated
high-energy ion impacts. The segregation in z allows density-based spatial clustering
of applications with noise (DBSCAN) clustering to be performed on the clusters. The
centers of these clusters are shown in Table S2, confirming that the local environment
closely resembles CuQO. The z-coordinates of the clusters are labelled in Figure 8. The
distances between successive Cu and O clusters are calculated to be (1.27 ~ 0.02) A,
whereas the interlayer separation in bulk CuO is 1.28 A along the [001] direction. This
is another indication that the structure is crystalline. Comparing to the simulation
performed with the identical MD T, Ey,n/i parameters but lower deposition rate on
the (20 x 20) surface, at equivalent fluxes, the film thickness is reduced. The same
thickness analysis performed on the (10 10) slab shown in Figure 8 gives thickness of
16.7 A, whereas at the point of equivalent oxygen fluence (4ns), the (20 % 20) slab has
a thickness of 18.6 A, as shown in Figure 4. Considering the quasi-crystalline nature
of the film formed on the (10* 10) surface, this is reasonable since diffusion across the
crystalline region is much more difficult.

It is clear that the (20 % 20) surfaces, with its lower oxygen flux, correspond much

better to experimental conditions. However, at the moment, it is unknown whether
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further decreasing the flux can yield a different growth trend and film morphology.
The results here suggest that 1) the unrealistic ion and neutral fluxes used in plasma-
surface simulation can have a significant impact on the morphology of the simulated
film and 2) it might be possible to control film crystallinity, in addition to thickness,
by controlling the plasma parameters. As technical notes, it is acknowledged that 1)
the observed crystallinity could be induced by the increased artificial periodicity intro-
duced by the smaller lateral dimension. This possibility can be ruled out by performing
a set of simulations on the (20* 20) surface with 4-fold increase in the deposition rate;
and 2) the change in the BOO parameters near the top of the oxide slab seen in
Figures 7 and 8 does not indicate a distinct structure, but is a manifestation of the
unreliable BOO parameters on surfaces due to the tendency of the Voronoi tessellation
definition of the nearest neighbors to overestimate the number of neighbors“?. Lastly,
the above results demonstrate that the accurate machine learning potential is able to
qualitatively capture the phase change from metallic Cu to amorphous CuO,, and fi-
nally to crystalline CuO. Moreover, it did so without any prior assumptions or external
bias potential favoring certain phases. This capability has not been demonstrated by
classical force fields on this system but is essential to model this complex, polyvalent
oxidation process. Whether the transition occurs at accurate energy and time scales
remains to be seen by further studies.

An attempt was made to understand the extent to which oxidation can be described
by a single activated process. A “per-particle temperature” is calculated from the in-
stantaneous particle kinetic energy according to the equipartition principle and used
to obtain the individual contribution CC% as an Arrhenius-type relation (Equation (1)),
where L is the thickness of the oxide layer. The contributions of the individual par-
ticles are averaged to obtain the growth rate 7(L), as a function of film thickness
(Equation (2)). Therefore, the growth rate depends on the distribution of tempera-
tures at different film thicknesses. To obtain this distribution, MD simulations used to
obtain the depth of agitations in Figure 5 were reused, since the deposition frequencies

matched those in long-time MD (Figure 3). The oxide layer is divided into 20 slices
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Figure 8: Bond orientational order parameter (BOO) on (10 x 10) CuO (100) slabs and the
corresponding structure. At 1/4 of the surface area, the ion impact frequency were maintained at
10000 steps per ion. The neutral to ion ratio were kept at 10. This led to a 4-fold increase in
effective ion and neutral flux. The surface temperature is still maintained successfully (i.e. surface
has enough time to cool down before next ion impact. The analysis indicates clustering in the
z-direction, in addition to in the BOO parameter values. Looking at the structure suggests the
presence of crystalline CuO domains.
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along the z-coordinate of the atoms, and the temperature distribution in each slice
was calculated separately within each slice for each atom. Figure S7 provides an ex-
ample. From this temperature distribution, the “per-particle rate” could be calculated
once the apparent activation energy F4 and pre-exponential factor A are specified, as
a function of film thickness. The “per-particle rates” are then averaged within each
slice to obtain a thickness-rate relation. The rate is integrated over time to get the
reproduced film thickness (Equation (3)). Optimization is performed on the objective
function in Equation (4) over F4 and A to minimize the difference between the thick-
ness of the reproduced film and the thickness of the MD simulated film, to obtain the

optimal F4 and the prefactor A,

dL Ex
X

at kT
N
r(L) = % ' % (2)
L™ (t;) = L™ (t;_1) 4+ (L™ (t;i_1))dt (3)

= Yo (L) Lmd(t))? (4)

t=t0,esbisenst
Additional details and intermediate results are given in Section S2.5.

Figure 9 shows the result of this optimization. Fitting E4 and A to the growth
curve of Ty = 353K, Fx = 10eV, n/i = 10 gives an apparent activation energy of
1.0eV. The fit starts at tg > 0 to skip the early growth regime dominated by the
neutral-to-ion ratio, which is not captured by the simple model. Long-time behavior is
emphasized in Equation (4) due to the larger number of points in this region, leading
to the reproduced curve (Figure 9, dashed black curve) lying close to the MD curve
(solid black curve) at 10eV for simulation times beyond 3ns. The discrepancy at
smaller oxide thicknesses cannot be eliminated by adjusting the starting point of the
fit (o) or improving the fitting process. This could indicate more than one activated

process with distinct kinetic parameters, which is reasonable given the different film
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characteristics at different depths, as observed with BOO parameters and the atomic
concentrations. It is possible that the transport of oxygen species is ballistic in the
porous, low-density region near the plasma-oxide interface and activated-diffusional
near the high-density oxide-metal interface. Another explanation for the initial mis-
match could be the unrealistic zeroth-order assumption in the form of the rate law.
As shown next, the existence of a chemical driving force suggests that the oxidation
process is not of the zeroth order even for thick oxides. At the long-time limit, the
growth rates are well captured by the fitting. Note that the kinetic parameters fitted
to the temperature distribution from 10eV ion impacts can be used to directly pre-
dict the growth curves of 20 eV ion impacts(Figure 9, red curves), suggesting that the

rate-limiting process is independent of the kinetic energy of the ion.
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Figure 9: Comparison of the fitted thickness curve to the MD result. The apparent acti-
vation energy F4 and pre-exponential factor A is fitted to the thickness-time relation of the
T, = 353K, Er, = 10eV,n/i = 10 trajectory from the temperature distribution obtained using
Ej = 10eV ions. The resulting optimal values of F4 = 1.01eV and A = 5.63 % 10" nm/ns are used
to reproduce the Ty = 353K, Ey, = 10eV,n/i = 10 and Ty = 353K, E}y, = 20eV,n/i = 10, using
temperature distribution obtained using E; = 10eV and Ej, = 20eV, respectively.

The fitted activation barrier can be compared to a direct calculation of the diffusion
barriers in well-defined lattices. The activation energy of oxygen diffusion in crystalline
copper has been experimentally reported to be in the range of 0.6 eV to 0.7 eV 4142 and
computationally calculated to be around 0.5eV 3. The fitted result indicates that the
plasma oxidation process is quite different from the diffusion of oxygen atom impurities
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in copper lattice. On the other hand, the barrier to oxygen vacancy diffusion in CuO
is calculated to be 1.11eV*, suggesting that O vacancy diffusion could be a mediating
mechanism for oxide growth, although a closer atomic level analysis of the trajectories
is needed to fully establish this. In Figure S10 we provide NNP-based nudged elastic
band calculation of the diffusion barriers, showing excellent agreement to literature
DFT values, again demonstrating the accuracy of the model.

The internal structure of the modeled oxide film can be considered to have two
parts. The atomic concentrations of the O and Cu atoms are shown in Figure 10 as a
function of thickness. It suggests that the film has a porous region within 1 nm below
the oxide-plasma surface, indicated by the lower overall density, and a dense region
beyond. In the dense region, a gradient of oxygen and copper concentration can be
seen. The observed gradient is not a result of an uneven oxidation front: The onset of

the gradient, at 8 A above the oxidation front (as defined in Section S2.1), does not

have local enviro\rfments of metallic copper, as indicated by the bond orientation order
parameters. The existence of such a concentration gradient (and thus the chemical
potential gradient) indicates a chemical driving force behind the growth phenomena
observed collectively in Figure 4. It also explains the trend observed when the neutrals
are removed from the simulation (Figure 5c), where the growth seems to follow the case
with both ions and neutrals for y 2ns, but eventually becomes slower. Without the
frequent addition of neutral oxygen species to the plasma-oxide interface, the infrequent
ion addition alone cannot sustain the same concentration gradient for long. Once
the driving force of the chemical potential is gone, the growth slows. The time lag
between stopping the neutrals and significant slowdown of the growth is related to
the characteristic mass diffusion time scale in the oxide film, which is certainly much
greater than the thermal diffusion time scale. Recalling the temperature gradient
discussed earlier, the plasma oxidation shows an ion-neutral synergy similar to that
observed in reactive ion etch (RIE). Namely, two gradients are required to sustain fast

growth: the chemical potential gradient provided by the neutrals, and energy gradient

provided by the ions. This explains the effect of stopping ions or neutrals in Figure 5c.
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Figure 10: Atomic concentration in the oxide film. The film is taken from the T; = 353 K, F} =
20eV,n/i = 10 trajectory at time ¢ = 5.54ns. The result here indicate a porous region where the
total atomic density is lower, a dense region where the Cu and O concentration is nearly constant,
a region where a concentration gradient of O is observed.

Some clarification is due in relation to a recent contribution by Kunze et. al.,*°
where in situ observation of plasma oxidation of single-crystal copper metal at room
temperature was reported. In their experiments on Cu (100), only CuyO was observed
initially, and only prolonged exposure leads to a “sandwich” structure of CuO, CuyO
and Cu. This is consistent with ez situ XPS results under conditions targeted by our
model showing the existence of CuO.® The “sandwich” structure is not observed in
the current MD simulation, likely due to the much lower thickness that we were able
to reach in the MD simulation: while a concentration gradient is observed in our MD
structures, a CuyO-like environment is not observed via the BOO parameters. The
molecular dynamics technique also does not provide electronic structure information,
preventing a direct comparison with the auger electron spectroscopy (AES) and near-
edge X-ray absorption fine structure (NEXAFS) characterizations. Fundamentally, our
MD simulation only probes the very initial, transient stage of the oxidation process, on
the order of nanoseconds to microseconds. To be directly comparable, the notorious
time scale gap in MD will need to be bridged.

Important differences exist between the work of Kunze et. al. and the target ex-
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perimental process in this work. First, the pressures used in Kunzeet. al. are at least
two orders of magnitude lower than the experimental process targeted by our model.
For thermal oxidation, higher pressure and longer exposure times favor the forma-
tion of CuO over Cuy0, and lead to a similar “sandwich” structure at intermediate
temperatures. > An analogous phenomenon seems to be present when comparing the
LEEM (low energy electron microscopy) result with the NEXAFS result in Kunze et.
al., conducted at different pressures. It is possible that increasing the pressure by 2
more orders of magnitude, as in our target process, will further diminish CuO. Second,
the differences in substrate bias (400V DC versus unbiased) and the plasma source
(electron cyclotron resonance, ECR ws. inductive coupled plasma, ICP) could lead to
different plasma densities and ion energy distributions. These considerations highlight
the complexity of plasma reactions and the need for further work.

A strategy is proposed to achieve a self-limited oxidation layer in plasma process-
ing. Because oxidation beyond the first few layers, as demonstrated here, is mostly a
diffusion-limited process, to contain a diffusion process to the surface, the substrate
temperature itself should be lowered to the point where diffusion practically stops dur-
ing the processing time window. The thickness is then tuned by varying the plasma
power, which affects the kinetic energy of the ions and, in turn, the penetration thick-
ness of the thermal spike. The thickness of the oxide created will be self-limiting in
the sense that it depends only on the kinetic energy but not on the exposure time.
This can lead to a feasible ALE process if the temperature can be cycled between
the steps, since the subsequent removal step requires in general higher temperatures
to facilitate etching product desorption. Increasing the plasma power is expected to
give films with higher crystallinity since the impact frequency is higher. While this is
beneficial for self-limiting the oxidation, since a more crystalline film is shown to slow
oxidation down in this study, crystalline films may be more difficult to etch for the
subsequent removal step. 46

To ensure the results is not particular to the Cu (100) slab, similar long-time MD

simulations were performed on the Cu (111) surface. Figure S12 shows the evolution
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of the chosen rectangular unit cell on the Cu(111) surface, and Figure S11 shows
the thickness and oxygen content as functions of simulation time. Since the noise
is considerably higher due to the smaller number of atoms per layer, the analysis of
thermal spike penetration, local concentration gradient, etc. is not performed. The
surface undergoes similar stages of oxidation. The thickness and oxygen incorporation
curves show similar kinetic energy controlled behavior, as on the (100) surface(see
Figure S11). Since the kinetic energy of the ions is much higher than the energies
of Cu-Cu and CuO bonds, both surfaces should respond similarly. Since (111) and
(100) are the low-energy surfaces exposed in equilibrium conditions, qualitatively the
conclusions should hold on practical polycrystalline Cu surfaces. Quantitatively, the

close-packed [111] direction is expected to slow down diffusion.

Conclusions

A machine learning potential is developed and validated for the Cu/O system that
covers atomic and molecular adsorption with initial kinetic energies up to 20eV. While
the potential was used to study plasma oxidation of copper, the approach used is quite
general and could be extended to other binary metal-modifier interactions, limited only
by the ability of the underlying electronic structure method to produce a large set of
consistent and accurate training data. The results demonstrate that the oxidation
under reported experimental conditions is not self-limiting, in agreement with the
experimental observations. The oxide film is shown to be porous and amorphous CuO
on top of a potentially crystalline CuO. Whether a crystalline CuO phase is formed
depends sensitively on the ion flux and neutral flux used in the simulation. No CuyO
can be identified from the MD simulations under our chosen conditions. The oxidation
trajectories are explained in terms of an interplay between thermal fluctuation at
nominal process temperature and transient, intense thermal agitations resulting from
ion impacts. Namely, higher energy ions deliver thermal energy deeper into the oxide

film, accelerating diffusion/interface reaction in the substrate. Ion impact is found
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to create a non-equilibrium “temperature gradient” inside the oxide film, which is
subsequently fitted to the oxide growth rate to obtain an apparent activation energy

of 1.0eV, , 30% higher than that of oxygen diffusion in Cu. On the other hand,

an abundar\l/ce of the reactive neutral species is also important because they provide
a chemical potential gradient through the film, driving the oxidation front forward.
The immediate consequences for creating a self-limited oxidation process is that low-
temperature substrate should be used whenever possible to limit the uncontrolled

vertical oxidation. The thickness and potential film morphology at the atomic scale

could then be controlled via plasma power.

Methods

All electronic structure calculations are performed with the density functional theory as
implemented in the Vienna ab initio Simulation Package (VASP).47 4 The electron-ion
interactions are treated using the projector augmented wave (PAW) method®” and the
valence one-electron functions are developed on a basis set of plane waves. The PBE
exchange-correlation functional®! is used throughout. While it is true that hybrid-
functional generally yield better descriptions of metal oxides, it is inapplicable due
to the computational cost (see Section S1.1) and its poor description of the pristine
metal. The bulk crystal parameters are obtained by a two-step direct volume relaxation
starting from their experimental values. 2 For all systems, the cutoff energy of the plane
wave basis is set to 460 eV. The energies are converged to 107% eV. For the metal slabs
in the training set calculations, second-order Methfessel-Paxton smearing was used
with a width of 0.2eV. For the oxides, Gaussian smearing with a width of 0.02eV
was used. All calculations were done spin-polarized. Magnetism in most cases is small
(< 3up for the (3% 3) slab) but not negligible.

The molecular dynamics simulations were performed using the Large-scale Atomic
/ Molecular Massively Parallel Simulator (LAMMPS).?3, in conjunction with the

ReaxFF package® and the NNP interface to the n2p2 neural network potential li-
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brary.?>. Details about MD simulation (e.g. choice of time step size, thermostatting,
time integration, etc.) are given in Section S1.4. The standalone ReaxFF package was
used to reparameterize the inner-wall parameters to stabilize the very initial ReaxFF
simulations.

The atomic neural networks of Cu and O consist of 85 nodes in the input layer and
2 hidden layers with 30 nodes each. Neural network potential training was carried out
using n2p2’s training routines (nnp-train).%¢. The procedure is discussed in detail in
Section S1.5. Additional computational details on the architecture of the network are
given in Section S1.2.

There are several types of structures used in the training set generation and pro-
duction MD simulations. Throughout this paper, the convension (w * [ t) is used in
denoting the dimension of the slab, where w, [, and ¢ refer to the width, the length,
and the thickness of the slab structure with reference to the conventional Cu(100)
primitive surface cell (1 atom, single layer). In training set generation, the majority
of the structures started from a Cu(100) (3 * 3 % 5) surface which is subsequently
oxidized. A small subset of training MD simulation started with (3% 3% 10) Cu(100)
surfaces. For these surfaces, a (3 3% 1) k-space mesh was used. Furthermore, bulk
oxide structures Cu,O and CuO were used with (2 % 2% 2) supercells of conventional
unit cell for both. The reciprocal space was sampled with (3% 3% 3) and (5% 5% 3)
meshes for Cu,O and CuO, respectively. For the production MD (simulations used to
obtain the results), the Cu(100) surface was expanded to a (20 * 20) surface cell in
all cases except for results used in Figure 8, which considers a (10 % 10) surface cell.
Additionally, a (8Jf 3% 8Jr 3) supercell for the Cu(111) surface was used in Section S4.
In these simulations, the number of layers is not of interest because the oxide never
exhausted the copper layers.

To train a neural network that is able to describe all the stages of oxidation
(chemisorption, surface oxide growth, and bulk oxide growth), an iterative approach
based on molecular dynamics was adopted. This procedure requires a starting energy

engine to generate the very first dataset. For the present study, a ReaxFF parame-
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" was chosen. A slight reparametrization of the

terization reported in the literature®
inner-wall repulsion terms was necessary to stabilize the training set generation MD
simulations, as the original potential was used for thermal surface catalysis conditions.
Details of this modification can be found in Section S1.5.1. After MD; was gener-
ated, ReaxFF is no longer used. This leads to the dataset MDg, used to train the

first-generation NNPy. After this point, the approach is summarized in the following

steps:
1. Starting with potential NNP;, trained using MD; and possibly earlier datasets.

2. Perform MD simulations for training set generation using NNP;, using setup

similar to production MD, but on small substrates efficient for DFT.

3. Using DFT, calculate the ground state energies and forces on the snapshots ex-
tracted from the trajectories. This yields MD,; 1. In this case, Y 1000 structures

was included every iteration. This number is not optimized and is likely to be

more than what is necessary.

4. If NNP; gives low errors (< 5meV/atom) relative to DFT, stop. Else, add
MD;41 to the dataset, or replace the whole dataset with MD,;;. Whether the
new dataset is used to (partially) compound or replace the existing dataset is
mainly motivated by the need to keep the size of the training set manageable in
terms of training time. Note that often it is reasonable to replace the old datasets
with the new ones because the PES covered by the new dataset encompasses that

of the old one, in addition to better sampling the configurations reachable in the

DFT PES.
5. Using the new dataset, retrain to obtain NNP;, 1, and repeat.

Note that, while the training procedure is applicable to different substrate/modifier
pairs, a usable interaction potential may not always be available. In that case, this step
can be replaced with DFT-driven ab initio molecular dynamics at crude computational
accuracy, or a semi-empirical method.

The training set generation MD involves oxygen species (O, at early iterations,
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O atoms at late iterations) impacting Cu(100) (3 * 3) surfaces. The snapshots were
sampled to focus on the impact events (see Section S1.5.2). Data cleaning is done before
and after DFT calculations, based on geometric and energetic criteria, respectively (see
Section S1.5.3).

In the procedure described above, when the neural network potential is deemed to
perform similarly well on the predicted snapshots as on the training snapshots, the
training is stopped. At this point, the kinetic energy Ej increases or the molecular
species are replaced with the atomic species. To cover the 0eV to 20eV kinetic energy
range, the projectile is gradually changed from 10eV molecular, to 10eV atomic, to
20 eV molecular, to 20eV atomic. Given that the bond energy of O, is 5.16 eV, using

atomic projectile is equivalent to molecular projectiles with 5eV higher kinetic

energy. Thus, this method is equivalent to ramping up the k\i/netic energy in steps
of 5eV, while keeping the network aware of both O, and O interactions. This can
be considered as an outer training loop on an energy scale. The details are given in
Section S1.5.4.

During testing simulations using early parameterization, it was observed that oxy-
gen molecules occasionally form large adsorbed clusters on the oxide surface. The
root cause of these clearly unphysical phenomena is found to be some incorrect be-
havior of the potential energy surface at short O4-O4 separation from the underlying
electronic structure method. Figure 11 shows the potential energy surfaces of quintet
(32; . ¥, ) and singlet (A, +1 A,) dimers. At typical van der Waals distances
(d > J 3.5A), the quintet is J 2eV more stable than the singlet, in accordance with
the well-known singlet-triplet energy difference of O,.°® The adjacent triplet molecules
adopt an antiferromagnetic (AFM) coupling to form an overall singlet ground state
complex, qualitatively consistent with the literature.?® At d < 2.3 A, however, the PBE
functional erroneously gives a stabilization of the singlet state on each O, molecule,
(*Ay 41 Ay), resulting in a strong attractive interaction at too short distances com-

pared with experimental intermolecular potentials and high-level multireference cal-

culations.®62 On such structures, DFT electronic relaxation adopts the unphysical
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singlet configuration(!A,+!A,), which is only 0.7 eV above the van der Waals distance
minimum(?)Z; +3 ¥, ), and hence will be easily reached in impact dynamics simula-
tions if the DFT-based “ground state” PES is followed blindly. A better description
can be obtained by forcing the O, molecules to maintain a triplet state, as in the
most stable configuration at van der Waals separation distance. Note that the erro-
neous and strong binding state is unrelated to the well-known true and weak binding

state (at d > 3 A, regardless of spin state), which is captured by PBE and high-level

wavefunction methods alike. 63:64
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Figure 11: Comparison of the potential energy surfaces of O, complex in the “H” configuration,
shown in inset. The corrected NNP is shown to follow the triplet state PES.

To fix the clustering problem, additional cleaning was performed to automatically
remove problematic configurations with inter-O, distances smaller than 2.2A from
the training set. The “correct” dimer interaction is added back to the dataset by
performing new O,-O, interaction MD simulations (data set 04). In these simulations,
two O, molecules are placed in a large simulation box and attached to each other by
a spring. High-temperature MD is run to sample a total of 1990 configurations, which
were subsequently calculated with DFT and forcing the high-spin state. Including this
augmentational dataset leads to DFT PES being closely followed by the NNP (see
Figure S4).

The solution here (to the first problem) effectively used an overwhelming number
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of data points forced to have the correct orbital occupations to “convince” the model
that the few lower energy points remaining in the dataset are outliers, and “drag” the
model back to give the correct description. The successful application of this approach
relied on two aspects: 1) the poorly described part of the potential energy surface can
be isolated and is explainable using chemical reasoning. In other words, the deficiency
in the underlying electronic structure method is clearly identifiable and the design
of the correction data set (molecular O,-O, interaction) is possible; 2) the correction
dataset is much less computationally intensive than the problematic dataset. For
situations with a larger chemical search space, both may become impossible. The error
introduced by fluctuating orbital/band occupations when the underlying electronic
structure method is applied to a large, diverse set of systems could become a major
obstacle in parameterizing machine learning potentials.

In addition to the o4 sub-dataset, other sub-datasets are used to correct for techni-
cal problems such as slight extrapolation when the cell size increased. The discussion
of these sub-datasets is relegated to the Supplementary Information. The overall en-
ergy error of the resulting network is 4.17meV /atom, and the overall force error is
0.11eV/ A. The accuracy on each sub-dataset is shown in Figure S5. It can be seen
that all of the datasets have similarly low energy errors. The average adsorption ener-
gies on representative configurations from 3 different phases of oxidation are shown in
Figure 12. Two types of slab structures are used: the (6% 6x 3) slab and the (3% 3% 10)
slab. These structures are chosen as surrogates for the (20* 20) production size slabs,
since the latter is prohibitively expensive to calculate directly. Despite the adsorption
energy being a stricter test than the error per atom, the final neural network performed
well to give adsorption energies within 0.1eV for most of the configurations. In the
worst case, the adsorption energy is within 0.2eV of the DFT value. Note that this
accuracy is close to the inherent error in DFT itself.

Following many machine-learning potential studies in the literature, the ground
state potential energy surface is used to parametrize our model. As a word of caution,

this PES is only valid under the Born-Oppenheimer approximation where the motion
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of the nuclei is assumed to be much slower than the electrons, so that the electrons
always have sufficient time to relax to the ground state specified by the nuclei positions.
Given our target application of plasma-surface interactions, this approximation may
not hold when the ions are moving at velocities far exceeding thermal velocities. The
error introduced by using the ground state PES is quantified via the local density
friction approximation, which is exact in the limit of an ion moving in a homogeneous
electron gas. The resulting friction force are evaluated (see Section S1.3) to be small
compared with the errors of the neural network potential, and hence ignored. Also
note that there is no concern about ion kinetic energy exciting the vibrational modes
since O atoms are used in the production simulations.

As validation specific to the target plasma oxidation process, the potential energy
surfaces that would be explored during oxygen impact on the metal surface are probed
by manually placing adsorbates at short distances above the pristine Cu surface. Three
surface sites (top, bridge, and hollow) are probed with atomic oxygen(Figure 13a),
vertical (Figure 13b) and flat (Figure 13c) Oy molecules. The structures are illustrated
in Figure S5. Very good agreement between the DFT value and the NNP prediction
is found up to 20eV above the minimum energy adsorption height. Based on these
observations, it is safe to conclude that the neural network potential can reproduce

Cu-O interaction for the purpose of simulating plasma-metal surface interaction.

Supporting Information

Additional information including attempts at using higher level of theory, quantifica-
tion of errors introduced by the adiabatic PES assumption, details of the MD setup,
reparametrization of ReaxFF as the starting point for dataset generation, methods
of quantifying oxide film thickness, comparison of theoretical and realistic deposition
rates, characterizations of the oxide film composition, intermediate results for fitting
the diffusion apparent activation energy, and details of direct calculation of the diffu-

sion barrier.
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