COMPOSITIO MATHEMATICA

Regular integral models for Shimura varieties
of orthogonal type

G. Pappas and 1. Zachos

Compositio Math. 158 (2022), 831 867.

doi:10.1112/50010437X22007370

LONDON
FOUNDATION 7 N | MATHEMATICAL
COMPOSITIO \. ¢ |SOCIETY
MATHEMATICA AT | EsT 1865

https://doi.org/10.1112/50010437X22007370 Published online by Cambridge University Press @ CrossMark



<</\ Compositio Math. 158 (2022) 831-867

/ doi:10.1112/S0010437X22007370

Regular integral models for Shimura varieties
of orthogonal type

G. Pappas and I. Zachos

ABSTRACT

We consider Shimura varieties for orthogonal or spin groups acting on hermitian
symmetric domains of type IV. We give regular p-adic integral models for these varieties
over odd primes p at which the level subgroup is the connected stabilizer of a vertex
lattice in the orthogonal space. Our construction is obtained by combining results of
Kisin and the first author with an explicit presentation and resolution of a corresponding
local model.
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1. Introduction

1.1 This paper makes a contribution towards the goal of constructing regular integral models
for Shimura varieties over places of bad reduction. Constructing and understanding such well-
behaved integral models is an interesting and hard problem whose solution has many applications
to number theory. The Shimura varieties we are considering here are of orthogonal type and are
quotients of hermitian symmetric domains of type IV. They are associated to spin or orthogonal
groups for a rational quadratic space (V, Q) of dimension d with real signature (d — 2,2). When
d > 7, these Shimura varieties are not of PEL type and so they cannot be given directly as moduli
spaces of abelian varieties with polarization, endomorphisms and level structure. However, they
are always either of Hodge or of abelian type. So, they can still be constructed using a relation
to Siegel moduli spaces, that is, to moduli spaces of polarized abelian varieties.

Shimura varieties have canonical models over the ‘reflex’ number field. In the cases we con-
sider here the reflex field is the field of rational numbers Q. They are also expected to afford
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G. PAPPAS AND 1. ZACHOS

reasonable integral models. However, the behavior of these depends very much on the ‘level sub-
group’. Here, we consider level subgroups determined by the choice of a lattice A C V' on which
the quadratic form takes integral values, that is, for which

AcCAY

where AV is the dual lattice. In fact, we study p-adic integral models and their reduction over
odd primes p at which the p-power part of the discriminant module AV /A is annihilated by p.
The level subgroup at p is parahoric in the Bruhat—Tits sense and this allows us to apply the
results of the first author and Kisin [KP18] and construct a p-adic integral model with controlled
singularities. We then build on this and, by using work of the second author in [Zac20], we study
and resolve the singularities. This leads to regular models for these Shimura varieties over the
p-adic integers Z,. The models we construct have very simple local structure: their fibers over
p are divisors with normal crossings, with multiplicities 1 or 2, and with no more than three
branches intersecting at a point. We expect that our construction will find applications to the
study of arithmetic intersections of special cycles and Kudla’s program. (See [AGHM18] for an
important application of integral models of spin/orthogonal Shimura varieties to number theory.)

1.2 Let us give some details. For technical reasons, it is simpler to discuss Shimura varieties
for the group G = GSpin(V, Q) of spinor similitudes. We take X to be the corresponding her-
mitian symmetric domain of type IV (see §7). Let p be an odd prime and choose a Z,-lattice
A CV ®gQ, with pAY C A C AV. The lattice defines the parahoric subgroup

Ky = {g € GSpin(V ®q Qp) | gAg~" = A, n(9) € Z)}

which we fix below. (Here, 7 : GSpin(V ®q Q) — Q, is the spinor similitude character, and
for v € V ®g Qp, gvg! is defined using the Clifford algebra; see §§2.3, 2.5.) Choose also a
sufficiently small compact open subgroup KP? of the prime-to-p finite adelic points G(A]}) of
G and set K = KPK,,. The Shimura variety Shg (G, X) with complex points

Shg (G, X)(C) = GQ\X x G(Af)/K

is of Hodge type and has a canonical model over the reflex field Q. The following result is a
special case of [KP18, Theorem 4.2.7]; see also [Pap18, Theorem 3.7].

THEOREM 1.2.1. There is a scheme ./ (G, X), flat over Spec (Z,), with
yK(G7X) ®Zp Qp = ShK(G7 X) ®Q QZN
and which supports a ‘local model diagram’

k(G X)
y XK) (1.2.2)
Ik (G, X) Me¢(A)
such that:

(a) mk is a G-torsor for the parahoric group scheme G that corresponds to Kp;
(b) qx is smooth and G-equivariant.

In the above result, G is the smooth connected Bruhat-Tits group scheme over Spec (Zj)

such that
- g®Zp Qp:G®Q@pa
- g(Zp) - Kp?
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and M'¢(A) is the ‘local model’ as defined by the first author and X. Zhu [PZ13] (following
previous work by Rapoport and Zink [RZ96] and others).

The integral model .7k (G, X) satisfies several additional properties; see [KP18] and §7. In
fact, it is ‘canonical’ in the sense of [Pap20]. Set ¢ = length; (AY/A) and é. = min(d,d —d).
When 6, = 0, we have that A =AY or A =AY, the parahoric group K, is hyperspecial, and
both M'¢(A) and .k (G, X) are smooth over Z,. This is the case of good reduction studied
in general by Kisin in [Kis10]. In what follows, we will exclude the case ¢, = 0, which, for the
goals of this paper, holds no interest. When §, = 1, both M!°¢(A) and .7 (G, X) are regular, as
established by Madapusi Pera [Mad16] (see also [HPR20, 12.7.2]).

Note that, since G is smooth, properties (a) and (b) imply that every point of .k (G, X) has
an étale neighborhood which is also étale over the local model M°¢(A). The local model M°¢(A)
is a flat projective scheme over Spec (Z,) with G-action. It is a Z,-model of the compact dual
XV of the hermitian domain X. Here, the compact dual XV is the quadric hypersuface Q(V) in
P4=1 which parametrizes isotropic lines L C V. Hence, the local model M!°¢(A) is a distinguished
Zp-model of the quadric Q(V') obtained from the lattice A. It is a ‘p-adic degeneration’ of the
quadric hypersurface Q(V).

Note that P(A) is a distinguished Zp)-model of the projective space P(V'). One could hope
that M'°°(A) is the flat closure of Q(Vg,) C P(Vg,) in P(A), but this is not true unless 6, = 0
or 6, = 1. The next naive guess is that M'°°(A) is isomorphic to the flat closure of Q(Vg,) C
P(Vg,) x P(Vg,) in P(A) x P(AY), but this is also not correct (see below). Nevertheless, the
relation of the local model M!°¢(A) to this last flat closure, which we denote by Q(A, AY) and call a
‘linked quadric’, plays an important role in our discussion. Let us mention here that local models
for Shimura varieties of PEL type have been studied using connections to linked Grassmannians
and other classical algebraic varieties (see [PRS13]). The current paper extends this to the
first non-trivial non-PEL type case. The plot now thickens because the Hodge type Shimura
cocharacter of the orthogonal group is no longer minuscule in the standard representation. So, one
should not really expect a straightforward embedding of the local model in the standard linked
Grassmannian. To understand M'°°(A) one needs either to use a spin representation (which has
very high dimension), or to apply directly the definition of M!°¢(A) [PZ13] via Beilinson-Drinfeld
affine Grassmannians. The latter route was taken by the second author in his thesis [Zac20] to
obtain an explicit description of a dense open affine chart as we explain below.

Note that the G-action of M'°°(A) has only a finite number of orbits (parametrized by the
u-admissible set) and there is a unique closed orbit given by a distinguished point * in the special
fiber of M'°¢(A), which we call the ‘worst point’.

Set Z = (zj) € Mat;y(4—s). Denote by @gx(d_é) ={Z|N2Z=0}C Matsy (4—s5) the deter-
minantal subscheme (a Segre cone) of the affine space of matrices Z over Spec(Z,) given by
the vanishing of all 2 x 2 minors of Z. For simplicity, we assume that the quadratic form on
V ®q Qp is split or quasi-split. (We can always reduce to this case after base-changing to Q,2.).
The following result is essentially shown in [Zac20], but is stated there in a different form.

THEOREM 1.2.2. There exists an open affine chart U C M'°¢(A) which contains the worst point
x and which is isomorphic to the closed subscheme of the determinantal scheme @gx( d—5) given
by the quadratic equation

Z Zid—o+1—jZo+1—if = —4P.
1<i<6, 1<j<d—6

Observe that the open subscheme U intersects every G-orbit in M'°¢(A), since it contains the
unique closed G-orbit *. Hence, U ‘captures all the singularities’ of MIOC(A) and hence also of
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Kk (G, X). When §, =1, it is an open affine in the quadric Q(A). The case d. = 1 was studied
in [Mad16, HPR20]. For &, > 2, the schemes M'°°(A) and U are harder to understand. Let us
add that, for d, # 0, none of these models is smooth or semi-stable (as also follows from the
result of [HPR20]). The level subgroup which is the stabilizer of a pair of lattices (Ao, A1) with
mho C A1 C Ap and AY = Ag, AY =p~1A; gives a semi-stable model, as was first shown by
Faltings [Fall6], but it is not of the type considered here.

1.3 We can now consider the blow-up of M'°®(A) at the worst point *. This gives a G-birational
projective morphism

P MPHA) — MPC(A).
Using the explicit description of U above, we show the following theorem.

THEOREM 1.3.1. The scheme MP'(A) is regular and has special fiber a divisor with nor-
mal crossings. In fact, MPY(A) is covered by open subschemes which are smooth over
Spec (Zy[u, z,y]/(uw*zy — p)) when 8, > 2, or over Spec (Z[u, x]/(u*x — p)) when &, = 1.

We quickly see that the corresponding blow-up .5*(G, X) of the integral model % (G, X)
inherits the same nice properties as MP!(A). In fact, there is a local model diagram for .75 %(G, X)
similar to (1.2.2) but with M'°°(A) replaced by MP!(A). See Theorem 7.2.1 for the precise state-
ment about the model er(e (@G, X); this theorem is the main result of the paper. The construction
of 1 8(G, X) from rP! and the local model diagram (1.2.2) is an example of a ‘linear modification’
in the sense of [Pap00].

1.4 To understand the full picture, we also give two alternative descriptions of the resolution
Pl MPY(A) — M°¢(A).
The first is partially moduli-theoretic and is inspired by a classical idea. The determinantal

scheme 22, = {A € Mat, %, | A24 = 0} can be resolved by considering
D2 m = {(A, L) € Matyum x P"1 | A2A =0, Im(A) C L}

which maps birationally to %2,,, by the forgetful map (A, L) — A. This leads to the definition

of a G-equivariant birational morphism
r: M(A) — M°¢(A)
which we then show agrees with the blow-up rP' via a G-equivariant isomorphism
M(A) ~ MPYA). (1.4.1)
The second description relates M!°¢(A) to the classical linked quadric Q(A,AY). We show
that there is a blow-up Q(A, AY) — Q(A, AY) along an irreducible component of the special fiber

of Q(A, AY) (this component is a divisor which is not Cartier) and a G-equivariant isomorphism

Q(A, AY) ~ MM(A). (1.4.2)
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The proofs of the two isomorphisms (1.4.1) and (1.4.2) are intertwined. As a result, we have a
diagram of G-equivariant birational projective morphisms

Mbl(A)

" \ (1.4.3)

Mloc(A) Q(A,AY)

and we can pass from the linked quadric Q(A, AY) to M'°¢(A) as follows. We first blow up along an
irreducible component Z; (a non-Cartier divisor if §, > 2) of the special fiber of Q(A, AY). Then
we blow the proper transform P9—! x P11 = 7, Q(A, AY) of another irreducible component
Zy down to the point *, to obtain M°¢(A).

Let us mention here that families of degenerating quadrics, like the schemes M!°¢(A) and
Q(A, AY), are objects of the old theory of complete quadrics (see [DGMPS88] and the references
there). An interesting problem is to reinterpret our constructions within the framework of this
classical theory.

1.5 In the above, we only discussed Shimura varieties for G = GSpin(V'). However, the results
also apply to G = SO(V) (see §7.3), and can be used for other related groups. For example,
we can consider groups of the form Resz/q(Gr), where Gr = GSpin(Vp), or G = SO(Vp), for a
quadratic space Vg over the number field F', provided F' is unramified over p. In that case, the
local models over p are given as d-fold products of the local models above, and we can construct
integral models of Shimura varieties by using the products of the corresponding resolutions. After
certain explicit blow-ups of these products, we can also obtain regular integral models. Similarly,
we can apply these results to obtain regular (formal) models of the corresponding Rapoport—Zink
spaces constructed in [HK19, §5].

2. Preliminaries: quadratic forms, lattices and spinors

2.1 Quadratic forms and lattices
Let us fix an odd prime p and consider a finite field extension F//Q,,. Let O = OF be the ring of
integers and let 7 be a uniformizer of ©. We will denote by k = O/(7) the residue field and by k
an algebraic closure of k. Denote also by F the completion of the maximal unramified extension
of F in an algebraic closure F' and by O the integers of F. We can assume k = O/().

Let V be an F-vector space of dimension d and fix

(,):VxV —=F,
a non-degenerate symmetric F-bilinear form. Set
Q(U) = %<U7U>7

for the associated quadratic form @ : V' — F. We assume that d > 5 throughout.
If A C V is an O-lattice, we set

A ={veV|(v,a) €O, Vaec A}

for the dual of A. In what follows, we will fix a ‘vertex lattice’ A in V. By definition this is an
O-lattice A such that

7AY c A cC AY.
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Set 6(A) := lengthy(AY/A) = dimy(AY/A), 6. = min(d,d — §). We will often assume 6(A) < d/2.
Indeed, we can always replace the form by a multiple and exchange the roles of A and AV to
come to this situation. Then d, = 4.

The form (,) induces symmetric O-bilinear forms

(V:AxA—0O, 7(,): AV x A — 0.
We also obtain perfect symmetric k-bilinear forms
(1 A/TAY < AJTAY — Kk, () AY/Ax AY/A — K,
given by (z,y)1 = (z,y) mod (), (z,y)2 = m(x,y) mod ().

2.2 Normal forms
As in [RZ96, Appendix, Lemma A.25], we can write
A=MoN, AN =Manr!N,

where M, N are free Op-submodules such that (M, N) =0 and with the property that
the form (,) is perfect on M and w7~ !(,) is perfect on N. In fact, by [RZ96, Appendix,
Proposition A.21], after a finite unramified base change F’'/F we can find an Op-basis {e;}
of A ®p, Op, that is, write

d
A@F, =A®o, Op = @OF/ - €
=1

such that exactly one of the following cases occurs.
(1) d=2n, §(A) = 2r:
Ao, = (1, senv) D (En—ri1s - enir) © (Entrtt, .-+, €4d),
M= (e1,...,en—r) D (entr+is---s€d)s N =(€n—rt1,---)Cntr),
with (ej, eqr1—;) =05, fori<n—r+1lorn+r <i,
(€isedp1—j) = w5, form—r+1<i<n+r.
(2) d=2n, 6(A) =2r + 1:

Ao, = (e, senr 1) D (en—rs-- - n-1) ® (en,nt1) © (eng2, -+ s €ntrr1) D (Engrias-- -, €d),
M = (617 e 7671—7’—1) S7] (en-i-l) S¥ (en+7‘+27 ceey ed)a
N = (enrreerCn1) ® (en) @ (€ntar- - enrit)

with (ej, eqr1—5) =6, fori<n—rorn+r+1<i,
(€iredi1—j) = o5, forn—r<i<n+r+1,i#n, i#n+1,
(enyen) =7, (ent1,ent1) =1, (en,eng1) =0.
(B3)d=2n+1, 6(A) =2r:
Ao, = (1, senr) D (En—ri1s-- - en) © (ent1) ® (€nt2s-- s niri1) © (Entri2, -5 €d),

M = (617 ) enfr) @ (€n+1) ® (en+r+Za ceey 6d)a

N = (en—r—i-ly S en) D (€n+2u ce 7€n+r+1)7
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with  (e;,eqy1-5) =035, fori<n+1l—rori=n+lorn+14+r<i,
(€i,eqy1—j) = w05, forn+1—-—r<i<n4+1+r andi#n+1
(4)d=2n+1,0(A)=2r+1:

AOF/ = (617 ey en—r) S (en—r—i-la ey en+r+1) ©® (en+r+2, ) 6d)7
M = (617 S en—r) @ (en+7"+27 S ed)a N = (en—r—l—h cee €n+r+1)7

with (ej, eqr1—j) =05, fori<n+1l—-—rorn+1+4+7r<i,
<ei,ed+1,j>:7r5ij, fOI‘Tl—l-l—T’S’iSn-i-l-l-T.
In all the above, the parentheses give a short-hand notation for the Ops-lattice generated by
the vectors included. For simplicity, we omit the notation of the base change of M, N. In all

cases, we will denote by S the (symmetric) matrix with entries (e;, e;) where {e;} is the basis
above. We can then write

S =51+ 7Sy

where S7, Sz both have entries only 0 or 1. For example, in case (1) we write
1(n—r) oln—r)

Sp = 0(2"’) . Syi= 1(2r)
1(n—7) oln—r)

2.3 Spinor groups
The Clifford algebra of V' is a Z/2Z-graded F-algebra denoted by

C(V)=CHV)®C (V).

It is a vector space of rank 2¢ over F, generated as an algebra by the image of a canonical
injection V' — C~ (V) satisfying v - v = Q(v). The canonical involution on C(V') is the F-linear
endomorphism ¢ — ¢* characterized by (v1 -+ vy)* = vy -+ - 01, for ve,..., v, € V.

For an F-algebra R, the tensor product Vr =V ®F R is a non-degenerate quadratic space
over R with Clifford algebra C'(Vg) = C(V) ® R. The spinor similitude group G = GSpin(V)
is the reductive group over F' with R-points

GSpin(V)(R) = {g € C*(Va)* : gVrg™" = V&, ¢"g € R*},

and the spinor similitude 7 : GSpin(V') — Gy, is the character n(g) = g*g.
The conjugation action of G on C(V') leaves invariant the F-submodule V', and this action
of G on V is denoted ¢ - v = gug~!. There is a short exact sequence of reductive group schemes

1-Gp—GEL80(V) -1 (2.3.1)
over F, and the restriction of 1 to the central Gy, is z — 2.
The spinor group Spin(V') is the kernel of n and there is a short exact sequence of reductive

groups
1 — Spin(V) — G = GSpin(V) & Gy, — 1. (2.3.2)
We have Gger = Spin(V) which is simply connected. Hence, 71 (G) = 71(Gy,) ~ Z with trivial

Galois action. In particular, we have 71 (G); ~ Z for the coinvariants of the action by the inertia
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group I = Gal(F/F). Recall that 7, (G); is the target of the Kottwitz homomorphism
K GF) — m(Q)r.
Hence, in our case, the Kottwitz homomorphism is
% : GSpin(V)(F) — Z.
In fact, by the definition of x and (2.3.2), we can see that
#(g) = val(n(g)), (2:3.3)

that is, k is given by the valuation of the spinor similitude.

2.4 Orthogonal parahoric groups
We first consider the special orthogonal group SO(V'). The self-dual lattice chain

.caAVcACA catAcC -

gives a point x of the Bruhat-Tits building B(SO(V), F') (see, for example, [BT87]). Let us
consider the subgroup

K =Ky={ge80(V)|g(A) =A} CSO(V)

which preserves the lattice. Then every element g € K also preserves the dual lattice, g(AY) = AV,
and so it induces elements g3 € GL(A/mAY), g2 € GL(AY/A), which lie in the correspond-
ing orthogonal groups for the forms (,)1, (,)2. We can see that g — (g1, g2) gives a group
homomorphism

K — O(A/7AY) x O(AY/A).
Composing with
det x det : O(A/mAY) x O(AY/A) — {1} x {£1}
gives €: K — {£1} x {£1}. The corresponding parahoric subgroup K° C K is the kernel
of e. (See [BT87] and [Tit79, Example 3.12]. The map ¢ can also be related to the Kottwitz
homomorphism for SO(V') which is given by the spinor norm.)

Seti: A — AV, j:mAY — A for the natural O-linear inclusions. We have i - j = 7.
Let R be an O-algebra. For simplicity, set Ag = A ®0 R, A}, = AY ®0 R. We identify

A% = HOHIR(AR, R)
using the form (,)r = (,) ®o R. Consider the group scheme G = G, over Spec (O) which has
R-valued points given by g € GL(Ag) for which
TAY, B AR B Ay
'l gl Lg" (2.4.1)
A, 2 A B AY
commutes, and with det(g) = 1, det(¢g") = 1. In the above, g" denotes the R-linear map which
is R-dual to g : A — Ag.
As we can see, using Appendix [RZ96], the group G is smooth and has O-points given by K.
The homomorphism ¢ above is the composition

K =G(0) — G(k) — {£1} x {£1}

and the kernel gives the neutral component G° of G. As in [BT87], G = G5 and G° = G}, are the
Bruhat—Tits group schemes that correspond to x, or, in other words, to K and K°, respectively.
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2.5 Spinor parahoric groups

Consider the (extended) Bruhat-Tits building B¢(G, F') for G = GSpin(V') over F. The cen-
tral exact sequence (2.3.1) induces by [BT84, (4.2.15)], or [Lan00, Theorem 2.1.8], a canonical
G(F)-equivariant map

B¢(G,F) — B*(SO(V),F) = B(SO(V), F)
which lifts an identification
B(G, F) = B(SO(V), F)
between the (classical) Bruhat—Tits buildings. Consider now x € B¢(G, F') which we assume maps

to the point x5 € B(G, F) ~ B(SO(V), F') defined by a vertex lattice A C V. Then, the stabilizer
of x is the subgroup

G(F)s = {g € GSpin(V)(F) | gAg™" = A, n(g) € O™}

By (2.3.3), G(F'); C ker(k). Hence, by [PR08, Appendix by Haines and Rapoport|, the corre-
sponding Bruhat—Tits group scheme G, is connected (i.e. G, = G3), and it is the corresponding
parahoric group scheme over O for GSpin(V') over F. By [KP18, Proposition 1.1.4], we have an
exact sequence

1—-Gm—0G;— G — 1 (2.5.1)
of group schemes over Spec (O) which extends (2.3.1).

Remark 2.5.1. Assume that we are in one of the cases (1)—(4) listed in §2.2; in particular, we
assume F' = F” in the notation of § 2.2. Using the identification B(GSpin(V), F') = B(SO(V), F)
and the description of the building for B(SO(V'), F') given in [BT87], we see that each maximal
compact subgroup of GSpin(V) is of the form G(F'), for x = x, given, as above, by some vertex
lattice A with d,(A) # 2. As we mentioned above, when 6,(A) = 0, G(F), is hyperspecial. When
0+(A) =1, G(F), is special. The vertex lattices A with d,(A) =2 (i.e. §(A) =2 o0r §(A) =d — 2),
give parahoric subgroups which are not maximal. Indeed, when §(A) = 2, there are exactly two
self-dual lattices Ao, Aj, that fit in an oriflamme configuration:

Then G(F), is the intersection of the two hyperspecial subgroups GSpin(Ag), GSpin(Ay). If
§(A) = d — 2, then there are exactly two lattices A; and A} with AY = 7A;, A/{ = wA}, that
fit in a similar oriflamme configuration between AV and 7—'A. The group G(F), is again the
intersection of the two hyperspecial subgroups which stabilize A; and Aj.

3. Quadrics and linked quadrics

3.1 Quadrics
Suppose that R is an O-algebra and that (W, (,)) is a free R-module of rank d with a symmetric
R-bilinear form

(,):WxW — R.

We denote by Q(W, (,)), or simply by Q(W) C P(W) ~ P% ! when the form is understood, the
closed subscheme parametrizing isotropic R-lines L (i.e. locally R-free direct summands of W of
rank 1) with (L, L) = 0.
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3.2 Linked quadrics
Suppose now that V and A C V are as in §2.1. We assume

§ = lengthy(AY/A) < d/2.
Consider the O-scheme P(A, AY) parametrizing linked isotropic lines
(L, L) € Q(A) x0 O(AY) € B(A) xo B(AY)
where the ‘linked’ condition for an R-valued point (L, L) is that
jr(zL’)yC L, igr(L)cC L/,

that is, we have a commutative diagram

(Of course, isotropic means that we require (L,L)r =0, n(L',L')gr = 0.) There is a natural
isomorphism

P(ANY) @0 F = Q(V),

since, for an F-algebra R, we have Ap = A, = Vp.

We set Q(A,AY) for the (flat) reduced closure of the generic fiber Q(V) in the O-scheme
P(A,AY). By (2.4.1), the group scheme G acts on P(A,AY) and also on the closure Q(A,AY).
If § = 0, then it is easy to see that Q(A, AY) = Q(A) is a smooth quadric hypersurface in }P’C(lg_l.
Part (A) of the following theorem was suggested to the authors by B. Howard.

THEOREM 3.2.1. Assume 6 > 0.
(A) The R-valued points of the scheme Q(A, AV) are in bijection with the set of pairs (L, L’)
of R-lines L C Ag, L' C A}, such that jr(nL') C L, ir(L) C L', and

<La L/>R =0,

for the perfect R-bilinear pairing (,)gr : Ap X A}, — R induced by ().

(B) The scheme Q(A,AY) is normal and is a relative local complete intersection, flat and
projective over Spec (O). Its generic fiber is the smooth quadric Q(V') in P(V'). The scheme is
regular if and only if § = 1.

(C) The reduced special fiber of Q(A,AY) is the union of three reduced subschemes Zy, Z;
and Zy of Q(A, A)y, defined as follows.

— Zy is the locus of (L, L") for which igr(L) = 0 and jr(wL') = 0.

— 7y is the locus of (L,L’) for which L' C A}, = (AY/mAY) ® R lies in the R-submodule
(A/wAY)r C A}, and is such that (L', L)1 g = 0.

— Zyisthelocus of (L, L') for whichw='L C (n7'A)g = (7'A/A) ®}, R lies in the R-submodule
(AV/A)g C (77 1A)R, and is such that (x~'L, m~1L)s g = 0.

These have the following properties.

(1) The subschemes Zi, Zs are projective space bundles over the quadric hypersurfaces
Q(A/mAY,{(,)1) CP(A/mAY) and Q(AY /A, (,)2) C P(AV/A), respectively.
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(2) Zy~P(AY/A) x P(A/7AY) and we have
Z() N2y~ Q(A/?TAV,<,>1) X ]P’(AV/A),
Z() N ZQ >~ ]P)(A/ﬂ'Av) X Q(AV/A7 <7>2)7

for the scheme theoretic intersections.
(3) div(m) =2 (Z) + (Z1) + (Z3) as Weil divisors on Q(A,AY).

If § > 2, then Zy, Z1 and Zy are smooth and irreducible. If § = 2, then Zy, Z1 are smooth
and irreducible but Zy is either irreducible or the disjoint union of two smooth irreducible
components. Finally, if § = 1, then Q(AY /A, (,)2) and Zy are empty and Zy, Z, are smooth and
irreducible.

Proof. Write
A=M&N, N=MarlN

with M, N free O-submodules of A such that (M, N) = 0 and with the form (,) perfect on M
and 7=1(,) perfect on N. We have rankp(N) = 6, rankp(M) = d — &. Note that

M:=M®ok=A/7rA\Y, N:=Nook~A"/A.

Set

(M :MxM-—0O, {(mm)=(mm),

(Vo:NxN—=0O, (nn)y=nYn,n').
Now write

L=(f)=(m+n), L'=(f)=@m +x""n)
with m, m’ € Mg and n, n’ € Ng. The linking conditions are
m+n=ulm +r '), wm +n' =7x(m +770) =v(m+n),

for some u, v € R. These give m = um’, n’ = vn, uv = .
The isotropic conditions are

(fo ) = (m.m)1 +7(n,n)2 =0, 7(f, f') =m(m' ,m' )1+ (n',n')2 = 0.
These translate respectively to
u?(m/,m/)1 +uv(n,n)e =0, wvlim',m')y +vi(n,n)e = 0.
In the flat closure, they amount to a single equation:
uw(m/,m')1 +v(n,n)s = 0. (3.2.2)
By the above, we have L = (um’ +n), L' = (m’ + 7~ 1vn), and so (3.2.2) amounts to
(L,L"Yr = 0.

Denote by Q(A,AY) the closed subscheme of P(A) x¢ P(A’) given by pairs (L, L) such that
jr(mL') C L, ig(L) C L', and (L, L')g = 0. By the above discussion, the flat closure Q(A, AY) is
a closed subscheme of QF(A, AY) with the same generic fiber. To show (A), it is enough to show
that Q¥(A, AY) is flat over O.
Consider the affine scheme over Spec (O) given as the product
X = A(M) xo A(N) xo Spec (O[u,v]/(uv — 7)) = Spec (O|z, y, u, v]/(uv — 7)).

(Here we set A(M) = Spec(Sym¢(MVY)), and similarly for A(N). We identify A(M),
A(N) with Spec(Olz]), Spec(Oly]), after picking a basis of M, N, respectively.)
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Let XY = X — (T3 UTy UTp) be the open subscheme of X which is the complement of the union
of the three subschemes T, Tb, Ty, defined respectively by the ideals

(z,v), (yv u), (z, Q)

The scheme X° supports an action of the torus G,, x G,, given by
A ) - (2, u,v) = (A, iy, A, A o).
The subscheme Y of X° defined by the equation
u-{(z,z)1 +v-(y,y)2 =0, (3.2.3)

is stable under the torus action. The quotient

V/(Gr x G

is isomorphic to Q*(A, AY) and is flat over O. This shows QF(A, AY) = Q(A, AY) which is part (A).

Let us now discuss the subschemes Zy, Z;, Z, of the special fiber Qf(A, AY), = Q(A, AY)y.
Suppose that R is a k-algebra and assume that (L, L’) is a pair of R-lines L C Agr, L' C A},
which are linked, that is, satisfy ig(L) C L’ and jr(nL’) C L. Then L' C (A/mAY)g if and only
if jp(wL’) = (0). Similarly, 7L C (AV/A)g if and only if igr(L) = (0). We first observe that any
pair of R-lines (L, L') with L' C (A/7AY)g, m~1L C (AV/A)g, satisfies ir(L) = (0), jr(7L")= (0)
and so is linked, but also has (L, L’)r = 0 and hence gives an R-point of Zj. Suppose we are
given an R-line L’ C (A/7AY)g which is isotropic for the form (, )1 g. Then every R-line L C Ag
with ip(L) = L' gives an R-point (L, L’) of Z;. There is a similar construction for R-points of Z.
Finally, observe that if R is a k-algebra which is an integral domain, since i o jp = 0, at least
one of ir(L), jr(7L’), has to be (0). If ig(L) = L', then jr(nL’) = (0) and then (L,L')r =0
is equivalent to (L', L)1 g = 0. Similarly, if jr(wL’) = L, then ir(L) = (0) and (L, L") =0 is
equivalent to (7~1L, 7 1L)9 g = 0. These considerations easily imply that the reduced special
fiber of Q(A, AY)y is the union Zy U Z; U Zs. We can also deduce that the schemes Z; have the
descriptions given in (C1) and (C2). This will also be explained below.

To obtain more precise (scheme-)theoretic information and show the remaining statements
we will use the quotient description above. In this description, the subschemes Zs, Z1, Zy of
Q(A, AY) are given by the quotient of the closures of u =0, v # 0, (y,y)2 =0, of v =0, u # 0,
(z,z)1 =0, and of u = v = 0, respectively. S

— Zj is given by the quotient of the subscheme (y,y)2 = 0 in the complement
[A(M) xx (A(N) = {0}) xx A'] = (0 x (A(N) = {0}) x 0)
by G, X Gy,. Here, (A, u) acts by
(A ) - (z,y,v) = Az, py, M),
This is a projective space bundle over the G,,-quotient of (y,4)s = 0 in A(N) — {0}; this last

Y
quotient is the projective quadric hypersurface Q(AY /A, (, >2).7Hence7 Z is a projective space
bundle over Q(AY /A, (,)2).
— Similarly, Z; is a projective space bundle over the projective quadric hypersurface
Q(A/TFAV, < ) >1)
— Zj is the quotient

(A(M) = {0}) x) (AN) = {0})/(Gm x Grm),
so it is a product of projective spaces P(AY /A) x P(A/mwAY).
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It follows easily from the above that (Cl) and (C2) hold. We now show the remaining
statements, in particular that Q(A, AV) is a normal relative local complete intersection as claimed
in (B), and that the identity of Weil divisors in (C3) is true.

Consider a k-point of Q(A, AY) obtained from a k-valued point of ) for which z = 0. Since
Y C X, we necessarily have v # 0 and hence v = 0. Then we also have y # 0 and the point lies
in Z but not on Zjy. The equation (3.2.3) amounts to just (y,y)2 = 0. Since we are considering a
non-zero point y, the scheme Q(A, AY) is smooth there. The same argument works for a point
for which y = 0? this lies on Z; but not on Zj.

It remains to deal with points for which z # 0 and y # 0. Consider the corresponding open
subscheme a

QU(A,AY) = [(A(M) —{0}) xo (A(N) — {0}) x Spec (Ou, v]/(uv — 7))] /(G x Gm)

of Q(A,AY). We will obtain an explicit description of Q%(A, AY).

Recall that we can choose bases of M and N that give coordinates x = (z1,...,24_s) On
A(M) and y = (y1,...,ys) on A(N). Denote by Q1(x1,...,24-5), Q2(y1,-..,ys) the quadratic
forms given as (z,z)1/2 and (y, y)a2/2.

Then Q°(A,AY) is covered by the open affines V;,j with equations

w=m, uQi(xi,...,xq-5) +vQ2(y1,...,y5) =0, z; =1, y; =1

For simplicity, we will just consider the case i =1, j = 1, and set V = V.
We first consider the case § = 1. Then V is given by

w =m, u@Qi(1l,z2,...,24-5) +v =0,
that is,
—u?Q1(1, 2, ..., x4_5) = .

In this case, V and hence Q(A,AY) is regular and its special fiber is a divisor with normal
crossings.
Assume now that d > 2. As also later, it helps to consider the simpler ‘basic’ scheme

B = Spec (O[u,v, S, T]/(uv — 7, uS + vT).

There is a morphism f : V — B given by S — @1, T +— Q2. We can see that f is smooth. (Recall
that @1 and Q2 are non-degenerate.) We will now check the desired properties for B: The scheme
B has relative dimension 2 over Spec (O) and is a relative complete intersection. The radical of
(uS +vT,uv) is (uS,vT,uv) and so the reduced special fiber of B has three smooth irreducible
components given by the prime ideals (u,v), (S,v), (T, u). The component given by (u,v) is not
reduced in the special fiber; the corresponding primary ideal is (u?, uv,v?, uS + vT). The other
components are reduced. We can see that B is regular in codimension 1 and it easily follows by
Serre’s criterion that B is normal.

It now follows that we have a similar picture for the special fiber of ¥V and that V) is a normal

relative complete intersection of relative dimension d — 2. The result for Q°(A, AY) and then also
Q(A, AY) follows. O

Remark 3.2.2. Note that in the proof above, the case § = 1 is special. In this case, V and hence
Q(A, AV) is regular and its special fiber is a divisor with normal crossings. This result appears
in [HPR20, 12.7.2]. There, Q(A, AY) is denoted by P(A)? and is identified with the blow-up of
the singular quadric Q(A) of isotropic lines in Ar at the unique singular point of its special fiber
Q(A)f (see [HPR20, Lemma 12.8]).
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3.3 A blow-up
Now let us consider the blow-up

Bi: QW (A, AY) — Q(A,AY)

along the (reduced) subscheme Z;, i = 1, 2. We first observe that when ¢ = 1, by Remark 3.2.4,
7y is locally principal and so QM (A, AY) = Q(A,AY).

PROPOSITION 3.3.1. (a) There is a canonical isomorphism QW (A, AY) = Q@ (A, AY). In an
abuse of notation, we will denote both these schemes by Q(A, AY).

(b) The scheme Q(A,AY) is regular. Its special fiber is a divisor with (non-reduced) normal
crossings and the multiplicity of each component is 1 or 2. In fact, Q(A,A) is covered by
open affine subschemes which are smooth over Spec (O[u, z,y]/(u?xy — p)) when § > 2, or over
Spec (Olu,z]/(u®x — p)) when 6 = 1.

(c) The reduced special fiber of Q(A,AY) is a union of smooth irreducible components.
It has three irreducible components if § > 2, four or three if § = 2, and two if § = 1.

Proof. By Remark 3.2.4 and the above, these statements hold when § = 1. Assume ¢ > 2. Let
us consider the blow-up B of

B = Spec (Olu,v,S,T]/(uv — w,uS + vT')
along (S, v). It is a closed subscheme of
{Sy —vx =0] (S, T,u,v) x (2;9)} C BxoPy,

where ]P’}g has projective coordinates (z;y). This is covered by two open affine subschemes.

(I) y =1. Then S = vz and we obtain uv = 7, v(uxz +T) = 0. Hence, we can see that the
corresponding open subscheme of the blow-up B is cut out by the equations uwv =m, T' = —ux,
in the subscheme displayed above. This open subscheme is isomorphic to

Spec (Ofu, v, x|/ (uv — )).

(IT) z = 1. Then v = Sy and we obtain: uSy = 7, uS + SyT" = 0. Hence, the corresponding
open subscheme of the blow-up B is cut out by the equations uSy =x, u+ y7T =0, in the
subscheme displayed above. These give STy? = —m and this open subscheme is isomorphic to

Spec (O[S, T, y]/(STy? + )).

Notice that the ideal (7,u) becomes principal on both of these charts. On (I) we have
T = —uz,so (T,u) = (u). On (II) we have u = —yT', so (T, u) = (T). Using the universal property
of the blow-up and symmetry gives that the blow-ups of (S,v) and (T, u) are isomorphic.

By the proof of Theorem 3.2.1, we see that the open subscheme Q°(A,AY) C Q(A,AY) is
covered by open affine subschemes V = V;; that support a smooth morphism

f:V — B=Spec(Olu,v,S,T|/(uv — m,uS +vT); S+ Q1, T — Qo.

Note that, by the same proof, Q(A,AY) is smooth at the points of Q(A,AY) — Q°(A, AY) and
the divisors Z; and Zs are principal at these points. Therefore, the blow-ups ¢; : o (A,AY) —
Q(A, AY) are isomorphisms locally over Q(A, AY) — QY(A, AY). To show our result it is enough
to consider the blow-ups of V at Z; NV and at Zy N V. Since Z; NV is given by the ideal (Q1, u),
the blow-up Vi of V along Z1; NV is obtained as the fiber product

]712V><Bl§.
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The morphism V; — B is smooth and (b) and (c) now follow from our discussion above and
Theorem 3.2.1 and its proof. Part (a) (Q™M (A, AY) ~ QP (A, AY)) follows from V; ~ V; since,
by the observation above, the blow-ups of B at (S,v) and (7', u) are isomorphic. O

Remark 3.3.2. It would be useful to have a simple moduli-theoretic description of the blow-up

Q(A,AY) similar in spirit to the description of Q(A, AY) given by Theorem 3.2.1(A).

4. Local models and variants

4.1 Local models after [PZ13]
We briefly recall some of the constructions in [PZ13].

Let G be a connected reductive group over F. Assume that G splits over a tamely ramified
extension of F. Let {u} be the conjugacy class of a minuscule geometric cocharacter u: G,,5 —
Gp. Let K be a parahoric subgroup of G(F'), which is the connected stabilizer of some point
x in the (extended) Bruhat-Tits building B°(G, F') of G(F'). Define E to be the extension of
F which is the field of definition of the conjugacy class {u}. The construction of the local model
Mee(@G, {u}) is done as follows.

First, give an affine group scheme G which is smooth over Spec (Op[t]) and which, among
other properties, satisfies the following conditions.

(i) The base change of G by Spec(Op)— Spec(Ofp[t]) = A}QF given by t— 7w is the
Bruhat-Tits group scheme G which corresponds to K (see [BT84]).
(ii) The group scheme G ®p,.;1 Opl[t, t1] is reductive.

Next, consider the global (‘Beilinson-Drinfeld’) affine Grassmannian
Atfg — A}gF

given by G, which is an ind-projective ind-scheme. The base change t — 7 gives an equivariant
isomorphism
Affg = Affg X1 Spec (F)
- F
where Affi is the affine Grassmannian of G this is the ind-projective ind-scheme over Spec (F')
that represents the fpqc sheaf associated to
R — G(R(1)/G(R[t]),

where R is an F-algebra (see also [PR08]). The cocharacter u gives an F((t))-valued point u(t)
of G. This gives a F-point [u(t)] = p(t)G(F[t]) of Aff¢. Since p is minuscule and {u} is defined
over the reflex field F, the orbit

G(F[tD)[u(t)] C Affa(F)
is equal to the set of F-points of a closed subvariety X p of Affg p = Affg ®r E.

DEFINITION 4.1.1. The local model M¢(G, {u}) is the flat projective scheme over Spec (O)
with § ®o,, Og-action given by the reduced Zariski closure of the image of

XM C AffG,E = Affg XA(19 Spec (E)
- F
in the ind-scheme Affg XL Spec (OF).
- F

These ‘Pappas-Zhu’ (PZ) local models of [PZ13] are independent of choices in their con-
struction [HPR20, Theorem 2.7] and have the following property (see [HPR20, Proposition 2.14]
and its proof).
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PROPOSITION 4.1.2. If F'/F is a finite unramified extension, then (equivariantly)
MG, {1}) ®o, O = ME(G ®p F' {nop F'}).

Note that here the reflex field E' of (G @p F',{u ®F F'}) is the join of E and F'. Also, K’ is
the parahoric subgroup of G ®@p F' with K = K' N G.

Remark 4.1.3. Let us note that the PZ local models are not well behaved when p divides the
order of the algebraic fundamental group m(Gger). To correct this defect, one needs to adjust
the definition by using a z-extension of G, as in [HPR20, 2.6]. The resulting variant is better
behaved. It satisfies a property of invariance under central extensions and should agree with
the local model conjectured to exist in [SW20, 21.4]; see [HPR20, Conjecture 2.16]. In this
paper, we only consider groups G with adjoint group Gaq =~ (SO(V))aqd. In this case, |71 (Gder)|
is a power of 2. Since we assume that p is odd, the local models of [HPR20] coincide with
the PZ local models given as above. In particular, the central extension invariance property of
[HPR20, Proposition 2.14] holds in the cases we consider.

4.2 Lattices over O[u] and orthogonal local models

We now concentrate our attention on G = SO(V'), where V' is an F-vector space of dimension
d > 5 equipped with a non-degenerate symmetric F-bilinear form (). We consider the minuscule
coweight 11 : G,, — SO(V) to be given by u(t) = diag(t~!,1,...,1,t), defined over E = F. We
take K to be the parahoric subgroup of SO(V') which is the connected stabilizer of a vertex
lattice A C V, with 6(A) = lengthy, (AY/A).

For simplicity, we set O = Op. We extend the data of the vector space V' with its symmetric
bilinear form (,) from F to O[u,u~!] by following the procedure in [PZ13, 5.2, 5.3]. This is
simpler to explain when we are in one of the four cases of §2.2 (which we can assume after an
unramified extension). Then we define V = @%_,Ou,u"!e; and let (,) : V x V — O[u,u"!] be
a symmetric O[u, u~']-bilinear form such that the value of (e;, €;) is the same as that for V but
with 7 replaced by w. Similarly, we define i : G,,, — SO(V) as above by using the {¢; } basis for V.
We set B

L= @?ZlO[u] -e; C V.
From the above, we see that the base change of (V,L, (,)) from Ou,u!] to F given by u +— 7
is (V,A, (,)).

Let us now consider the local model M°¢(A) = MR¢(SO(V), {u}) where K is the parahoric
stabilizer K3 of A.

As in [PZ13], we consider the smooth, affine group scheme G over O[u] given by g € SO(V)
that also preserve L. and LY. The base change of G by u — 7 gives the Bruhat-Tits group scheme
G = Ga of SO(V) which is the stabilizer of the lattice chain A C AY C 77 'A as in §2.4. In this
case, the global (‘Beilinson-Drinfeld’) affine Grassmannian Affg — Spec (O[u|) represents the
functor that sends an Olu]-algebra R, with u mapping to 7, to the set of finitely generated
projective R[u]-submodules £ of

V ®o Rl(u—r)"" = ®Rlu,u”", (u—r)"e,
which are such that
(u—rNLrCc L C (u—7)""Lg
for some N > 0 with £/(u — 7)VLg, (u —r)"VLg/L both R-projective, and which satisfy

1) d—o
LCLY culL

with all successive quotients R-finite projective of the indicated rank. Here, we set Lp = L ®¢ R.
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As in [HPR20, 12.7.2] or [Zac20, 3.b], we see that the local model! M!°¢ = M!°¢(A) is a
subfunctor of Affg ®pp,) O (with the base change given by u +— 7).

DEFINITION 4.2.1. We set M"¥¢ = M"#¥¢(A) to be the functor (a subfunctor of Affg ®pp, O),
which sends an O-algebra R to the set of R[u]-modules £ that satisfy the following conditions.

(i) £ is a finitely generated projective R[u]-submodule of L ®oj,) R[u, u™t (u— )~ 1.

(ii)) £ é LY dgs u~1L, with all successive quotients R-finite projective and of the indicated
rank,

(iii) (u—m)Lg C £ C (u— ) 'Lg, with the quotients £/(u — 7)Lg, (u—7)"'Lg/L, both
R-finite projective of rank d,

(iv) (u—mL}, C LY C (u—m)" 1LY, with £Y/(u—m)L}, (u—m)"'LY/LY, both R-finite
projective of rank d,

(v) Consider the R-linear map

®:L/(u—7)Lg — (u—7)"'Lp/Lg = Ag

given by the inclusion in (3). This is an R-map between two finitely generated projective
R-modules of rank d. We require that ® has R-rank < 1, which translates to

A2 = 0.
(vi) Similarly, we consider
W LY (- m)Ly — (u—m) ML/LY = A,
given by the inclusion in (4), and require that
A2V = 0.

PROPOSITION 4.2.2. The functor M"V¢(A) is represented by a closed projective subscheme
Mnai"e(A) of Affg ®0[u] O with G-action. There is a G-equivariant closed immersion

i MIOC(A) M Mnaive(A).

Proof. The proof of the first part (representability) is standard. The second part follows from
the construction of M°°(A). See [HPR20, 12.7.2] or [Zac20, 3.b] for more details. O

Remark 4.2.3. The immersion ¢ is not an isomorphism, that is, conditions (i)—(vi) in
Definition 4.2.1 are necessary but not always sufficient for £ to correspond to an R-valued
point of M'¢(A).

In fact, the generic fibers M"™V¢(A) ®p F and M'°¢(A) ®p F are not equal. Indeed,
M"@v¢(A)(F) contains the additional F-point £ = Lz which is not in the orbit X, = Q(V) of
pin Affg ®pp,) F' = Affg. We can easily see that the reduced locus of M®aive(A) @ F decom-
poses into the (disjoint) union of Q(V) = M'°¢(A) ®¢ F with this point. By its definition, M°¢(A)
is the (reduced) Zariski closure of Q(V) in M"aive(A).

However, M"Ve¢(A) is not very different from M'°¢(A). We will see in §5.2 that M"Ve(A) is
the push-out of M!°°(A) and Spec (O), ‘glued’ at the point * = Spec (k). In particular, when we
just regard the underlying topological spaces, the image of 7 only misses the isolated point of the
generic fiber of M™@Ve(A) that corresponds to £ = Lg. The scheme M™@V¢(A) is O-flat but has
non-reduced special fiber with the non-reduced locus supported at *.

! Occasionally, if the choice of A is clear from the context, we will omit it from the notation.
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4.3 Spinor local models
Recall the constructions and considerations of §§2.3 and 2.5. In particular, set G = GSpin(V)
and recall the central extension

1 — Gy — GSpin(V) LN SO(V) — 1.
Define the cocharacter pi: G, — G by
p(t) =t fifa+ fah

where f1, fy are part of a basis (f;); of V such that (f1, fa) =1, {f1, f1) = (f4, fa) =0, and
the arithmetic on the right-hand side takes place in the Clifford algebra C(V)). Under the
representation a : G — SO(V'), we have

t7lf ifi=1
(a-f(t) - fi = pt) filn(t) ™ =< f; if2<i<d
tf; ifi=d.

Hence, o - i : Gy, — SO(V) is given by the minuscule pu(t) = diag(t=1,1,...,1,¢).

Now let = € B¢(G, F') be a point in the extended Bruhat-Tits building of G(F) such that
x maps to zp under ay : B¢(G, F) — B(SO(V), F), where A is a vertex lattice of V. Then the
corresponding parahoric group of G is given by

K = G,(0) = {g € GSpin(V)(F) | gAg™" = A, n(g) € O*}.

By Remark 4.1.3 and [HPR20, Proposition 12.4], there is an equivariant isomorphism between
local models

M (G, {ji}) = M (SO(V), {u}) = MP%(A) (4.3.1)

where K73 is the parahoric stabilizer of A in SO(V).

The equivariance here is meant in the following sense. The natural action of G, = G, on
Mec(G, {fi}) factors via the quotient G,/Gy, ~ G} (see (2.5.1)) and, under the isomorphism
(4.3.1), agrees with the action of the corresponding parahoric group scheme G{ of SO(V') on
Mloc(A)_

Hence, all our results on M'°(A), are really also about local models for the spin similitude
groups.

5. Equations and a resolution for the local model

5.1 An open affine of the local model following [Zac20]
We continue with the same notation (see especially §4.2). Our goal is to describe explic-
itly certain open affine subschemes U™V¢ and U of M"V¢(A) and M'¢(A), respectively.
We will work over O but, for simplicity, sometimes omit the base change from the
notation.

We start with U3V, For an R-valued point £ of MPive = Mmaive(A) we set

L:=TIm(L) C (u—7)"'Lp/(u—7)Lg

which determines £ uniquely.?

2 Under (u — 7r)7_1]L/(u — )L = Lg/(u — 7)*Lg given by multiplication by (u — ), the module £ can be
identified with £ = Im((u — 7) : £ — Lr/(u — 7)*Lg) used in [Zac20, 3.b].
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Recall we are fixing a basis
L=aL,0[- ¢

which corresponds to the basis (e;) of A =L/(u—m)L. This, in turn, gives an R-basis {g;,
(u—7)"te;} of (u— 7)~'Lg/Lg, for any O-algebra R. We consider the open subscheme U/"2ve

of MPV¢ where £ projects isomorphically onto the quotient obtained by annihilating the second
part of the basis (i.e. {(u — ) le;}). We will now describe U™V explicitly.

We set
d
v:zw}

L= {v—i—X(u—Tr)lv
i=1

where X is a variable d x d matrix with entries in R. This naturally produces an R-basis
e; + X(u—m)~te, for £, that is, an R-module isomorphism R? ~ £. Then the map
®:L/(u—7Lgr=L— (u—7)"'"Lp/(u—m)Lg — (u—m)'Lr/Lg
of Definition 4.2.1(v) is given by the matrix X.
Similarly, we can write

d
S}

LY = {v +Y(u—m) "t
i=1

where Y is a variable d x d matrix with entries in R. As above, the map
U: LY )(u—7m)LY =LY — (u—n)"'LY/(u— 7))L — (u—n) 'LY/LY

of Definition 4.2.1(vi) is given by the matrix Y.
(a) The condition that £V is the dual of £ gives that we have (£, £¥) = 0 under the R-base
change of the pairing

()i (u—m) '/ (u—m)Lx (u—7) LY/ (u— 7)Y — (u—7)"20[u]/O[u].
Hence, on this affine chart
v+ X(u—m) " v,w+Y(u—7m)" w) =0.
This is equivalent to
Y+X'=0, X'Y=0 (5.1.1)

since (Xv,w) = (w, X'w).
(b) The conditions A2® = 0, A2¥ = 0, immediately translate to

AX =0, A’Y =0. (5.1.2)
(c) As in [Zac20, 3.c], we see that the condition £ C £¥ amounts to
X'$1X —27r8X =0, X'SpX +25X =0. (5.1.3)
Similarly, the condition £¥Y C u~!'£ amounts to
YiS1Y +2(SY +781Y) =0, Y'SyY —2r(S2Y +751Y) = 0. (5.1.4)

In the above, S1, Sz, are the matrices with S = 51 + 752 = ({ei, ;)i ; as in §2.2.
(d) Finally, £ and £V should be u-stable. This translates to

X2=0, Y?’=0.

However, these are implied by equations (5.1.1) above.
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Denote by J,, the unit antidiagonal matrix of size m,
1
Im =
1
We now set X = (zi7), Y = (yi;), and denote by J"@V® the ideal of the polynomial ring
O[(ij), (yi;)] in 2d? variables, which is generated by the entries of the above relations

(5.1.1)~(5.1.4). Also denote by U™¢ the corresponding scheme over Spec ((5) given by pairs
of d x d matrices X, Y which satisfy these relations (for more details see [Zac20, §3]). Set

Unaive — Spec (@[X, Y]/jnaive)

which is an open subscheme of M"@V¢(A). Proposition 4.2.2 realizes M'°°(A) as a closed subscheme
of M@Ve(A), and we can set

U = UV 0 M"°¢(A) = Spec (O[X,Y]/7),
with %@V ¢ 3. The scheme U is an open affine subscheme of M°¢(A). Denote by O(U"ve)

v

(respectively, O(U)) the affine coordinate rings of U™V® (respectively, U) over O.
Following [Zac20, 3.c], we distinguish two cases.

(I) The integers d and 0 have the same parity (cases (1) and (4) of §2.2). We then break up the
matrix X into blocks as follows. We write

Dy | Cq | Dy
X = Bl A BQ 5 (515)
D3 | Cy | Dy

where A is of size § x §, and Dy, Do, D3, Dy are of size (n —r) x (n —r). (Recall that d = 2n,
d=2r,ord=2n+1,0 =2r+1.) We set

T(Bl ‘ BQ) = TI‘(BQJn_TBiJ(;).
(IT) The integers d and 0 have different parity (cases (2) and (3) of §2.2). In this case, we again

decompose the matrix X into nine blocks as above, but the recipe for the dimensions of these
blocks is somewhat different. In order to define the submatrices A, B;, C}, D;, giving the block

decomposition of X we set
, r itd=2r
T =
r+1 ifd=2r+1.

Then we write the matrix X as before, with blocks A of size (§ +1) x (6 + 1), and D1, D2, Ds,
Dy of size (n —1') x (n —1").

We denote by A’ the § x § matrix which is obtained from A by erasing the part that is in
the (n + 1)th row and (n + 1)th column of X. Similarly we denote by Bj, B the § x (n —1')
matrices which are obtained from Bj, By by erasing the part that is on the (n + 1)th row of X.
Lastly, we denote by E the (' 4+ 1)th column of A and E’ the (' + 1)th column of A with the
(n + 1)th entry erased. (Recall that d =2n, § =2r+ 1, or d =2n+ 1, 6 = 2r.) We set

T(B] | E" | By) = Tr((ByJn— (B}) + SE'(E')") Js).

Finally, for simplicity, we set

[B1|Bs] if d = dmod 2
[B}|E/|B)] if d % 6mod 2.
Then Z = (2;5) € Matsy (4—s), in both cases.
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THEOREM 5.1.1 [Zac20]. The inclusion O[Z] — O[X,Y] induces isomorphisms
O12)/(N2Z,T(Z) + 27) = OU), (5.1.7)

O12]/(N2Z,(T(Z) + 2x) - Z) = O(Urave), (5.1.8)

5.2 This is essentially contained in [Zac20] but, for completeness, we will also give the argument
below. Before we do that, we discuss some corollaries.
(A) By an explicit calculation, we find that

1
T(Z) = ) Z 2 d—6+1—j Z6+1—i j-
1<i<4,1<j<d—4

(The same expression is valid in both cases, of same (I), or different (II), parity.) The result
stated in the introduction follows.
Denote by _@gx(d_é) ={Z | N2Z=0}C Matsy (4—s) the ‘determinantal’ subscheme of the

9}

affine space of matrices Z over Spec (O).

THEOREM 5.2.1. The affine chart U C M'°¢(A) is isomorphic to the closed subscheme P of the
determinantal scheme .@gx (d—5) which is defined by the quadratic equation

§ 2i d—6+1—j Z6+1—i j = —4m.
1<i<6, 1<j<d—5

Remark 5.2.2. As in [Zac20, § 5], one can see, by using the classical result that the determinantal
scheme is Cohen—Macaulay, that 27 above is O-flat, Cohen—Macaulay and of relative dimension
d — 2. This observation is used in the proof of Theorem 5.1.6. It is needed to establish that the
@—algebra giving U in the statement above is indeed O-flat. It easily follows that M!°°(A) is also
Cohen—Macaulay.

(B) By Theorem 5.1.6,
OU) = OU™V) /(T(Z) + 2n), (5.2.3)

where we slightly abuse notation by denoting by T(Z) + 27 the image of this element in the
quotient ring O(U™¢). We can easily check that the annihilator of the element T(Z) + 27 in
the coordinate ring O(U"¥V¢) is the ideal (Z) generated by the entries of Z. We obtain an exact
sequence

0— OU™™) - O(U) x O — k — 0,
where the second map is the difference of the reductions modulo the maximal ideals (Z) + (7)
and (7). Hence,
OU™V) = O(U) x; O

where, on the right-hand side, we have the fibered product of rings. This exhibits U™V as the
push-out

Spec (k) < Spec (O)

j | [x=v=0

U -« ? Unaive
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It easily follows that M"V¢(A) is also a push-out:
Spec (k) ——— Spec (O)

[ Je-s .
Mloc (A) (% Mnaive (A)

We now give the proof of Theorem 5.1.6.

Proof of Theorem 5.1.6. This is a variation of the work in [Zac20]. We explain a simpler version
of the argument. (We will also omit some of the explicit calculations.)
We start with the case (I) of same parity d = §d mod 2.
First, we prove that O(U"¢) (respectively, O(U)) are quotient rings of O[By, Ba)].
Let R be the ideal generated by (the entries of) the following elements:
(1) Dy + %JnfrBéJéBla (V) Cl + %JnfrBészAv
(i) D2+ £ Jy—rBSJsBs, (vi) Co + 3 Jn—r Bl Js A,
(iii) D3+ §Jn—rBiJsBu, (vii) A — BaJ,_,BtJs,
(iv) Dy + 2J,— B JsBs, (viil) Y + X*.
We observe that

M| C e,
Indeed, relations (i)—(vi) are implied from the relation X!S; X — 275X € Juaive (5.1.3), relation
(vii) from (5.1.1) and (5.1.4), and (viii) from (5.1.1).

Hence, relations (i)—(viii) express each block A, D;, C;, of X and Y, in terms of By and Bo,
modulo J"Ve_ Tt follows that O(U"), and therefore also O(U), is a quotient of O[By, By]. In
fact, since J"Ve contains all the 2 x 2 minors of X, it follows that O(U"V¢) and O(U) are also
quotients of O[By, Ba]/(A%[By | By]). This last ring is the affine coordinate ring of the cone over
the Segre embedding of PO~ x P4=9-1 oyer O and so it is integral and flat of relative dimension
d—1 over O.

We now continue to uncover additional relations in J"e. As is observed in [Zac20, 4.a], the
condition A2X = 0 easily gives

AB; = Tr(A)B;, AB; = Tr(A)Bs. (5.2.5)

By [Zac20, Lemma 4.4], the relation A2X = 0 implies that Bt.J,_,Bs is symmetric, so, modulo

Jrave " we have

BtJ, By = BLJ, ,Bi.
By looking at the appropriate blocks, we see that relations (5.1.3) imply
A'JsBy + 2nJsBy € 3", A'J5By 4 2mJsBy € T
Now A — BaJ,,—BtJs € 3"4V¢ (relation (vii) above), so, modulo J#aiVe,
A'JsBy + 2wJ5sBy = (BaJy_ Bl Js) Js By + 2nJ5B;
= JsB1J,_ By JsBy + 2nJsBy
= JsABy + 2nJs B
= Js(Tr(A) 4 27) By,
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where the last identity uses (5.2.5). This implies that (Tr(A) + 27)B; € 3¢, Similarly, starting
from

At JsBy + 2mwJs By € JMVe,
we obtain (Tr(A) 4+ 27)Bs € 3°¥Ve, Since T(Bj|Bz) = Tr(A) modulo J"@Ve this gives that
O(U™v¢) is a quotient of O[By, By]/(A2[By | Bal, (T(By | By) + 2m)[By | Ba)).

Observe that B = By =0 gives X =Y = 0, which corresponds to £ = L. This point does
not belong to the generic fiber of the O-flat M. Hence, we find that @(U) is a quotient of A =
O[By, By]/(A2[By | By, T(B | By) + 2m). The ring A is the coordinate ring of a hypersurface in
the integral Cohen—Macaulay O[B;, Bg]/(/\Z[Bl | B2]); we can easily see as in [Zac20, § 5] that
A is integral of dimension d — 2 and O-flat. Since U also shares both these _properties and (’)(U )
is a quotient of A, it follows that (9( ) = A, as we wanted. The result for O(U“a“’e) also quickly
follows. Indeed, O(U") is a quotient of

Ay = O|[By, By/(N*[By | B, (T(B1 | By) + 2m)[By | By)).

However, this quotient has to be large enough to also allow both algebras @(U )=A and
O = OBy, Ba]/([B1 | Bs)) to appear as quotients. The corresponding spectrum has to support
a morphism from the push-out of U and Spec (@), glued at the point X =Y =7 = 0. But, as
in §5.2 above, this push-out is the spectrum of Ay, so

O(U™°) = A, = O[B1, Bo]/(A*[B1 | Bal, (T(B1 | By) + 2m)[B1 | Ba)),

as we wanted.
The case (II) of different parity is similar. The role of A is now played by A’ and relation
(vii) above is replaced by

A — (Bydyw(B)) + $E'(E')) J5 € 37
which gives Tr(A4’) = T(B] | E' | B}) modulo J"2V¢. See also the proof of [Zac20, Theorem 3.3
for more details. O

5.3 The blow-up of the local model M!°°
Let

bl . Mbl(A) N Mloc(A>

be the blow-up of M'°(A) at the closed point * of its special fiber that corresponds to £ = L.
We will now show Theorem 1.3.1.

Proof. By Theorem 5.2.1, it is enough to show the conclusion of the theorem for the blow-up
Pt of D7 at the (max1mal) ideal given by (z;;). For simplicity, we write 2 for the determinantal
scheme @5X( d—s) Over Spec (O). This is the affine cone over the Segre embedding
6—1 _ md—5—1 5(d—8)—1
(P~ xP ) — P 3 .
Also, we set
1
T=_ Z 2i d—6+1—j Z6+1—i j-
1<i<6, 1<j<d—$
Let us consider the blow-up
D — 9
of the determinantal scheme over Spec ((’j) along the vertex of the cone, that is, along the
subscheme defined by the ideal (z;;). Then the blow-up Zr is isomorphic to the strict transform
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of the hypersurface 27 C Z given by T + 27 = 0. By definition, 7 is a closed subscheme of
P X Pgd_a)_l, and in fact

= 6(d—8)—
9 e {(zl])ul,j) | (Zijui/,jl — Ziljlul"j), /\2(sz) — O, /\Q(U/l’]) - O} C 9 Xc‘j ]P)(é( ) !

0d=0)=1 ot Vst be the open affine of 9 over
which the image of z generates the pull-back of the ideal (z;;). Then

where (u; ;) are homogeneous coordinates on P

9

Vst =~ Spec (O[(uij)1<i<si<j<d—sl/(wij — wsjuit)ij, st — 1)

The intersection Vs ; N _@T is obtained by substituting z;; = u; jzs and u; ; = s ju; ¢, for all 4, j,
in the equation T = —27. This amounts to setting

Zij = Us,jUj tZst

and gives

2
4T + Zst< E Us,d—5+1—jui,tus7jué+1—z‘,t> = 0.
1<i<4, 1<5<d—6

This is

é d—9o
4 + th < Z ui7tu(;+1_i7t) (Z us,ju57d_5+1_j> =0. (5.3.1)
i1 =1

Note that, since us; = 1, the two sums in the line above are
S1=Usqrost + D UigUspi—ip, Sz =Usd—gii—t + P Usjllsds41—j-
i#£s j#t
(If 6, =1, that is, 6 =1 or d — § = 1, then one of the sums is equal to us¢ = 1.) If 6, > 2, we
see that u +— zg, © +— —S1/2, y — S2/2 defines a smooth morphism

Vie N Ir — Spec (Olu, 7, y]/ (u*zy — m)).

If 6, = 1, we similarly obtain a smooth morphism to Spec (Ofu, z]/(u?x — 7)). O

6. Resolution and the linked quadric

Here, we relate the blow-up MP!(A) of the local model with the linked quadric Q(A,AY) by
introducing a third auxiliary scheme M(A).

6.1 A resolution via additional lines
We first define a scheme M"21V¢ = M13V¢(A) over Spec (O) with G-action and a G-equivariant
morphism 7 : MP8Ve(A) — MPaive(A),

We give MP21¥¢(A) as a functor on O-algebras as follows.

DEFINITION 6.1.1. The functor M®Ve(A) associates to an (-algebra R the set of triples
(W4, W_, L), where:

(1) L is a finitely generated projective R[u]-module which gives a point of M"Ve(A), that is,
satisfies conditions (i)—(vi) of Definition 4.2.1; and
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(2) W4, W_, are two finitely generated projective R[u]-modules such that
Lp
¢ ¢
(u—mLr C Wy W_ C (u—7)"'Lg
SN
Lr

with all the quotients Lr/Wy, L/W,, W_/Lg, W_/L, finitely generated projective
R-modules of rank 1.

We can see that the forgetful morphism 7 : MPV¢(A) — MP3iVe(A) given by
T(W+, W,, £) =L

is representable by a projective morphism. Indeed, M™V¢(A) is naturally a closed subscheme
of P(A) x P(AY) x MPaVe(A) and 7 is given by the projection. Since M"V¢(A) is projective by
Proposition 4.2.2, M™v¢(A) is also represented by a projective scheme over Spec (O).

This map r is an isomorphism over the open locus M°(A) € M"¥¢(A) where £ # L. Indeed,
over M? we have W, = LNL, W_ = £ + L, and the data (W, W_, £) are uniquely determined
by L.

Set MO(A) = r~1(M°(A)) which, by the above, is isomorphic to M?(A) via 7. For the generic
fibers we have

MO(A) ®o F =M°(A) @0 F = Q(V).

DEFINITION 6.1.2. The scheme M = M(A) is the (reduced) Zariski closure of the generic fiber
Q(V) = M%A) ®p F in MPaive(A).

The restriction of the morphism 7 to M(A) factors through M'°¢(A) ¢ M"@Ve(A) and gives
a projective birational G-equivariant morphism

r: M(A) — M°¢(A).

We can identify M(A) with both the blow-up MP'(A) of the local model and the blow-up Q(A, AY)
of the linked quadric Q(A,AY).

THEOREM 6.1.3. There are G-equivariant isomorphisms MPY(A) ~ M(A) ~ Q(A, AY).
In fact, we obtain a diagram of G-equivariant birational projective morphisms

MPI(A) — M(A)

% & (6.1.4)

Mo (A) Q(A,AY)

and the isomorphism MP!(A) ~ M(A) makes the diagram commute.
We now give the proof of Theorem 6.1.3.

6.2 Comparing resolutions
We first define a morphism

pr M(A) — QA AY)
which we then show identifies p with the blow-up
B:O(AAY) = Qi(A,AY) — Q(A,AY).
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Let us consider an R-point of M(A) given by (W, W_, £). Taking duals gives
L
v o ¢ v —17 v
(u—mL}, Cc WY WY cC(u—m)""Ly
o O
rv
We now set

(0) C Wy & Li/(u—m)Lg = A, (0) C W_ C (u—m)"'Lg/Lg = Ag,

(0) C WY E LY/ (u—mLY, =AY, (0) & WY € (u—m)'LY/LY = AY,

where we denote by a bar the images of the submodules W, W_, WX, WY, in the corresponding
quotients.
There is a morphism

p: M(A) — P(A) xp P(AY)

given by (W,,W_, L) — (W_,WY). Recall that the generic fiber M(A) ®¢ F is isomorphic to
the quadric of isotropic lines in the quadratic space V. Since M is, by definition, flat over
Spec (0), and Q(A,AV) is, also by definition, the flat closure of the same quadric in Q(A) X
Q(AY) Cc P(A) xpo P(AY), the morphism p factors through Q(A,AY) to give

b M(A) — Q(AAY)
We will use p to identify M(A) with the blow-up Q(A, AY) of Q(A, AY).

6.3 Proof of the main comparison
We continue with the proof of Theorem 6.1.3. For simplicity, we will omit A from some of
the notation and write M, M!°¢, etc. We have already given morphisms 7 : M — M°¢ and
p: M — Q(A,AV). We would like to show that these induce identifications with the blow-up
rPl: MPL — M!°¢, Using the universal property of the blow-up, we see that it is enough to prove
this statement after base changing to Op/, where F’/F is an unramified extension, or even to 0.
This allows us to assume that we are in one of the four cases listed in § 2.2. For ease of notation
we will omit this base change in what follows.

Recall that M is a closed subscheme of P(A) x P(AY) x M!°¢, This can also be seen as follows:
Start with

(13- 1wq) X (13 ---1ya) € P(A) x P(AY).

Take W = W, by letting W, C Ag be the perpendicular of the line (yi;...;yq4) € P(AY) under
the perfect pairing Ag x A}, — R. Similarly, we take W’ = WY by letting W’ C A}, be the per-
pendicular of the line (z1;...;2z4) € P(A) under the perfect pairing A x AY, — R. Set ¢; for the
dual basis of e; € A so that

<€i; e;/) = (511
Then we have

WY = <Zyie;/> CAY W= (Zm‘) c An

The pair (W, W_) is part of a triple (W,, W_, £) that corresponds to a point of MV when
there is £ € M"¥(R), such that
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(1) the image of £ in (u— m)"'Lr/Lg = Ag, that is, the image of ®, is contained in W_ =

(>, wie;), and
(2) the image of £ in (u— 7)) 'LY,/LY, = AY, is contained in WY = (3, yie)).

Let us now consider the inverse image U:= r~1(U) under
r: M — Mo,

Recall U = U™ve nM°¢, Over the affine chart U™V & is given by the matrix X. Hence,
condition (1) translates to

AT ... Agx
X:(1‘1,...,$d)t'(>\1,...,)\d):(Algt’”")\dgt): (631)
)\11’0{ c. )\dmd
for some (A1, ...,\g) € R%. Similarly, condition (2) translates to
iy .. BdY1
Y = (y1,--,ya) - (s oy pa) = (ay'] - |uay’) = e (6.3.2)
wyd .. Hd¥d

for some (p1,. .., p1q) € RY.

To continue with our calculation, it is convenient to recall the decompositions A = M & N,
AV =M @7 'N as in §2.2 and the bases of M, N listed there. Recall that we assume that we
are in one of the four cases of §2.2. We define A (respectively, A€) to be the set of 1 <14 < d with
ei € N (respectively, e; € M), where {e;} is the basis listed there. Then {1,...,d} = AU A and
#A =0, #A°=d— 0. For z = (2)1<i<q € A(A) we write

T =12+ Xy,

where z; € A(M), z, € A(N). Let w = (wj)jeac be a point of A(M) (respectively, z = (2;)ica
a point of A(N)). As in the proof of Theorem 3.2.1, we set

Qa(2) =

(w, w) (2,2)

2 27
Let ﬁs,t, where s = 1 and y; = 1, be the affine patches that cover U. Using the equation Y +
X! =0, we obtain the following relations:

At =—ps, XNi=Nyi, and p;=-—-Mzx; forl<i,j<d. (6.3.3)

Q1(w) =

We can now determine U ;.

PROPOSITION 6.3.1. We have

~ O, (zi)1<i<a, (Y)1<5<d] )
Uss = Spec <<A%Q2<x2>@1<yl> )+ R

(6.3.5)

where
Rep = (s — 1, yo — 1, (@5 + MQ2(22)Yar1-i)icae, (Yj — MQ1(Y,)Ta+1-j)jen)-

Before we glve the proof, we note that this implies that the charts Ust with s € A,
t € A¢, cover U. Indeed, if 2; =0 on Ust, for all ¢ € A, then also Q2(z,) = 0. Hence, since
xi + MQ2(29)Yar1—i € Rst, we obtain z; € Rs¢ for all i € A® also, which is a contradiction.
Hence, we also have z; # 0 for some 7 € A. A similar argument gives y; # 0 for some j € A°.
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If s€ A and t € A, then by eliminating z;, for i € A and y;, for j € A, using the relations
given by the generators of &, ;, we obtain

Us ~ Spec

< O\, (wi)iea, (Yj)jenc] >
(A Q2(z)Qu(y,) + m 25 — Ly — 1)

Proof. We will assume d and ¢ have the same parity and leave the very similar (but notation-
ally more involved) case of different parity to the reader. Set | = (d — §)/2 = n — r. Recall the

(6.3.6)

decomposition
MZT1 ... ATy D | Ci | Dy
X:(1:1,...,$d)t~()\1,...,)\d): = B | A | By
MIg ... ANxg D3 | Cy | Dy

The block decomposition corresponds to separating a vector x into three parts
T=2) DXy =21 DXy DXy,
in spaces of dimension [, §, [, respectively, with

g]_f - (a;lv"'vxl)7 £2: (a;l+17"'7xl+5)7 §1+: (xl+5+1,...,$d).

Denote by z (respectively, 7, ) the result of reversing the order of the coordinates in the vector
zy (respectively, z;,). We have

AN41Ti41 -+ N6Tiq1
A= zé 'AQ = : . )
ANA1T146 oo AN46Ti4s
MTip1 - T A4641T141 -+ AdTi41
Bi=zh-\_ = : : , Ba=uxh- Ay = : :
MTips - NTigs A4641T148 -+ AdTi4s,

Similarly, D1 = z!_ - A\;_, etc. We have
BoJiBiJs = &5 Ay - - (2 A 2)' - T
Zﬁé'(AH‘Jl‘Xi—) "y Js
=zh- 25 Q1(A)), (6.3.7)

since Q1(A) = A4 - J;- Al and z, - J5 = z5. The relation Tr(BsJ; Bl Js) + 2 = 0, that holds
over U by Theorem 5.1.6, translates to

Qa(z5) - Q1(Ay) +7=0. (6.3.8)
Using the relations (6.3.3), we obtain
A Q1(y,)Qa(zs) +7 =0, (6.3.9)

Notice that this last equation implies that A; is not a zero divisor in the coordinate ring of the
O-flat scheme Uy ;. Since, by (6.3.3), A\; = \y;, the relation A = BaJ,,_,BlJs and (6.3.7) give

M- ah -y, = xh - x5 AQu(y,)-

Since \; is not a zero divisor, we obtain

xh -y, = ab - ah - MQa(y,)
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or, after taking the transpose,
(¥, = AQ1(y,) ~z3)' -y = 0. (6.3.10)
By a similar calculation to the proof of (6.3.7), we obtain
3By 5B = (A1) - Ai - Qa(zs).

Hence, the relation Dl—i—%JlBéJgBl =0, which holds over U C M'°® (see the proof of
Theorem 5.1.6), amounts to

iAo =iy =AY - Qa(z),
and over the O-flat ﬁs,t to

2y =)y MeQa(zy). (6.3.11)
Equivalently, this is
(21— + A Qalas) 7))y, =0 (6.3.12)

Similarly, from Cy = —3J;BLJsA, Dy = —1J;BSJsBs, we obtain

(21— + A~ Qalag) -9y ,) -y, =0, (6.3.13)
(21— + A~ Qa(ay) - yy,) -y, =0 (6.3.14)

Since y; = 1, taking these all together amounts to
T+ A Q2(zo) - yy, =0 (6.3.15)

We now examine the relations Cy = —%JleJ(;A, D3 = —%JleJ(;Bl, Dy = —%JleJ(;BQ. In a

similar fashion, we find that these, all together, amount to
Ty, + A - Qa(zy) -y’{_ = 0. (6.3.16)
Combining relations (6.3.15) and (6.3.16), we obtain the desired equations
z; + MQ2(22)Ya+1-: =0, Vi€ A"
Finally, (6.3.10) amounts to
zi(y; — MQ1(y,)Tat1-5) =0, Vi, j € A.

By (6.3.9), Q2(z,) is not a zero divisor in the coordinate ring of the O-flat scheme ﬁs,t. Since
Q2(z4) belongs to the ideal (x;);ca, we see that, over U+, we also have

yj — MQ1(y,)zar1-; =0, Vj€A.

Assembling the above, we see that all the generators of the ideal K5 ; vanish on U, s,t- Therefore,

Us,: is a closed subscheme of the spectrum of the ring that appears on the right-hand side of
(6.3.5). We can see by eliminating x;, for i € A and y;, for j € A, that this spectrum is a
hypersurface in affine space of relative dimension d — 1 and is then integral of dimension d — 1.
Since also dim(ﬁ st) = d — 1, it now follows, by comparing dimensions, that equality (6.3.5) holds,
and so U, st 1S as in the statement. O
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We now continue on to show that there is a G-equivariant isomorphism M ~ Q(A, AY). First,
we show that p: M — Q(A, AY) factors through the blow-up

M%QAAV

b

Q(A,AY).

It is enough, by the universal property of the blow-up, to show that the pull-back p*(Z;) of
Zy C Q(A,AY) to M is a Cartier divisor. Recall that Z; is locally defined by the ideal (u, Q2(z5)),
where u is the ‘linking multiplier’, defined up to unit by ig(L) = ul’, where L and L’ are the
universal isotropic lines over Q(A, AY). We will show that over each affine chart Us; C M the
linking multiplier is, in fact, a multiple of Q2(z,). Hence, the pull-back of the ideal (u, Q2(z5))
is principal, as desired.

In Proposition 6.3.4 above, we are using the dual basis e} of AV, which, by definition, is
given by (e;, e J) = 0;;. We have

e/ =eqi1_i, foriec S(M), and ejv = w_led+1_j, for i € S(N).
With this basis, the ‘linking’
ir: A — A}

is given by the symmetric matrix S = ({(e;, ;)); ;. For example, in the case where d and § have
the same parity, we have

iR(£1—7£27£1+) = (&1_,7'(&2,@1_,_)-
Hence, in view of the elements generating R, we see that Proposition 6.3.4 implies that over
Ust C M we have

’LR(£> =u-y, JR(WQ) =v-Z,
with
u=—-Q2(z2) N, v=Q1(y) N\ (6.3.17)

This establishes that the pull-back of the ideal (u, Qa(zy)) is principal over U, s,t and so, locally
principal over U. Therefore, the restriction i U — Q(A,AV) factors through the blow-up

Q(A,AY) — Q(A,AY). The result for p easily follows since p is _G-equivariant. Indeed, the
G-translates of U cover M©c, Hence, the G-translates of the open U = r_l(U) C M cover M.
This, combined with the above, implies that p factors through p: M — @(A, AY).

It remains to show that p: M — Q(A,AY) is an isomorphism. This is easily obtained by
using the description of the affine charts given in Proposition 6.3.4, and the discussion above
together with G-equivariance. The map p is birational. From Proposition 6.3.4 and the usual
G-equivariance argument, M is a regular scheme and is projective and flat over Spec (O) of rela-
tive dimension d — 2. The same is true for Q(A, AV) by Proposition 3.3.1. In fact, by comparing
the explicit description of the affine charts Us; C M given by Proposition 6.3.4 with that of the
affine charts for Q(A, AY) given in the proof of Proposition 3.3.1, we can easily see, using (6.3.17)
above, that p gives a bijection on k-points. Hence, the morphism p is birational quasi-finite and
then, by using Zariski’s main theorem, an isomorphism. This concludes the proof of the existence
of a G-isomorphism M ~ Q(A,AY).

It remains to give a G-equivariant isomorphism M — MP!. Again, we first show that
r: M — M factors through the blow-up 7' : MPl — M!°¢, By using G-equivariance we see
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it is enough to show that the pull-back of the ideal generated by the entries of the matrix X
becomes principal over r~}(U) = U C M. This follows immediately from the equations in the
proof of Proposition 6.3.4. The proof of the fact that the map M — MP! is an isomorphism
follows the same line of argument as for the map p above. In fact, after unraveling the various
identifications of coordinate systems, we can see that the description of the affine chart Us; in
(6.3.6) matches the description of the corresponding affine chart V¢ N U of the blow up U
given by (5.3.1). Hence, M — MP! restricts to an isomorphism U, st = Vsa NU bl This concludes
the proof of Theorem 6.1.3.

6.4 Additional properties
We now give some further properties.

PROPOSITION 6.4.1. (a) The exceptional locus of r : M(A) = Mbl(A) . MIOC(A) i
rl(6) = P(AY/A) x P(A/7AY) ~ PI=1 x; PA-0-1,

(b) The morphism p: M(A) — Q(A,A) is an isomorphism over the complement of the
intersection ZoN Z1 N Zy = Q(AV/A) xi Q(A/mAY) C Q(A,AY). Over this intersection p is a
Pl-bundle.

Proof. Let us describe the inverse image r~!(x) C M(A). We can easily see that r~!(x) is a
closed subscheme of

{(z1; . 32q), (Y155 ya)} = P(A)g xp P(AY ).

Over the intersection fjs,t Nr~1(x) we have s = 1 and X = 2! - A = 0. This gives A = 0 and, in
particular, A\; = 0. Using the equations for Us; given by Proposition 6.3.4, we see that U, N
r~1(x) is defined by z; =0 for all i € A®, 5 =1, and y; = 0, for all j € A, y; = 1. Therefore,
the inverse image (%) is

P(N)i X P(M) = P(AY/A) x P(A/7AY) ~ PO~1 x; P4—0-1,
This proves (a). (Alternatively, we could have used the description of r as a blow-up from
Theorem 6.1.3 and its proof.) Part (b) follows from the description of the blow-up Q(A,AY) —

Q(A,AY) in Proposition 3.3.1 and its proof, and Theorem 6.1.3 which identifies p with this
blow-up. O

Remark 6.4.2. (a) We can now explain the birational map
Q(A,AY) --» M¢(A)

as follows. We first perform the blow-up Q(A,AY) of Q(A,AY). Then, to obtain M?©¢(A),
we contract a subscheme Zj, isomorphic to P! x P49~1 (which is in fact an irreducible
component of the special fiber of the blow-up) to a point. This subscheme is the strict trans-
form of the component Zy =~ PO~1 x P4=9=1 of the special fiber of Q(A,AY). Note that the
blow-up 3: Q(A,AY) — Q(A,AY) is an isomorphism over the complement of the intersection
ZoNZyNZy = Q(AV/A) x Q(A/TAY) C Q(A, AY). Over this intersection 3 is a P!-bundle.

(b) The cases 6 = 0 and § = 1 are different.
(i) When 6 =0, A = AV and M'°¢(A) is the smooth quadric Q(A). Then

M = é(Aa Av) = Q(A, Av)

(ii) When 6 = 1, we also have M'°¢(A) ~ Q(A) (see [HPR20, Proposition 12.7]). This case was
also discussed in detail, but from slightly different perspectives, in [HPR20, 12.7.2] and in
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[Mad16, Proposition 2.16]. Now, M!°¢(A) is not smooth over Spec(O) but only regular; the
special fiber has an isolated singular point. In this case, Q(A,AY) (which is denoted by P(A)f
in [HPR20, 12.7.2]) is a blow-up of Q(A) at this singular point. We have Q(A,AY) = Q(A,AY),
p: M(A) — Q(A,AY) is an isomorphism, and

r: M(A) = MP(A) = Q(A, AY) = Q(A, AY) — M ¢(A) = Q(A)

can be identified with the blow-up of M'°¢(A) = Q(A) at its singular point, discussed above.
In particular, M(A) = MPY(A) is isomorphic to P(A)" of [HPR20].

7. Application to Shimura varieties

7.1 Spin and orthogonal Shimura data
We now discuss some Shimura varieties to which we can apply these results. We start with an
odd prime p and an orthogonal quadratic space V over Q of dimension d > 5 and signature
(d—2,2).

As in the local set-up of §2.3, the Clifford algebra C(V') is endowed with a Z/2Z-grading
C(V)=C*t(V)®C (V) and a canonical involution ¢+ ¢*. The group of spinor similitudes
G = GSpin(V) is the reductive group over Q defined by

G(R)={g9€ C*(VR)* | gVrg™* = Vg, g9 € R*}

for any Q-algebra R. The spinor similitude 7 : G — Gy, is defined by 7n(g) = ¢g*g, and there is a
representation o : G — SO(V) defined by g - v = gvg~!.

Consider the hermitian symmetric domain
X={z€Vr:(zz2)=0, (2,2) <0}/C*

of dimension d — 2. The group G(R) acts on X through G — SO(V), and the action of any
g € G(R) with ng(g) < 0 interchanges the two connected components of X.

Now write z € X as z = u + tv with u,v € Vg. Then the subspace Spang{u,v} is a negative
definite plane in Vg, oriented by the ordered orthogonal basis u,v. There are natural R-algebra
maps

C = Ot (Spang{u,v}) — Ct (V).

The first is determined by
uw

=
Qu)Q(v)
and the second is induced by the inclusion Spang{u, v} C V. The above composition restricts to
an injection h, : C* — G(R), which arises from a morphism h, : S — Gp of real algebraic groups.
Here S = Resc/rGrm is Deligne’s torus. The construction z — h, realizes X C Hom(S, Gg) as a
G(R)-conjugacy class. The pair (G, X) is a Shimura datum of Hodge type.
Using the conventions of [Del79], the Hodge structure on V' determined by h, is
v =z, v = (cz+cr)t, VI —cz (7.1.1)
This implies that the Shimura cocharacter p, : Gy, — Gc obtained from {h.} is conjugate
to i : Gyme — G given by
i(t) =t~ fifa+ fah

where fi, f; are part of a basis (f;); of V¢ such that (f1, fa) = 1, (f1, f1) = (fa4, fa) = 0, and the
arithmetic on the right-hand side takes place in the Clifford algebra C'(V). This agrees with the
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cocharacter considered in §4.3 above. As in §4.3, we see that a - i : Gy — SO(V)c is given by
u(t) = diag(t=1,1,...,1,t).

Observe that the action of G(R) on X factors through SO(V)(R) via «, and we also
obtain a Shimura datum (SO(V'), X) which is now of abelian type. The corresponding Shimura
cocharacter is conjugate to u(t) = diag(t=1,1,...,1,1).

7.2 Spinor integral models
We continue with the notation and assumptions of the previous subsection. In particular, we
take G = GSpin(V) and X the G(R)-conjugacy class of {h,} : S — Gr above that define the
spin similitude Shimura datum (G, X).

In addition, we choose a vertex lattice A CV ®pQ, with 7AY CACAY and §=
lengthy, (AY/A), 6, = min(d,d — d), and assume &, > 1. This defines the parahoric subgroup

Ky = {g € GSpin(V ®q Qp) | gAg~" = A, n(9) € Z)}

which we fix below. Choose also a sufficiently small compact open subgroup K? of the prime-
to-p finite adelic points G(A’JZ) of G and set K = KPK,,. The Shimura variety Shx (G, X) with
complex points

Shi (G, X)(C) = GQ)\X x G(Ay)/K

is of Hodge type and has a canonical model over the reflex field Q.

THEOREM 7.2.1. For every KP? as above, there is a scheme .7, %(G,X), flat over Spec (Z,),
with

ylr{eg(GaX) ®Zp Qp = ShK(G7X) ®Q Qpa

and which supports a ‘local model diagram’

kG, X)
reg

V Xf(g (7.2.2)

S (G, X) MPH(A)

such that the following properties hold.

(a) it is a G-torsor for the parahoric group scheme G that corresponds to Kp.

(b) qx® is smooth and G-equivariant.

(c) S%B(G,X) is regular and has special fiber which is a divisor with normal crossings.
The multiplicity of each irreducible component of the special fiber is either 1 or 2 and
the components of multiplicity 2 are each isomorphic to P! x P=9=1 over Fp. In fact,
er(eg(G,X ) can be covered, in the étale topology, by schemes which are smooth over
Spec (Zy[u, z,y]/(u*zy — p)) when 8, > 2, or over Spec (Zp[u, x]/(u?x — p)) when §, = 1.

In addition, we have the following assertions.

(1) The schemes {.%;8(G, X )} k», for variable K?, support correspondences that extend the
standard prime-to-p Hecke correspondences on {Shy (G, X)}xr. These correspondences
extend to the local model diagrams above (acting trivially on MP!(A)).

(2) The projective limit

SHE(G,X) = lim,, Frcorc, (G, X)
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satisfies the ‘dvr extension property’. For every dvr R of mixed characteristic (0,p) we
have

F1E(G, X)(R) = Shier (G, X)(RI1 /).
Note that (a) and (b) together amount to the existence of a smooth morphism
ax + SHG,X) — [G\MP(A)]
where the target is the quotient algebraic stack.
Proof. By [KP18, Theorem 4.2.7], there are schemes .7k (G, X ) which satisfy similar properties,
excluding (c), but with MP!(A) replaced by the PZ local model M'¢(A). (Note that all the
assumptions of [KP18, Theorem 4.2.7] are satisfied: (G, X) is of Hodge type, p is odd, the group

G splits over a tamely ramified extension of Q,, and, by the discussion in §2.5, the stabilizer
group G, is connected.) In particular, we have

Ix(G, X

)
y XK) (7.2.3)
G, X)

yK ( Mloc (A)

with mx a G-torsor and ¢x smooth and G-equivariant. We set
SE(G,X) = (G, X) Xyqoe(n) MP(A)

which carries a diagonal G-action. Since r: MP(A) — M!°¢(A) is given by a blow-up, r is
projective, and we can see [Pap00, § 2] that the quotient

T L SRE(G,X) — SiB(G, X) = G\ SRE(G, X)

is represented by a scheme and gives a G-torsor. (This is an example of a ‘linear modification’,
see [Pap00, §2].) In fact, since blowing-up commutes with étale localization, .7, *(G, X) is the
blow-up of .7k (G, X) at the subscheme of closed points that correspond to * € M'°(A) under
the local model diagram (7.2.3). This set of points is the discrete Kottwitz—Rapoport stratum
of the special fiber of ./ (G, X). The projection gives a smooth G-morphism

G - SRHG,X) — MP(A)

which completes the local model diagram. Property (c) follows from Theorem 6.1.3,
Proposition 3.3.1 and its proof, Proposition 6.4.2, and properties (a) and (b) which imply that
S128(G, X) and MPI(A) are locally isomorphic for the étale topology. The rest of the properties in
the statement follow from the corresponding properties for .#x (G, X) and the construction. [

Remark 7.2.2. (a) As we see in the proof, .7;®(G, X) is the blow-up of the discrete Kottwitz-
Rapoport stratum of .#x (G, X). The geometric fibers of the blow-up morphism

S (G, X) — Sk (G, X)
over points in this stratum are each isomorphic to P~ x P4=9=1 These fibers are exactly the
components of multiplicity two in the geometric special fiber of 75 %(G, X).

(b) When d, = 1, M!°¢(A) is already regular. Hence, in this case .7k (G, X) is also regular.
This integral model has appeared, via a different construction, in [Madl6].

7.3 Orthogonal integral models
Let us mention that a result exactly like Theorem 7.2.1 can be obtained for the Shimura varieties
associated to the Shimura data (SO(V'), X) and the parahoric subgroup given by the connected
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stabilizer
K, ={g9€8S0(V®qgQy)|gA=A, e(g) =1}

by combining the previous results with [KP18, Theorem 4.6.23]. Note that (SO(V), X) is of
abelian type. The corresponding integral model 7% (SO(V'), X) is obtained as a quotient of the
integral model .5 (GSpin(V'), X) by a finite group action [KP18, §4.6]. We can then construct a
regular integral model . %(SO(V'), X) with MP!(A) as its local model by following the argument
in the proof of Theorem 7.2.1 above.

7.4 Rapoport—Zink spaces

Finally, we observe that our result can be applied to construct regular formal models of certain
related Rapoport—Zink spaces. Our discussion will be brief, since passing from integral models
of Shimura varieties to corresponding Rapoport—Zink formal schemes (which can be thought of
as integral models of local Shimura varieties) is, for the most part, routine. See, for example,
[HPR20, § 4] for another instance of this parallel treatment.

We consider a local Shimura datum (GSpin(V),b,{u}), with V' over Q, and p as above,
and fix the level subgroup K to be the stabilizer of a vertex lattice A. Then a ‘Rapoport—Zink
formal scheme’ 9P := M (GSpin(V),ub, k) OVer Spf(Z,) is constructed in [HK19, § 5], provided that
b is basic or GSpin(V) is residually split. (By work of R. Zhou [Zho20, Proposition 6.5], this
assumption implies that Axiom (A) of [HK19, 5.3] is satisfied so the construction in [HK19]
applies, but it should not be necessary. The group is residually split when (V, (,)) affords a basis
as in one of the four cases of §2.2.) In what follows, we assume that b is basic. Then the formal
scheme M uniformizes the formal completion of the integral model .7 (G, X) of a corresponding
Shimura variety Shx (G, X) along the basic locus of its special fiber; see [HK19, Oki20].

By its construction, 9t® supports a local model diagram

b
/ K (7.4.1)
m‘tb

o —

Mloc (A)

of formal schemes over Spf(Z,). (In this, 7 is a G-torsor, ¢ is formally smooth, and M@)
denotes the formal p-adic completion of M!°¢(A); see [Oki20] for details.) Our results now imply
that the blow-up D8 of MP along the discrete stratum is regular and has the same étale local
structure as described for .%;78(G, X) in Theorem 7.2.1(c). In fact, we can see that IMPres can
be used to uniformize the completion of ., (G, X) along its basic locus and affords a diagram

ﬁb,reg

7 “ (7.4.2)

—

gb-reg MPI(A)
with similar properties as above.
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