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ABSTRACT 

Online harm is a prevalent issue in adolescents’ online lives. Restora-
tive justice teaches us to focus on those who have been harmed, 
ask what their needs are, and engage in the ofending party and 
community members to collectively address the harm. In this re-
search, we conducted interviews and design activities with harmed 
adolescents to understand their needs to address online harm. They 
also identifed the key stakeholders relevant to their needs, the 
desired outcomes, and the preferred timing to achieve them. We 
identifed fve central needs of harmed adolescents: sensemaking, 
emotional support and validation, safety, retribution, and transfor-
mation. We fnd that addressing the needs of those who are harmed 
online usually requires concerted eforts from multiple stakeholders 
online and ofine. We conclude by discussing how platforms can 
implement design interventions to meet some of these needs. 
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1 INTRODUCTION 

Online harm such as harassment is prevalent on social media plat-
forms. According to Pew Research Center, social media is by far the 
most common online venue for harassment in the United States Ð 
75% targets of online abuse, which equals 31% Americans say their 
most recent harm experience was on social media [60]. Social media 
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platforms tend to address these harms through the framework of 
content moderation: the review and removal of content that vio-
lates the platform’s rules, and banning of repeat ofenders [16, 44]. 
Though research has found some impact of content moderation in 
reducing ofenders and ofending behaviors [22, 23], the framework 
leaves out victims’ experiences and needs for addressing harm [49]. 
Research has found that the current form of content moderation 
leaves victims out of the decision making process [49] and fails to 
adapt to their individual experiences [5]. 

In recent years, the HCI and CSCW communities have explored 
a victim-centered perspective to address online harm. Researchers 
have examined victims’ strategies for dealing with harm [7, 59], 
engaged victims in designing interventions to address online harm 
[2], and studied their notions of justice [4, 49]. Our research builds 
on this line of work and is inspired by restorative justice ś a victim-

centered justice approach ś to understand people’s needs for ad-
dressing online harm. Content moderation follows a punitive justice 
approach, where it responds to harm by centering the ofending 
party and regulating their ofending behavior through punishment. 
Restorative justice, on the other hand, centers victims’ experiences 
and desired outcomes. Through communicating with victims, a 
restorative justice process aims to support victims to refect on 
their needs for addressing harm, and also engaging ofenders and 
community members to help victims meet those needs [65]. 

We focus our investigation on adolescents (10-20 years old) [47], 
which are a particularly vulnerable group for a variety of harms 
in the online space. The vast majority of teens (90%) in the United 
States believe online harassment is a problem that afects people 
their age, and they mostly think teachers, social media companies 
and politicians are failing at addressing this issue [1]. Restorative 
justice has been successfully applied to address harm among ado-
lescents in schools [19]. In recent years, researchers have seen the 
potential for applying restorative justice principles and practices in 
the online space [4, 20, 49]. We follow this line of work and explore 
how restorative justice helps us understand adolescents’ needs in 
addressing online harm. Human needs and motivations are the 
driving force of behavior [37]. Without understanding needs and 
motivations, we may presuppose why certain actions (e.g., modera-

tion) are important for addressing harm, but not understand why 
they are important for victims [42]. 

We examine adolescents’ needs for addressing online harm from 
three interrelated perspectives: what needs they identify, how they 
believe their needs can be met (and by whom), and when they be-
lieve diferent needs should be met. Before we can develop specifc 
recommendations to address the needs, we must frst understand 
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the types of needs that adolescents identify from their own experi-
ences. For example, adolescents may identify needs for themselves, 
as well as needs for their online communities. Our goal in the frst 
research question is to better identify specifc, major types of needs 
that come from adolescents experiences with online harm: 

RQ1. What types of needs do adolescents identify for 
addressing online harm? 

Next, we examine how adolescents hope to achieve their needs, 
including the relevant stakeholders and the actions they perform in 
order to meet those needs. When harm happens, victims sufer from 
a lack of agency and require actions from relevant stakeholders (e.g., 
moderators, bystanders) to collectively address the harm [23, 56]. 

RQ2. How do adolescents want to achieve diferent 
needs in addressing online harm? What specifc ac-
tions can help adolescents address their needs, and 
by whom? 

Adolescents may have multiple needs for addressing harm, which 
requires more than one action from a single stakeholder. Needs 
are not necessarily independent from one another, and some needs 
may have more immediacy than others. For example, social and 
self-esteem needs can become more important once fundamental 
needs of safety and security are achieved [33]. In our research, we 
aim to understand the immediacy of needs in addressing online 
harm: 

RQ3. When do adolescents hope to achieve diferent 
needs when online harms occur? 

To address our research questions, we conducted interviews and 
design activities with 28 participants who experienced online harm 
during adolescence. In the interviews, participants complete a series 
of task on the online whiteboard to identify and refect on stake-
holders, actions, needs, and the timeline to achieve those needs. 
We found fve major needs for addressing online harm from par-
ticipants: sensemaking, support and validation, safety, retribution, 
and transformation. Participants identifed both online and ofine 
stakeholders that may address needs, including moderators, ofend-
ers, family and school, and proposed actions for address needs both 
in the short and long term. 

In this paper, we examine what it would take for social media 
spaces to realize important social values such as supporting the 
safety and growth of adolescents, instead of the bare minimum of 
banning some types of ofending content. Our fndings shed light 
on how we may expand our understanding of victims’ needs both 
spatially and temporally. We argue that online platforms can imple-

ment approaches beyond content moderation and can collaborate 
with other stakeholders to support victims both in the short and 
long term. In particular, we see potential for applying restorative 
justice approaches in addressing online harm for adolescents, such 
as by helping ofenders realize their wrong-doing or utilizing the 
support of communities that victims are a part of. The design task 
that we created, contributes an innovative method for victims to re-
fect on their needs in addressing online harm. Finally, our research 
builds on and extends recent work that center victims’ perspectives 
in addressing online harm [5, 48] and examines alternative justice 
models in online governance [4, 49]. 

2 RELATED WORK 

2.1 Online harm and content moderation 

Social computing researchers have studied a variety of harmful 
behaviors online, including hate speech [34], online harassment 
[5], and digital self-harm [41]. In this research, the harm we study 
falls under interpersonal violence (compared to self-directed or col-
lective violence), where the victim believe they have been harmed 
by one or more individuals [29]. Online platforms usually address 
online harm with content moderation: when online users post con-
tent that violates platforms rules, the platform will sanction the 
users with punitive measures such as removal of content or bans 
[49]. The person who issues the sanctions may be commercial con-
tent moderators hired by the platform or the community content 
moderators who are end users [52]. There is also a growing use of 
bots, algorithms, and artifcial intelligence that automatically detect 
content that is against the rules and make decisions about remov-

ing or limiting the reach of the content [3, 28]. Researchers have 
examined ways to reduce ofending behaviors through moderation 
mechanisms, for example, through setting positive examples and 
social norms in moderation [9, 51], providing moderation expla-
nations [21, 22], or designing novel algorithms and AI moderation 
systems [8]. 

Research on content moderation and related areas have pre-
sented design solutions that have been shown to reduce ofenders 
and ofensive behaviors. However, researchers have argued that 
content moderation does not give victims agency in addressing 
the harm they have experienced and fails to provide appropriate 
solutions to meet victims’ diverse needs [5, 49]. Some researchers 
have explored victims’ perspectives in addressing harm and center 
victims in the design process. Researchers have studied victims’ 
experience and perspectives of online harm, including their perspec-
tives on the classifcation of harm [5], the impact of harm [31, 48], 
and efective coping strategies [7, 57]. Through studying the diverse 
needs of victims, researchers have explored interventions beyond 
platforms’ content moderation, for example, outsourcing the fl-
tering of problematic content to bystanders or friends [12, 32, 56], 
ofender’s apologizing [49, 50], or providing tools to help victims 
gather authentic evidence of harm to share with the public [54]. 
More recently, researchers have applied alternative justice mod-

els, including restorative justice, to address issues of online harm. 
Schoenebeck et al. conducted survey studies to understand people’s 
notion of justice and preferred design solutions of online harm un-
der restorative justice and other justice frameworks [49]. Hughes 
and Roy contributed an online tool to facilitate restorative justice 
processes [20]. 

Research has found that some groups are particular vulnerable 
in online spaces and are more frequently and severely harmed than 
others, including women and gender minorities [14, 57, 59], racial 
minorities [18], and young people [2, 40, 50]. Some researchers have 
worked to center the views of vulnerable populations by including 
them in the design process. For example, Ashktorab et al. explored 
cyberbullying mitigation and prevention through participatory de-
sign with teenagers [2]. Niksirat et al. explored the interventions 
of non-consensual image or video sharing through participatory 
design with young adults [40]. In our research, we focus on adoles-
cents as the study population, and involve them in a series of design 
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tasks to support them in refecting on their needs and potential 
interventions to help address those needs. 

2.2 Restorative justice 

In this research, we see restorative justice as both a philosophy 
that centers victims’ needs, and as a set of established practices and 
knowledge about what victims of harm generally need and how to 
support them. 

2.2.1 Restorative justice values. To introduce restorative justice, 
we frst discuss its diferences with punitive justice. Punitive justice, 
as a widely applied justice model in the Western world, holds that 
harm is a violation of rules and ofenders should sufer in proportion 
to their ofense [15]. Under this model, victims are often left out 
of the process. Victims sufer from a lack of agency in the process 
of addressing harm, and do not get sufcient resources to recover 
from the ofense [55]. 

Restorative justice provides an alternative way to address harm. 
Restorative justice believes that harm is a violation of people and 
relationships instead of just a violation of rules. While punitive 
justice is concerned primarily with making sure ofenders receive 
punishment proportionate to their ofense, restorative justice be-
gins with a concern for victims and their needs [65]. Additionally, 
restorative justice ask for engagement from diverse stakeholders in 
addressing harm. Under a restorative justice model of addressing 
harm, people are all interconnected in a community, or society at 
large. Thus, harm creates obligations for relevant parties (e.g., of-
fenders, members of community where harm has happened, victims 
and ofenders’ family members) to collectively address it [65]. Our 
research focuses on the harmed party, the victims, and understand 
their needs for addressing harm from other relevant stakeholders. 

2.2.2 Restorative justice practices. Restorative justice processes 
usually begin with communication. In a process called pre-
conference, a restorative justice facilitator will communicate with 
the victim to help them refect on their needs for addressing harm 
[43]. The process that follows involves communication with the of-
fenders and other relevant parties, sometimes collectively, to reach 
consensus on how to address those needs [43]. Here, a widely used 
communication tool is circles [24]. In a circle, victims, ofenders and 
other relevant stakeholders (e.g., friends and family, community 
members) sit together with a restorative justice facilitator to discuss 
three core questions [65]: (1) what has happened? (2) who has been 
afected and how? (3) what is needed to repair the harm? The fa-
cilitator mediates this process to ensure that victims and ofenders 
have equal footing and helps move the parties towards reaching 
consensus. After the meeting, the stakeholders carry out actions to 
repair the harm. While we believe that establishing full procedures 
of restorative justice online requires great adaptation, we argue 
that a frst step is understanding victims’ needs in addressing harm 
following restorative justice principles and procedures. 

Restorative justice practitioners have found a range of needs that 
are commonly addressed in a restorative justice process. Accord-
ing to Zehr, there are four types of needs victims may achieve in 
restorative justice process, that are often ignored in punitive justice 
[65]: (1) Information. Victims gain information about why harm 
happened and what has happened since. (2) Truth-telling. Victims 

get a chance to tell their stories and receive acknowledgement from 
parties such as the community and ofenders. (3) Empowerment. 
Restorative justice provides agency in addressing the harm they 
experienced, which can return them power and control that is taken 
away by the harm. (4) Restitution or vindication. Relevant parties, 
such as the ofender, will make amendment to repair the harm (e.g., 
apology, fnancial compensation). In our work, we use the four 
fundamental needs to guide our understanding of victims needs in 
addressing online harm. 

2.2.3 Applying restorative justice to adolescents. Restorative jus-
tice has been successfully applied in a myriad of ofine settings, 
such as criminal justice, family, and workplace settings [58, 64]. In 
particular, restorative justice has been applied to address harm in 
schools and the juvenile criminal justice systems all around the 
world [19]. Practitioners argue that a restorative justice approach 
can be benefcial to both young ofenders and victims compared to 
a punitive one. For young ofenders, restorative justice acknowl-
edge their needs and enhances their development instead of merely 
punishing them for their crime [39]. For young victims and the 
communities where harm happens, restorative justice provide sup-
port for them to heal from harm and restore or strengthen social 
relationships [26]. Restorative justice considers stakeholders be-
yond just the ofenders, including the state and schools, providing a 
chance for family members and schools to collectively support the 
growth of young people [26]. Katic et al. conducted a systematic 
evaluation of restorative justice practices in schools in the United 
States and found that the majority of studies reported positive out-
comes, including improved social relationships and reductions in 
ofce discipline referrals [27]. However, Latimer et al. noted that 
positive fndings in restorative justice can be tempered by the self-
selection bias ś since it is a voluntary process, those who choose it 
may beneft more than others [30]. We build on the research and 
practices from ofine restorative justice to study how it may beneft 
adolescents’ online lives. 

3 METHOD 

Our research aims to understand adolescents’ needs for addressing 
online harm, including what those needs are, how to meet those 
needs, and when. While asking people what they need may seem 
like a straightforward task at frst, prior work in the restorative 
justice literature and our own preliminary research showed that it is 
challenging for victims to know and express what needs they have 
[6]. This is particularly the case when when those needs were not 
met when the harm happened, or when meeting those needs seems 
impossible given available resources from the online platforms or 
other relevant stakeholders. 

Victims of harm need to go through a process of sensemaking to 
understand the harm, its efects on them, and to decide what they 
need to heal from the harm [65]. In restorative justice practices, 
this is often done through a pre-conferencing session with a facili-
tator who support the victim and helps them fgure out what they 
need [43]. For this research, we hope to design a task to support 
the process of sense-making and enable participants to tell us the 
whole range of their needs ś even those that could not be immedi-

ately met given current constraints and resource limitations. In this 
section, we frst described the process of designing the task. Next, 
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we presented the task procedure. We then explained our recruiting 
and interview process, and fnally ended with a description of our 
data analysis method. 

3.1 Designing the task 

3.1.1 Designing the need-finding questions to understand types of 
needs and actions. The goal of our research is understanding ado-
lescents’ needs when they are harmed online from three levels: 
(1) what their needs are, (2) the actions to meet those needs, and 
(3) the timing to meet those needs. It is challenging for people to 
know what their needs are and how to express them. Thus, our 
goal is to design need-fnding questions to help support participants’ 
sensemaking process. 

Weick argues that sensemaking is retrospective. People frst 
come up with or perform actions, then provide explanations 
for their actions [61]. Thus, we focus on actions in the need-
fnding questions, and then ask participants to explain their actions. 
Through the explanation, participants can identify their needs be-
hind those actions. The process enables us to answer RQ1 and RQ2 
together; by understanding what peoples’ needs are, as well as the 
actions that can meet those needs. 

We aim to design need-fnding questions that cover all the cate-
gories of actions participants may identify. We started our research 
design process by looking at how victims talk about needs and 
actions for addressing harm in the restorative justice literature. In 
Zehr’s foundational work on restorative justice, he proposes four 
categories of needs that victims commonly have: the need for in-
formation, the need for truth-telling, the need for empowerment, 
and the need for restitution or vindication [65]. Zehr also describes 
example actions that can address those needs, for example, ofend-
ers’ acknowledgement can meet victims’ need for restitution, and 
understanding why the harm happened can meet victims’ need for 
information. We rely heavily on this work in designing our research 
method. 

First, the research team brainstormed potential actions based on 
the examples provided by Zehr. We then categorized the actions 
through pilot testing with 15 participants who we selected through 
convenience sampling [45]. We asked pilot participants with ex-
periences of online harm to select from those actions, and come 
up with additional needs they might have. For pilot participants 
who hadn’t experienced online harm, we asked them to group the 
actions in a card sorting activity [53]. We asked pilot participants 
to think out loud to understand their thought process. This process 
led to fve questions which cover most actions our pilot participants 
mentioned: (1) what information do you need from [the stakeholder]? 
(2) what do you want to share with [the stakeholder]? (3) what ac-
knowledgement / understanding do you want from [the stakeholder]? 
(4) what actions is needed from [the stakeholder] to repair the harm? 
(5) what change do you want [the stakeholder] to do in the future? 

3.1.2 Designing a timeline to envision the story. While the need-
fnding questions help us answer RQ1 and RQ2, we were also in-
terested in the temporal aspects of addressing online harm and 
envisioned a story line of addressing harm for RQ3. The process of 
participants walking through their own storylines provides more 
chances for them to refect on their diferent needs and actions, as 

well as their order when a harm occurs. Inspired by previous re-
search in speculative design [63], we decided to design and facilitate 
a refection process to achieve this goal. 

Our design task borrows from the Timelines speculative design 
activity proposed by Wong and Nguyen [63]. Timelines is designed 
to help participants refect on their values and ethics around a 
technology. Participants complete the Timeline activity with sticky 
notes and a whiteboard. There are four steps in the timeline activity: 
(1) participants decide on an artifact (e.g., a technology) as the topic 
of discussion, (2) identify stakeholders around the artifact, (3) create 
potential news headlines and stories related to the artifact, and (4) 
organize the news headlines and stories on multiple timelines to 
create stories of events related to the artifact. Overall, through a 
visual board, the Timelines activity helps łthe creation of an imag-

ined world that can lead participants to critical refectionž [63]. In 
borrowing from the Timelines activity, our goal is to help partici-
pants picture a storyline for addressing harm, while refecting on 
their values and desired outcomes in the process. While our work is 
not entirely speculative, we encourage participants to think beyond 
perceived constraints while building on their own experiences. 

3.2 Task procedure 

Our study consists of four main stages: 

(1) Participants decide on a harm case from their adolescence 
they’d like to talk about. 

(2) Participants identify stakeholders relevant to the harm case. 
(3) Participants generate actions the stakeholders might perform 

with fve need-fnding questions. Participants refect on their 
needs through identifed stakeholders and actions in stage 2 
and 3. 

(4) Participants map those actions spatially to illustrate their 
preferred timeline for addressing the harm. 

Figure 1 provides an example of the interface where participants 
complete the task. In the following sections, we describe each stage 
in more detail. 

3.2.1 Stage 1: Participants choose a harm case from their adolescence 
they’d like to talk about. In the frst of four stages, the researcher 
asks participants to share a harm case they want to talk about. In 
pilot studies, we shared a hypothetical harm scenario with par-
ticipants and asked them to imagine themselves in that situation 
and share their needs. However, participants found it hard to em-

pathize with the hypothetical scenario. Therefore, we chose to use 
participants’ lived experiences. While relying on each person’s own 
experiences made it more difcult to control for the types of harm in 
our study, their personal experiences contain concrete details (e.g., 
what the ofender said to them, their relationship with diferent 
stakeholders) that are important to determining their needs. 

After participants select a case, we ask a series of questions 
about the case (e.g., when and where it happened, if and how they 
addressed the harm, and their feelings at that time). The purpose 
is twofold: frst, in later stages of the task, we provide participants 
fexibility in expressing the needs based on their unique experiences. 
Talking about the harm they experienced helps participants recall 
what has happened in detail, which enables them to refect on 
their needs thoroughly. Second, information about the harm case 
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Figure 1: An example of the interface where participants complete the four-stage task. The sections marked by red frames are 
what that participants need to complete in each stage of the study. To protect participants’ privacy, the data in the red frames 
comes from multiple participants. 

provides context for our interpretation and understanding of their 
needs in data analysis. 

3.2.2 Stage 2: Participants identify stakeholders relevant to the harm 
case. In the second stage, participants identify the stakeholders 
relevant to the harm. We asked two questions to facilitate their 
selection of stakeholders: (1) Who is responsible to help you address 
the harm? (2) Regardless of responsibility, who can support or help you 
to address the harm? Because some participants weren’t sure how to 
answer this question in pilot studies, we provided them with some 
example stakeholders as starting points, including ofenders, family 
and friends, online community members, and platform/moderators. 
Participants also have the option of adding additional stakeholders 
either in this stage or in later stages. 

3.2.3 Stage 3: Participants generate actions the stakeholders might 
perform with the five need-finding questions. In the third stage, we 
used the stakeholders they identifed and fve need-fnding ques-
tions discussed in section 3.1.1 to form a table, and asked partic-
ipants to answer each question with respect to each stakeholder 

group in the table (see Figure 1). Thus, the process allows par-
ticipants to identify the actions required from stakeholders for 
addressing the harm. 

In stages 2 and 3, we asked the participants to think out loud and 
explain their rationale for selecting/writing a note. This allows us 
to understand the type of needs or motivations of choosing certain 
actions or stakeholders. 

3.2.4 Stage 4: Participants map those actions on a timeline to il-
lustrate how they want to address the harm. In the fnal stage, par-
ticipants rearranged the actions they had just created spatially to 
refect on an ideal timeline to address the harm. Since participants 
have refected on the needs behind the actions, the series of actions 
on the timeline also represents the sequence of needs. We also en-
couraged them to create new notes to complete the timeline. In the 
process, the researchers asked participants to think out loud and 
explain their reasoning for the order of notes. 
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Table 1: Participant demographics and experiences of online harm 

Age Gender1 Race/ethnicity1 When harm Online Platform Ofine Site Number of Relationship Description of harm2 

happened ofender(s) 

P1 

P2 
P3 

P4 

P5 

19 

20 
20 

19 

20 

Female Asian 

Male White 
Female Asian 

Female Asian 

Male Asian 

Middle 
school 
17-18 
15 

16 

20 

Instagram, 
Snapchat 
Twitter 
Discord 

Instagram 

League of 
ends 

Leg-

School in U.S 

N/A 
N/A 

N/A 

N/A 

1 

1 
1 

1 

1 

Friends 

Stranger 
Friends 

Schoolmate 

Stranger 

Racist comments, public 
shaming, physical harm 
Physical threat 
Sexual harassment, non-
consensual image sharing 
Racial discrimination, public 
shaming 
Ofensive name-calling 

P6 20 

P7 20 
P8 18 

P9 19 

P10 19 

P11 19 

Female Asian 

Female Asian 
Female Indigenous 

Female Asian 

Male Asian 

Male Hispanic 
white 

Middle 
school 
High school 
18 

First year of 
high school 
End of mid-
dle school 
18 

Instagram post 

Instagram 
Twitter 

Instagram 

WhatsApp 

Instagram 

School in U.S 

N/A 
N/A 

N/A 

School in India 

N/A 

3 to 4 

1 
3 to 4 

1 

10 to 15 

1 

Friend 

Classmate 
Strangers 

Classmate 

Classmate 

Friend 

Public shaming, non-
consensual image sharing 
Body shaming 
Racist comments, ofensive 
name-calling 
Body shaming 

Public shaming, physical 
threats, physical harm 
Making fake profle of me 

P12 19 
P13 19 

Female Asian 
Male Asian 

19 
19 

Tiktok 
Grindr, tinder 

N/A 
N/A 

Multiple 
Multiple 

Strangers 
Strangers 

Racist comments 
Financial fraud with fake ac-
count 

P14 20 
P15 20 

P16 19 

P17 20 

P18 20 

P19 20 

Male Asian 
Male Asian 

Female Asian 

Male Asian 

Female Asian 

Female Asian 

20 
High school 

High school 

First year of 
high school 
High school 

13 

Reddit 
Instagram, Face-
book Messenger 
Instagram, 
Snapchat 
Instagram 

Instagram, 
Snapchat 
Tumblr, In-

N/A 
School in U.S 

N/A 

School in India 

School in 
China 
N/A 

Multiple 
Multiple 

Multiple 

1 

Multiple 

Multiple 

Strangers 
Friends 

Friends 

Friend 

Classmate, 
strangers 
Strangers 

Trolling, harassment 
Racist comments, making 
jokes of my disability 
Non-consensual image shar-
ing 
Making fake account for 
public shaming 
Racist comments 

Ofensive comments of my 

P20 19 
P21 19 

P22 20 

Female Asian 
Female Asian 

Female Asian 

High school 
18 

18 

sagram 
Instagram 
Slack, email 

Instagram, Twit-

N/A 
N/A 

N/A 

Multiple 
1 

Multiple 

Strangers 
Stranger 

Strangers 

arts 
Racist comments 
Non-consensual image shar-
ing 
Racist comments 

ter 
P23 20 

P24 18 
P25 19 

P26 20 

P27 19 
P28 20 

Female Black 

Male Asian 
Female Asian 

Male Asian 

Female Black 
Female Asian 

Elemetary to 
high school 
High school 
High school 

High school 

10th grade 
20 

ASKfm 

Facebook 
Weibo 

Twitter 

Instagram 
Instagram 

N/A 

School in India 
School in 
China 
School in U.S 

School in U.S 
N/A 

Multiple 

Multiple 
Multiple 

Multiple 

Multiple 
1 

Schoolmate 

Classmate 
Classmate, 
strangers 
Schoolmate 

Schoolmate 
Stranger 

Sexual harassment 

Body shaming 
Trolling, harassment 

Racist comments, ofensive 
name-calling 
Public shaming, harassment 
Racist comments 

1, 2Participants’ gender and race/ethnicity are self-identifed. The majority of participants are Asian, yet they come from diverse cultural background, 
including Afghan, Chinese, Filipino, and Indian. 3Here, we did not follow a strict defnition of types of harm but rather stay close to participant’s 
description and categorization of their experiences. 

3.3 Recruitment and Interviews We show participants’ demographic information and the in-
formation about their online harm experiences in table 1. Partic-We recruited 28 students from a University on the West Coast 
ipants reported a wide range of harm experiences including non-of the United States. We used the university’s internal recruiting 
consensual image sharing, body-shaming, sexual harassment and platform to reach potential participants from a pool of students 
physical threat. For many participants, the harm cases had an of-who agreed to be contacted about paid social research opportuni-
fine part in school, or happened online with their classmates or ties. We focused our recruiting message to late adolescent students 
schoolmates. Due to the restriction of IRB, the participants we in-between 18-20 years old, and indicated that we were looking for 
terviewed are in the late adolescence group, but the harm casesparticipants who have experienced online harm on social media 
they shared happened from early to late adolescence. during their adolescence. We also provided some examples of on-

We conducted all the interviews between July and August 2021. line harm (e.g., ofensive name-calling, public shaming, stalking, 
The interviews were within one hour and in the form of video or harassment, physical threats) to help them refect on potentially 
voice call on Zoom (www.zoom.us). We used an online whiteboard relevant experiences. 
tool, Miro (http://miro.com), to facilitate the task in remote sessions. 
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Participants received a $25 gift card as compensation. The study is 
approved by the institutional review board. 

3.4 Data Analysis 

We transcribed the interview recordings with an online transcrip-
tion service (www.rev.com). We exported the data on the online 
whiteboards into an excel sheet, and also referred back to the origi-
nal board for spatial information during analysis. We analyzed the 
interview transcript and data from online whiteboards together. 

We conducted the data analysis in an iterative process. We ap-
plied interpretative qualitative coding to the data [38]. We began 
with initial coding, where we applied short phrases as codes [46]. 
The frst round of coding was done on a line by line basis so that 
the codes stayed close to the data. Some example codes include 
łneed empathyž and łdesign automatic moderation tools.ž We then 
conducted focused coding by identifying themes that appeared re-
peatedly to form higher-level descriptions [46]. Examples of second-
level codes include łprevention of harmž and łacknowledgement of 
responsibilities.ž Throughout the analysis, we not only paid atten-
tion to the needs victims have, but also the actions and stakeholders 
that were proposed to meet the needs. In analyzing the timelines 
data, we paid attention to the order and time span in which partici-
pants wanted to address those needs. 

4 FINDINGS: STAKEHOLDERS AND ACTIONS 

Our frst research question concerns the types of needs that ado-
lescents identify for addressing online harm. Our second research 
question explores their preferred actions and stakeholders to ad-
dress those needs. As we noted in methodology, it is challenging 
for participants to directly identify their needs. Thus, we frst asked 
participants to identify their preferred actions and stakeholders for 
addressing harm, and then asked them to explain the needs behind 
the actions and stakeholders retrospectively. Since needs, actions 
and stakeholders are three interrelated concepts, we answer the 
two research questions together in this section. We presented our 
major fndings in table 2. We found fve major needs that partic-
ipants frequently mentioned in our study: sensemaking, support 
and validation, retribution, safety and transformation. Next, we 
detail the actions and the relevant stakeholders related to those 
needs. 

4.1 Need for sensemaking 

Through the refective task, all participants indicated that the of-
fenders had done something wrong. However, some participants 
told us that they were not as certain about the wrongdoing imme-

diately after the the incident had occurred. P3 refected that her 
ofender ł[repeatedly] sent me unwanted pictures then brushed it of 
as a mistake.ž She was unsure about the situation:łThat were almost 
in a gray zone [. . . ] I was not sure if that was just how he normally is 
and I’m just overreacting or is he actually making unwanted advances 
towards me.ž Additionally, even when some participants were sure 
that they were harmed, they were less sure how to address the 
problem. To make sense of the situation, participants hope to un-
derstand why ofenders did what they did, and get instructions or 
advice on how to deal with the harm. 

4.1.1 Seeking information on ofenders’ motives for conducting harm. 
Participants hope to get information on why the harm happened, 
and whether they are actually responsible for the harm instead. 
Several participants mentioned that they want to get the ofenders 
view, and to understand their actions. P28 explained that it would 
help her to łunderstand that the problem is within themselves [ofend-
ers] and not with me.ž P5 expressed that understanding ofenders’ 
motives helped him rationalize ofenders’ behavior: łmaybe they’re 
having a really bad day then it makes more sense I feel for them to 
behave that way.ž Understanding where the ofender is coming from 
is also a step towards addressing the problem. P6 said, łI wanted to 
know why it happened, so we were able to talk about it.ž 

4.1.2 Seeking advice on how to address the harm. Many participants 
mentioned that they need advice from others in dealing with the 
harm. Some of them chose to resort to their family and friends. 
P18 believes that family and friends can give łpersonalized advicež. 
Other participants want to look for people who have expertise in 
addressing harm. P10 explained that mental health professionals can 
help with his emotional suferings: łthey just know techniques that 
people can use to cope with any sort of sufering and how to alleviate 
it.ž P6 described the needs for online platforms to help address some 
technical challenges: łI didn’t know how to protect myself. Even now 
I don’t fully understand how to do things on Facebook, prevent people 
from tagging me in photos that I don’t want to be tagged in or stuf 
like that.ž P10 also identifed the guidance counselor from school 
as someone who could help with harmful situations, particularly 
since many of the harms happened among classmates: łThey’re 
used to dealing with school kids. They know how bullying happens. 
They know the triggers.ž 

4.2 Need for emotional support and validation 

Almost all participants mentioned the need for getting emotional 
support and validation. Participants look for emotional support 
from family, friends and online supporting groups, while hoping 
platforms and online community members will acknowledge their 
responsibility in addressing the harm. In some cases, they hope the 
ofenders can acknowledge their mistake and apologize. 

4.2.1 Emotional support from family, friends and online users with 
similar experiences. When a harm occurs, participants are charged 
with negative emotions. Participants explain that they need to vent 
their feelings and hope to get emotional support. Some resort to 
friends and family for those conversations: łBecause with friends 
and family, you can really open up about how you’re feeling...whether 
you just want to rant, or you want advice, then they can either ofer 
that support. Because they probably care more than most peoplež (P2). 
Some participants also turn to other online users who have simi-

lar experiences. Here, participants gain support not only through 
sharing their own stories, but also by listening to others. P3 said, 
łSupport communities are a good place to share experiences without 
fear of being judged, and survivors tend to feel more solidarity when 
hearing about others’ stories.ž 

4.2.2 Platforms and online community members can show their 
stance against harm. Some participants believe that online com-

munity members and online platforms can provide support and 
validation by standing in solidarity with the victims against online 
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Table 2: The table presents participants’ needs for addressing harm, actions to meet the needs, and the stakeholders to per-
form the actions from left to right. For example, to meet the need of sensemaking, participants hope to seek information on 
ofenders’ motives for conducting harm from their ofenders. 

Needs Actions Stakeholders 

ofenders family and 
friends 

online platform online community 
members 

school 

Seek information on ofend-
Sensemaking ers’ motives for conducting 

harm 

Seek advice on how to ad-

dress the harm 

x 

x x x 

Emotional 
support and Emotional support 
validation 

Show stance against harm 

Acknowledge wrong-doing 
and issue apology 

x 

x 

x 

x 

x 

Retribution Content moderation 

Report or call out ofenders 

In-school repercussion 

x 

x 

x 

Acknowledge wrong-doing 
Safety 

and issue apology 

Show stance against harm 

Content moderation 

In-school repercussion 

x 

x 

x 

x 

x 

Transformation 
Improve design and modera-

tion 

Raise public awareness 

x 

x x 

harm. P19 explained that she hopes online users realize that they 
are connected: łIt’s important to know that we’re all one big com-

munity that’s sharing something...it’s important to build each other 
up.ž P20 expected online community members to express łkind of a 
collective understanding that what was happening was wrong and 
there should be preventative action against it.ž Several participants 
hoped that platforms could issue direct statements to show their 
stance towards the incident (or similar incidents). P7 provided an 
example: ł[I hope the platform can state that] ‘these types of behaviors 
and comments are not appropriate in any setting.ž’ Participants ex-
plained that acknowledgement of online harm is one step towards 
addressing the issue: łI guess to repair the harm, acknowledging that 
there is a problem is the frst stepž (P18). 

4.2.3 Ofenders can acknowledge their wrong-doing and issue an 
apology. Some participants explained that they want the ofenders 
to acknowledge the harm that they created. For example, P2 hoped 
the ofender might understand that łit was really hurtful. It was 
hateful. It was unnecessary.ž Participants not only hope to share their 
feelings and frustrations, they often want an acknowledgement of 
wrongdoing from the ofender. In particular, several participants 
explained that the ofenders can (or should) apologize to them. P1 
wants to tell her ofender łthis is how you made me feel, and this 
is how interpreted the situation. please understand my sidež, and in 
return, the ofender should ł[apologize] and clear the air.ž 

4.3 Need for retribution 

Participants often explained that they hope ofenders receive conse-
quences for their negative behaviors: łyou’d want to send a message 
[to ofenders] that hate will not be tolerated...that actions have conse-
quencesž (P14). Some participants specifcally mentioned that they 
want ofenders to receive punishment as consequence. After being 
harmed repeatedly, P27 admitted that she hoped the ofender would 
sufer in return: łI used to be really angry and I just wanted bad things 
to happen to them...they shouldn’t get away with it.ž While some 
participants expressed a need for punishment, restorative justice ex-
plicitly seeks to create alternatives to punitive justice [65]. We will 
discuss this confict, as well as the diference between accountability 
and punishment, in the discussion section. 

Participants described diferent authority fgures who might ad-
minister retributive actions. Some believe that online platforms 
can use moderation (e.g., bans) to hold ofenders accountable. Par-
ticipants explained that online community members could help 
report ofenders to moderators, or call out ofenders at the time 
of the ofense. Since many participants receive harm from their 
classmates or schoolmates, some believe the school administrators 
should hold their students accountable. 

4.3.1 Platforms: issue punitive moderation decisions to the ofender. 
Some participants believe that platform moderation (e.g., banning, 
muting) is a form of punishment to ofenders or a way to hold 
them accountable. P23 explained her rationale: łI think that your 
presence on social media is a privilege that can be taken away...if you 
don’t follow the rules or the guidelines of the platform.ž P18 thinks 
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that banning is a form of denial to ofenders: łsuspension of a rude 
account isn’t really a big thing, but...personally, I think that would 
make me feel better that the people who were rude to me, someone is 
telling them that what you did [is] wrong.ž 

4.3.2 Bystanders: Reporting ofenders or calling out ofenders for 
their actions. Participants also mentioned online community mem-

bers, in particular, bystanders’ role in holding ofenders accountable. 
Some participants believe that bystanders should report the ofend-
ers to the platform. P6 hopes bystanders know that łIt is important 
and very simple online to report things that you see that are harmful 
to others.ž In addition to ofcially reporting harm, some participants 
expressed that bystanders could call out the ofending behavior 
when it occurs. P28 described it as ła form of positive online peer 
pressurež, while P23 phrased it as łpublic backlash.ž 

4.3.3 School Administration: Punishing students for their online 
behavior. Some participants believe that the school should hold 
their students accountable for their online behavior. P24 explained, 
łIt’s your [the school’s] duty to ensure that the students of your school 
behave in a good way...and then train them to be good citizens. So 
that’s why I feel like, even if it’s online, they [the responsibilities] 
still go to your school.ž Participants believe that the school should 
give students academic repercussions for their online behavior. P27 
described it as łgetting detention or something showing up on their 
records to show that they have poor behavior.ž P18 stated that the 
school should łTalk to their [ofenders’] parents, maybe even suspend 
them.ž 

4.4 Need for safety 

We fnd that sometimes participants need to deal with an ongoing 
harm. Even when participants think that a harm has stopped for 
the moment, they are often unsure if the harm will resume in the 
future. In such situations, one’s safety from continuing harm is a 
priority. Previously, we explained how a variety of actions can meet 
participants’ need for support and validation, as well as a desire 
to get retribution from ofenders. Importantly, we fnd that these 
same actions can serve another purpose ś to stop the continuation 
of harm and help individuals feel safe. 

4.4.1 Participants hope that acknowledgement can stop the harm. 
Earlier we described how participants need emotional support and 
validation after the experience of harm. They get comfort when 
online community members show their stance against online harm, 
or when ofenders acknowledge their wrong-doing and apologize. 
Some participants believe those actions also stop the continuation of 
harm. P19 believes that online community members’ stance against 
harm can reduce ofending behavior: łIf it’s publicly announced that, 
‘Oh, this is not the behavior that we’re going to tolerate,’ I feel like 
people would be more ashamed to act out like that.ž Some partici-
pants also expect their conversation with the ofender can prevent 
continuous harm from them: ł [If ofender] apologize and clear the 
air between us, and then any acts of harm should stop because we are 
done with itž (P1). 

4.4.2 Retributive actions to stop the harm. Some participants hope 
that retributive actions will teach the ofender a lesson, while also 
stopping the harm. We fnd that participants often put the onus on 

platforms to enact some type of retribution which will also stop the 
harm: łIf they [ofenders] are not willing to change, it’s kind of the 
responsibility of the platform to kick them ofž(P19). P24 explained 
why having the harmful post reported and removed can stop the 
escalation of harm: łyou want to ideally reduce the number of views 
that it gets and prevent it from growing even bigger.ž In addition, some 
participants expect the school can intervene: łthe school should step 
in and say, ‘stop taking people into this [the harm]ž’ (P6). 

4.4.3 Uncertainty about stopping the harm. Participants in our 
study do not always expect that having a conversation with ofend-
ers will force a change. P7 explained, łThe ofender would always 
try to defend themselves I think, and not really address anything.ž 
She believes that łpeople don’t need don’t really change overnight.ž 
P15 expressed reluctance to face the ofender and worried if he 
will be disappointed by the response: łThere is the sort of fear that 
maybe they won’t understand...if you don’t get the response that 
you’re ultimately looking for, then it can just be uncomfortable.ž 

Even when participants rely on others for help, they sometimes 
cannot specify the actions they want others to perform, or know 
whether those actions will efectively stop the harm. Individuals 
may know that they want something to stop, but they do not know 
who should actually take action. P6 expressed this type of frus-
tration, łI feel like someone should put a stop to that.ž P10 put his 
need as a inquiry: łI would want to know what they [moderators] can 
do to stop these kind of hateful messages from being spread, so that 
they could put a halt to the situation and at least [lower] its severity.ž 
P6 was also unsure whether the school can hold their students 
accountable for online behaviors: łultimately they don’t have the 
physical capability to make it stop...if those students were not willing 
to be compliant, I’m not really sure what actions you could expect the 
school to take.ž 

4.5 Need for transformation 

Some participants believe that addressing online harm not only 
mean working on their individual cases, but also fundamentally 
change or transform the online environment. Participants suggest 
that it is important to bring more attention and resources to the 
issue of online harm. These individuals believe that online platforms 
should use more resources to improve their moderation procedures, 
and emphasize online environments that identify and stop harms 
from occurring. At a broader level, these participants indicate that 
it is important to raise public awareness of online harm. 

4.5.1 Online platforms should improve design and moderation to 
address harm. Several participants indicated that the platforms 
should moderate content before a harm occurs. For example, several 
participants believe that platforms can improve their automatic 
detection mechanisms to flter out hateful comments before they 
reach online users. P7 thinks the current detection only works for 
explicit hateful words: łSome comments they flter are usually only 
addressed for inappropriate things as in rated R things inappropriate.ž 
He hopes platforms can łfltering comments that are close to hate or 
bullying.ž P18 also expressed that human moderators can łkeep an 
eye out for certain rude words or phrases.ž 

Participants explained that platforms can provide more infor-
mation, tools and resources in response to people’s individualized 



CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA Xiao et al. 

experiences. P11 wanted to correct a fake account someone made 
of him, and he hopes the platform can demonstrate łthe process 
of investigating and compiling a report on a duplicate social media 
account.ž P10 argues that every harm is diferent: łlike every person’s 
experience is nuanced and sometimes it really just doesn’t ft in one 
category. In my case I actually knew the person, so it’d be nice for 
you to have more of a place to talk. ž He told us that only human 
moderators can provide customized responses: łunless and until a 
human being looks at it and fgures out what’s going on, I don’t think 
that’s very accurate.ž 

4.5.2 Raising public awareness about harm can improve online envi-
ronments. Many participant believe that educating the public about 
the importance of online harms and how to deal with them can 
fundamentally improve online environments. P18 talked about how 
she resorted to her family for help when online harm happened but 
wasn’t given enough attention. She thinks that online harm was 
a new concept to her elderly family members, which she wanted 
them to understand: łFor them, bullying was something in person 
and rude comments on Instagram isn’t even considered bullying for a 
lot of people.ž Other participants explained that they hope people 
will learn that online harm can elicit as much pain as in-person 
harm: łIf you think that saying something bad to someone in person 
is bad, then you should also just assume the same for social media, 
it’s not any diferentž(P26). 

Some participants expressed the belief that people need to edu-
cate themselves about the dangers of online harms, while others 
expressed a need for infuencers and other celebrities to get in-
volved in public education about these issues. P8 experienced racist 
comments and thinks that people should educate themselves on 
the topic: łI would like to see this community educating themselves 
more and uplifting Indigenous peoples rather than invalidating our 
experiences.ž P7 hopes that celebrities or other public online fgures 
can utilize their infuence to łempowering all types of individuals... 
and speaking up about the issues [online harm].ž 

Education about online harm does not necessarily have to come 
from online sources. Some participants believe that it is particularly 
important for their school to educate students about online harms. 
For example, P18 was bullied online by her classmates and she 
wondered if the school could have prevented it with more education: 
ł If in eighth grade the school constantly talks to their students about 
social media bullying, online appropriation, using words correctly, not 
saying rude things online... if they do that from a younger age, then 
that would solve the issue from the beginning itself.ž 

5 FINDINGS: TIMELINES OF NEEDS 

Our third research question asks about the order and timing people 
want to meet the needs. In the frst several stages of the design activ-
ity, participants frst identify the actions and relevant stakeholders 
for addressing harm, then refect on their needs behind the choice. 
In the fnal stage, we asked participants to place the sticky notes 
representing diferent actions onto a timeline. Since the actions 
are attached to specifc needs, we were then able to analyze the 
preferred temporal order of meeting the needs. We summarize the 
patterns that we found in Figure 2. Next, we present participants’ 
perceived immediacy of the fve identifed needs: sensemaking, 
support and validation, safety, retribution, and transformation. 

5.1 Need for sensemaking comes frst 

We fnd that when participants need to make sense of the situation, 
they usually do it before meeting other goals. As we discussed in 4.1, 
some participants were not sure if they overreacted, or they don’t 
know how to proceed with addressing the harm. Thus, understand-
ing ofenders’ motives and getting instructions for addressing harm 
are prerequisites for participants’ next moves. The two outliers (P4, 
P16) chose to stop the continuation of harm before making sense 
of it. 

5.2 Need for emotional support is dominant 
and happens at an early stage 

The need for receiving emotional support and validation is dom-

inant on the timelines. Many participants also wish to start to 
address it earlier in the process. About half participants place it as 
the frst need to accomplish. P10 explained why she would like re-
ceive support frst: łI feel like the time after which the harm happens 
is when you’re the most emotionally charged by this situation. So 
then, a comfortable space where you can ease in and grieve is pretty 
important.ž P27 believes that she has an urgent need to get łkind 
words and maybe a hugž from friends and family: łWhen I saw it 
[the ofending post], I was upset for the longest time. And I really 
considered ways of trying to avoid going to school and miss class so I 
wouldn’t have to see them [ofenders] again.ž 

Some participants hope to have a conversation with ofenders 
to get their acknowledgement or stop the continuation of harm. 
We fnd that those participants usually need to receive emotional 
support before facing ofenders. P3 explained that emotional sup-
port should come before confronting the ofender: łBecause going 
straight to the ofender and be like, ‘Hey, what you did was wrong,’ 
isn’t going to happen if the survivor doesn’t feel supported enough.ž 

5.3 Timing to meet safety needs depends on 
the types of actions 

We noticed that some participants deal with harm that is ongo-
ing, and hope to gain safety as soon as possible: łonce online harm 
happen, I guess the frst thing to do is to stop it (P21).ž For partici-
pants who hope to stop the harm immediately, they usually rely on 
platform moderation (P4, P12, P16, P22, P24, P25). P4 thinks that 
removal of content as soon as possible can stop the spread of harm: 
łFirstly, I want the Instagram moderators to delete the comments and 
give the Instagram users who posted the disrespectful comments some 
warning so these negative comments won’t let more people to see it 
and let this discriminative mood to spread around individuals.ž When 
participants hope to stop the harm through talking with ofenders 
and gain their understanding (P1, P3, P8, P15, P27) it usually hap-
pens (or is fnally achieved) at a later stage of the timeline. Some 
participants believed that it takes time for ofenders to understand 
the harm, thus they hope to talk with ofenders later: łThe ofenders 
won’t realize that what they’ve done was wrong at the time after 
they post the bad information. I will give them some space to let 
them understand what they’ve done was wrong.ž Additionally, we 
talked about how P3 needs emotional support before talking with 
ofenders (5.2). 

As we mentioned in 4.4.3, sometimes participants are not sure 
how they can stop the harm. We fnd that some participants place 
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Figure 2: Participants’ timelines to address the needs. Each rectangle represents an action on the timeline. We color-coded the 
actions according to which category the participant’s need falls into – for an action that represents more than one need, we 
used stacked notes. We aligned the timelines according to the need for emotional support and validation.1 

actions to stop the harm at multiple stages of the timeline. For exam-

ple, P24 hopes to frst inform the platform and to get the ofensive 
post removed, but he also hopes the school can tell ofenders to stop 
their actions later. He admitted that ideally the ofenders should 
stop the continuation of harm immediately, but łIt will take some 
time to talk to the students and all of that.ž 

5.4 Needs for retribution and transformation 
come last 

We noticed that retribution is not the central goal for many par-
ticipants. Less than half of our participants include the need for 
retribution in their timeline of addressing harm, and they usually 
place the need after meeting the need for sensemaking, emotional 
support and validation, and safety. 

Finally, participants placed their need for transformation toward 
the end of their timelines. Participants told us that they hope the 
transformation of online environments is not only to address their 
harm case, but instead will prevent future harm: łThis one [the 

1For a grayscale version, please visit https://applexiao.com/images/timelines.jpeg 

transformation need] defnitely comes more at the end because this 
is more of trying to prevent future things from happeningž(P3). P2 
believes that besides addressing past harm, people should łlearn 
from this experience.ž Some participants indicated that the need 
for transformation are less for themselves and the harm they have 
experienced. Instead, they hope that fundamentally changing 
the online environment can beneft people they care about: 
łI hope that there are less and less victims that will be harmed.ž 
The need for transformation that our participants mentioned 
echoes calls for transformative justice [11, 25]. Rather than 
focusing on cases of harm individually, transformative justice 
seeks to reveal and address root causes and cultures of violence 
and harm in society. Similarly, our participants discussed a longer 
term need to change the conditions that enabled harm to happen 
in the frst place. 
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6 DISCUSSION 

6.1 Expansion of the scope of needs, 
stakeholders and actions in addressing 
online harm 

Starting from victims’ needs in the restorative justice literature, we 
identifed fve needs adolescents have for addressing online harm: 
sensemaking, support and validation, safety, retribution, and trans-
formation. We also fnd that moderation actions, such as content 
removal or bans, meet some participants’ needs for safety or retribu-
tion. This last fnding aligns with existing research that shows that 
moderation grants participants safety [48] and can hold ofenders 
accountable through retribution [49]. 

While content moderation is currently the major tool online 
platforms use to address harm, our fndings suggest other ways 
platforms can help. In fact, participants mentioned online platforms’ 
role in addressing all fve needs we identifed above. Participants 
believe that platforms can help them make sense of what has hap-
pened, validate their experiences of harm, and transform online 
environment to prevent future harm from happening. Further, par-
ticipants proposed specifc actions from online platforms that could 
help, such as providing instructions and advice on how to address 
harm, and showing their stance against harm. These proposed ac-
tions are useful steps towards concrete design solutions to online 
harm. 

While platforms have a responsibility to their users to address 
harm, it is also clear from our interviews that victims need more 
than what platforms alone can ofer. Social media companies, as 
well as current research, typically consider individual platforms 
or communities as the primary (or only) site for addressing harm. 
However, the restorative justice approach conceptualizes harm as 
an interconnected web of relationships, creating obligations for 
stakeholders (including ofenders and members of related social 
circles) to address the harm collectively [65]. When we asked par-
ticipants to choose which stakeholder(s) to engage with in order to 
address a harm, they often identify multiple stakeholders online and 
ofine. This broader network of stakeholders requires us to think 
about online harm not as isolated incidents, but events that connect 
individuals experience with their relevant communities beyond a 
particular online platform. This recognition further emphasizes 
the importance of customization and fexibility when providing 
support [5, 49]. 

The multi-stakeholder perspective also reveals the importance 
of utilizing available social capital and resources that people have 
in their social circles [10, 36]. Kretzmann and McKnight explain 
that, łIt is the capacities of local people and their associations 
that build powerful communitiesž [35]. For many victims we in-
terviewed, their process of addressing harm involves stakeholders 
and resources from multiple social circles which may or may not 
directly relate to the community where a specifc harm occurred. It 
is important to note that the multi-stakeholder approach doesn’t 
alleviate the responsibility of online platforms to protect their users. 
For example, one concrete suggestion is for platforms to directly 
point victims to the internal and external social resources they 
might need for addressing harm. 

The involvement of multiple stakeholders can be particularly 
important for adolescents, our focal population. We fnd that their 
online harm experiences may happen between schoolmates, or 
even include an ofine component at school or other extracurricu-
lar events. As a vulnerable group, adolescents often need the help 
of their parents or schools in dealing with harm. When online and 
ofine harm intersect in schools, it creates a grey area of obligations 
between the school, the platform, and parents. Existing restorative 
justice practices for adolescents are often a collaborative efort be-
tween school and parents [19]. In the HCI and CSCW literature, 
researchers show how involvement of parents may beneft ado-
lescents in dealing with online safety issues [13, 62]. Our fndings 
support this line of research, and emphasize the importance of in-
terpersonal and familial relationships for adolescents in order to 
prevent or respond to online harm. 

Our research provides insight into how online platforms and 
communities might implement procedures that enact restorative 
justice values and processes. Participants identifed many actions 
that can potentially embed restorative justice values. For example, 
support from bystanders, online community members, or society 
at large is important for acknowledging the harm and empowering 
victims. Instead of punishing the ofenders to stop the harm, some 
participants explained that it might be possible to stop further 
harm through ofenders’ growth: ofenders can learn from the harm 
and grow through conversations with victims and other online 
community members, or learn from schools and society at large. 
We believe these restorative measures are particularly important 
for the health and growth of adolescents who have experienced 
harm, or who caused harm to others. While restorative justice has 
demonstrated success in achieving those goals within schools [19], 
we believe online platforms are an important social context where 
even small, visible changes in our response to harm can have a 
positive efect on adolescents. 

6.2 Understanding harm and need through a 
temporal perspective 

When do online harm victims start to address the harm, and when 
does the process end? Our research shows that participants often 
deal with ongoing harm, or expect the harm to happen again even 
if it has temporarily stopped. While current research often con-
ceptualizes harm as discrete incidents and designs solutions, it is 
important to take continuous or ongoing harm into consideration 
as well. 

Participants’ process of addressing harm often involves a series 
of actions over time. They also show preferences for addressing 
some needs in a particular order. Participants may hope to talk 
with ofenders, but it’s only after they gained emotional support; or 
they need to ensure safety before addressing other needs. Thus, it 
is important to consider both the relation of needs and the timing 
of meeting each need. For example, participants mentioned that 
sometimes they often need to make sense of what happened before 
deciding how to address the harm. Thus, besides designing solu-
tions that focuses on the outcome, it is also important to design 
ways to help users make informed decisions on how to address 
the harm. We also fnd that several participants see moderation as 
an efcient way to ensure safety right after a harm occurs. While 
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much research examines how to moderate, our research shows the 
importance of when to moderate (i.e., moderation efciency). Our 
participants expressed that they hoped for efciency among both 
human moderators or automatic moderation tools. For this reason, 
we believe this is also relevant to the studies of labor and human 
moderators [44], and automation in moderation [8, 17]. 

In addition to short term needs and actions to address a specifc 
harm, many participants explained that they wanted transforma-

tion of online environments in the long term. The broader need 
for transformation may be less apparent (and seem less urgent) 
compared to more immediate needs in an individual harm case. 
However, our interviews reveal that larger transformative changes 
are no less important to some individuals. In fact, many participants 
put it at the end of the timeline but describe the need as fundamen-

tal. In some ways, this is akin to wanting justice for a specifc crime, 
but also wanting to change the laws and social norms that allow 
such crimes to regularly occur. 

Since the focus of restorative justice is on interpersonal relation-
ships [65], its efect on transformation may be limited. Participants’ 
need for transformation include issues such as raising public aware-
ness about online harms, and changing the platform’s design to 
prevent future harms. These insights raise the potential of focusing 
on transformative justice in future research on online harm. Trans-
formative justice aims to address structural conditions and root 
causes that enable harm to happen [11]. The challenge with taking 
a transformative justice approach is that unlike restorative justice, 
transformative justice is not well codifed and does not have a set of 
established practices to build on. Instead, transformative justice is 
an open-ended, community based approach to understanding and 
addressing root causes while changing dominant, harmful cultures 
[25]. 

6.3 Refection on our method: what we learn 
from victims’ process of identifying needs 

Our research process centers on the experiences of victims, and 
gives them agency to explain how they would want to deal with 
specifc experiences of online harm. Of course, victims’ proposed 
actions should not be confated with specifc, actionable implica-

tions that should be implemented directly. Instead, we argue that 
we should consider their suggestions as they relate to the values 
and norms within the relevant online communities and platforms. 

There are many existing approaches to addressing online harms, 
and the most common actions such as banning, muting, and remov-

ing content are primarily punitive. Such punitive actions tend to 
focus on after-the-fact removal of ofending content or the person 
who has broken the rules. In our research, some participants pro-
posed such punitive actions, and some explicitly expressed the need 
to punish the people who hurt them. This should be expected when 
punitive approaches are the dominant way to address harm both 
on online platforms as well as in society more broadly [15]. The 
dominance of punitive actions creates a dilemma for people who 
want to grant agency to survivors, but also aspire to the values of 
restorative justice. Thus, we must emphasize the diference between 
taking a survivor-centered approach, with one that is survivor-led. 
Taking a survivor-led approach means acting on exactly what a 
survivor of harm asks us to do; however, in a survivor-centered 

approach, we listen to survivors and work to meet their need to 
heal from the harm within the framework of established values. 
Therefore, it is important to establish agreement on shared values 
before implementing processes like restorative justice. 

Our interviews used a multi-stage design task to capture par-
ticipants’ needs for addressing harm. We found that participants 
usually do not know how to address the harm immediately. They 
constantly refected and came up with needs throughout the task, 
went back and forth in the procedures to add stakeholders or actions, 
and re-arranged the items on a timeline. In fact, many identifed 
sensemaking as one of their needs in addressing harm Ð indicat-
ing that they may not know what has happened or know how to 
address the harm at the onset. We also found that the same ac-
tion participants identifed may relate to several diferent needs: 
for example, content moderation can satisfy retribution or safety; 
ofenders’ acknowledgement may either provide validation or act 
as a way to stop the continuation of harm (see Table 2). There-
fore, identifying needs and actions is labor intensive and instead of 
expecting victims to provide us with direct, actionable solutions, 
it is important for us to provide time, support, and resources to 
them. Besides asking what actions they prefer, it is important to 
work to understand their underlying motives and needs. We believe 
that building on restorative justice values and processes can enable 
researchers, technologists, policy makers, and platforms to engage 
with victims of online harm in respectful ways that ofer support 
and compensation as they work together toward designing new 
ways to efectively address online harm. 

6.4 Limitation and Future Work 

Our recruitment and interview processes have some limitations. 
First, the need-fnding questions and examples, as well as the order 
they are presented in, have the potential to infuence the responses 
of participants. Second, online harm is a broad topic; the cases 
participants shared do not cover all types of harm cases. Third, 
our participants may not be representative of all adolescents. Most 
participants are Asian. All participants are in their late adolescence 
(18-20) and study in a university in the United States. In future work, 
we plan to conduct large-scale surveys among adolescents to cover 
a wide range of online harm experiences and demographics. We 
also plan to use the survey to examine how people’s experiences of 
harm relates to the needs, actions and stakeholders for addressing 
harm. 

Our research has identifed resources victims can mobilize in 
addressing harm, including stakeholders and what victims need 
from them. However, as we mentioned in 6.3, researchers and plat-
form designers need to continue to work with victims to transform 
those ideas into design solutions. In particular, our research has 
shown potential of using restorative justice in addressing online 
harm. Applying restorative justice principles to online platforms 
is not easy or straightforward. Restorative justice processes can 
be time consuming, and may require participation and efort from 
diverse parties including restorative justice facilitators, ofenders 
and other community members[6]. In addition, a restorative justice 
process is often voluntary and consensual, thus it does not concern 
ofenders who do not plan to engage [65]. Those issues present 
new challenges to the current online landscape which experiences 
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insufcient moderation labor and expanding communities [16, 44]. 
While our research has showed the potential of online restorative 
justice, it is important to bear those constraints in mind in future 
design and implementation. 

7 CONCLUSION 

In this research, we identifed adolescents’ need for addressing on-
line harm, including sensemaking, support and validation, safety, 
retribution, and transformation. Our fndings shed light on how 
online platforms may support victims beyond moderation, and 
show how we can design for victims’ needs beyond the scope of 
online platforms, or short term solutions. Additionally, we see the 
potential of restorative justice in understanding and addressing ado-
lescents’ needs in online harm. How we may design for those needs 
and implement restorative justice principles in online platforms is 
challenging, yet important future work. 
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