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A B S T R A C T 

Neutron star merger accretion discs can launch neutron-rich winds of > 10 
−2 M �. This ejecta is a prime site for r -process 

nucleosynthesis, which will produce a range of radioactive heavy nuclei. The decay of these nuclei releases enough energy 

to accelerate portions of the wind by ∼0.1 c . Here, we investigate the effect of r -process heating on the dynamical evolution 

of disc winds. We extract the wind from a 3D general relativistic magnetohydrodynamic simulation of a disc from a post- 
merger system. This is used to create inner boundary conditions for 2D hydrodynamic simulations that continue the original 3D 

simulation. We perform two such simulations: one that includes the r -process heating, and another one that does not. We follow 

the hydrodynamic simulations until the winds reach homology (60 s). Using time-dependent multifrequency multidimensional 
Monte Carlo radiation transport simulations, we then calculate the kilonova light curves from the winds with and without 
dynamical r -process heating. We find that the r -process heating can substantially alter the velocity distribution of the wind, 
shifting the mass-weighted median velocity from 0.06 c to 0.12 c . The inclusion of the dynamical r -process heating makes the 
light curve brighter and bluer at ∼ 1 d post-merger. Ho we v er, the high-v elocity tail of the ejecta distribution and the early ( � 1 d) 
light curves are largely unaffected. 

K ey words: radiati ve transfer – neutron star mergers. 

1

G  

n  

b  

b  

G  

a  

h  

r  

e  

e  

e  

c  

r  

2  

H
 

a  

s  

p  

�

w  

2  

2  

m  

d
1  

I  

d  

2  

i  

f  

P
 

r  

b  

n  

c  

p  

c  

1  

r  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/510/2/2968/6459743 by G
alter H

ealth Sciences Library user on 05 M
ay 2023
 INTRODUCTION  

W170817 was the first gra vitational wa ve detection of a binary
eutron star (NS) merger (Abbott et al. 2017a ). It was followed
y a short gamma-ray burst (sGRB), confirming the connection
etween compact object mergers and sGRBs (Abbott et al. 2017c ;
oldstein et al. 2017 ; Savchenko et al. 2017 ). An ultraviolet, optical,

nd infrared counterpart, AT 2017gfo (also SSS17a), was detected
ours later, consistent with a v ∼ 0.1 c outflow of > 0.01M � of
adioactive material with an average opacity of 1 − 3 cm 

2 g −1 (Abbott
t al. 2017b ; Arcavi et al. 2017 ; Chornock et al. 2017 ; Coulter
t al. 2017 ; Cowperthwaite et al. 2017 ; Drout et al. 2017 ; Kasliwal
t al. 2017 ; Villar et al. 2017 ; Soares-Santos et al. 2017 ). This was
onsistent with predictions of a ‘kilonova’, a radioactively powered,
ed, and rapidly evolving counterpart of an NS merger (Metzger et al.
010 ; Metzger & Berger 2012 ; Barnes & Kasen 2013 ; Tanaka &
otokezaka 2013 ). 
Outflows from NS mergers are expected via multiple channels. As

n NS binary merges, mass ejection occurs on dynamical ( ∼ms) time-
cales due to hydrodynamical and tidal forces. Numerical simulations
redict that dynamical ejecta consist of 10 −4 −10 −2 M � of material
 E-mail: hklion@berkeley.edu 
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ith escape velocities of ∼0.1 −0.3 c (Bauswein, Goriely & Janka
013 ; Hotokezaka et al. 2013a ; Lehner et al. 2016 ; Bovard et al.
017 ; Dietrich et al. 2017 ; Radice et al. 2018 ). Some of the disrupted
aterial is still gravitationally bound and can form an accretion

isc of up to 0.3M � that evolves on longer time-scales (100 ms −
0 s) (Oechslin, Janka & Marek 2007 ; Hotokezaka et al. 2013b ).
nitially, neutrino cooling dominates because the disc is hot and
ense (Popham, Woosley & Fryer 1999 ; Narayan, Piran & Kumar
001 ). As the disc cools and spreads, neutrino cooling becomes
nefficient, and the disc becomes fully adv ectiv e. Weak interactions
reeze out, which can lead to a strong neutron-rich wind (Metzger,
iro & Quataert 2009 ). 
Regardless of how it is launched, the ejected material undergoes

apid decompression from nuclear densities. Once the material cools
elow ∼ 10 GK and leaves nuclear statistical equilibrium (NSE),
eutrons capture on to light seed nuclei faster than the nuclei
an undergo beta decays. This rapid- ( r -)process nucleosynthesis
roduces a range of radioactive neutron-rich nuclei that beta de-
ay to stability o v er weeks (Lattimer et al. 1977 ; Eichler et al.
989 ; Metzger et al. 2010 ). The bulk of the heat released from
 -process decays is deposited in the first few seconds after the
aterial leaves NSE. It then falls off approximately as a power

a w, powering the kilono va (Li & Paczy ́nski 1998 ; Metzger et al.
010 ). 
© 2021 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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1 The simulations of F19 were performed before the announcement of 
GW170817/AT 2017gfo. Subsequent modelling has inferred that the initial 
torus mass was larger by a factor of ∼3 (Shibata et al. 2017 ). 
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The distribution of nuclei produced by the r -process primarily de- 
ends on the electron fraction Y e of the nuclear material. When Y e �
.25, the r -process produces material enriched with Lanthanides and 
ctinides, which have uniquely high opacities. Their partially filled 

 orbitals produce a high density of moderately strong atomic lines, 
hich lead to a high quasi-continuum opacity ( κ ∼ 10 cm 

2 g −1 ),
specially in the blue and ultraviolet (Kasen, Badnell & Barnes 2013 ;
ontes et al. 2015 ; Tanaka et al. 2020 ). Low Y e ejecta would therefore
roduce a red, dim, slowly evolving transient (Barnes & Kasen 2013 ;
ollaeger et al. 2018 ). By contrast, higher Y e material gives rise

o lighter r -process elements, which primarily occupy the second 
ow of the d -block. These elements have lower average opacities 
∼ 0 . 5 –1 cm 

2 g −1 that are again highly wavelength dependent. The
ight curve of AT 2017gfo can be modelled by (at least) two distinct
omponents with opacities that roughly correspond to light and heavy 
 -process products (Cowperthwaite et al. 2017 ; Kasen et al. 2017 ;
erego, Radice & Bernuzzi 2017 ; Villar et al. 2017 ). 
Many past studies of post-merger accretion discs have relied 

n axisymmetric hydrodynamic simulations, where an imposed 
hear viscosity transports angular momentum (e.g. Fern ́andez & 

etzger 2013 ; Just et al. 2015 ; Fujibayashi et al. 2018 ). Siegel &
etzger ( 2017 , 2018 ) presented the first 3D general relativistic
agnetohydrodynamic (GRMHD) simulations of the post-merger 

ccretion disc evolution. They track the system out to 400 ms, by
hich point about half of the wind has been launched. Fern ́andez

t al. ( 2019 , hereafter F19) followed the evolution of a post-merger
isc system to 9 s, allowing all of the disc material to be accreted or
jected. Miller et al. ( 2019 ) evolve the wind to 130 ms with concurrent
R Monte Carlo neutrino transport, and with a full nuclear reaction 
etwork. They find that the resulting outflow primarily consists of 
ight r -process elements, consistent with a blue disc wind. The wind
s also sensitive to the initial magnetic field configuration within 
he disc; toroidal or weaker fields lead to less massive and slower
utflows (Christie et al. 2019 ). 
The very long-term evolution of disc winds remains uncertain. 
ost disc wind simulations are only evolved to � 10 s, while the
ind needs to expand for several times that in order to reach
omology, which is required to generate light curves and spectra 
ith most existing photon radiative transfer codes. Longer term 

volution of hydrodynamic winds has been studied by extracting 
ind properties at a large radius, and using that to set an inner
oundary condition on a larger grid (e.g. Kasen, Fern ́andez & 

etzger 2015 ; Kawaguchi et al. 2021 ). This technique has not yet
een applied to a GRMHD simulation of a disc wind. 
R -process heating provides around 1–3 MeV per nucleon, most 

f which is deposited within 1 s. If this were completely converted
o kinetic energy, it would boost a particle at rest to a velocity of
.05 −0.1 c . Prior work has found that r -process heating can have a
articularly strong effect on the tidal component of the dynamical 
jecta, causing it to inflate and smooth out inhomogeneities (Gross- 
an et al. 2014 ; Rosswog et al. 2014 ; Fern ́andez et al. 2015 ; Darbha

t al. 2021 ). 
In this paper, we are interested in understanding how r -process

eating affects the structure of a 3D MHD-driven disc wind and, 
onsequently, the resulting kilonova light curv es. We evolv e a 
ilonova disc wind to homology both with and without the r -
rocess heating. We construct an inner boundary condition for 2D 

R hydrodynamics (GRHD) simulations based on the wind formed 
n the 3D GRMHD simulation of F19, approximately accounting 
or r -process heating that occurs before injection. We present our 
ormalism for doing so in Section 2.1, and discuss the details of
ur 2D GRHD simulations in Section 2.2. After 60 s of evolution,
e pass the resulting density and temperature structures to SEDONA , 
 multidimensional, multifrequency radiation transport code (Sec- 
ions 2.3 and 2.4). In Section 3, we compare the results of our GRHD
imulations with and without r -process heating to assess the effect of
 -process heating on the dynamical evolution of kilonova disc winds.
ur predictions for disc wind light curves, with and without dynamic
 -process heating, are found in Section 4. We conclude and discuss
uture research directions in Section 5. 

 METHODS  

ur full calculation consists of the following steps: 

(i) Simulate a post-merger black hole accretion disc in 3D 

RMHD to 10 s. This model is the one presented in F19, and does
ot include r -process heating. 
(ii) Extract wind properties from F19 at a radius of r b = 2 ×

0 4 km , and use them to set an inner boundary condition for a
D GRHD simulation. The radius r b is chosen so that (a) as much
aterial as possible crosses the boundary before the end of the 3D

imulation and (b) the radial velocity everywhere on the boundary is
on-ne gativ e throughout the 3D simulation. There are two versions
f these conditions: one that is simply axisymmetrized, and another 
hat is axisymmetrized and then modified to approximately account 
or r -process heating that occurred within the domain of the 3D
imulation, prior to the gas reaching r b . 

(iii) Evolve two 2D GRHD simulations, each with one of the sets
f boundary conditions described abo v e. The simulation ‘with r -
rocess’ uses the r -process-adjusted inner boundary conditions and 
elf-consistently includes an r -process heating source term during 
volution. Meanwhile, the simulation ‘without r -process’ does not 
nclude an r -process heating term, and uses the axisymmetrized 
oundary conditions (not modified to include r -process heating). 
e evolve both of these models until 60 s, at which point they are
ostly in free expansion. 
(iv) Calculate the optical emission from both of the 2D GRHD 

imulations using SEDONA , a Monte Carlo radiation transport code. In
his phase of the calculation, both models include r-process heating, 
 ut the ev olution is assumed to be homologous. The velocity structure
s fixed, so the heating only affects the light curve. This allows us to
solate the effects of r -process heating on the dynamics of the ejecta.

.1 2D GR hydrodynamic initial conditions 

e continue the 3D GRMHD simulation of F19 in 2D GRHD. Unless
therwise stated, we take G = c = 1. F19 initialize a torus of mass
.033M �1 with a strong poloidal magnetic field around a black hole
f mass 3M � and spin parameter a = 0.8. We extract the time-series
f the primitive variables at a radius of r b ≡ 2 × 10 4 km = 4452 r g 
n the 3D simulations: rest mass density ρ, energy density ε, four
elocity in Kerr–Schild coordinates { u t , u r , u θ , u φ} and composition
electron fraction Y e and abundances of protons, neutrons, and alpha 
articles). This radius is small enough that the entire wind crosses
hrough the surface before the end of the 3D simulation, but large
nough that no bound material falls back through. 

We make the simplifying assumption that the magnetic fields are 
ero. While they are critical for the jet launch and wind ejection, both
f these occur interior to the inner boundary of our simulation. We
MNRAS 510, 2968–2979 (2022) 
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re primarily interested in the baryon-rich wind, and do not expect
he exclusion of magnetic fields to significantly affect our results. 

We axisymmetrize the density by averaging in φ: 

 ρ〉 = 

∫ 
ρ
√ −g d φ∫ √ −g d φ

, (1) 

nd calculating mass-weighted averages for the other variables, X : 

 X 〉 = 

∫ 
X ρ

√ −g d φ∫ 
ρ
√ −g d φ

. (2) 

he determinant of the metric is g . These axisymmetrized values
re then used as a time-dependent inner boundary condition in 2D
RHD simulations. We perform two simulations: one with and one
ithout r -process heating. When we do not include r-process heating,
e directly use the axisymmetrized primitives at r b as the boundary

ondition. 
The majority of the thermal energy input by the r -process will

e converted to kinetic energy via adiabatic expansion of the hot
as. The decay of r -process elements deposits ∼ 4 × 10 18 erg g −1 

n a time-scale of ∼ 1 s, which corresponds to a velocity increase
f ∼0.1 c for a particle at rest. Of the mass crossing r b in F19,
.7 × 10 −3 M � (68 per cent) has a velocity < 0.1 c , so we expect
cceleration from this burst of energy to be significant. The effects of
 e on heating rates are generally modest (Lippuner & Roberts 2015 ),
o we assume a spatially uniform, time-dependent heating rate. We
dopt the Y e = 0.1 r -process heating rate from Metzger et al. ( 2010 ).
e approximate the time-dependent heating rate per mass η( t ) as a

roken power law: 

( t) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

6 . 7 × 10 17 erg g −1 s −1 t 1 < 0 . 01 , 

1 . 1 × 10 19 t 0 . 6 1 erg g −1 s −1 0 . 01 ≤ t 1 < 0 . 5 , 

7 . 0 × 10 17 t −3 . 33 
1 erg g −1 s −1 0 . 5 ≤ t 1 < 4 , 

4 . 2 × 10 16 t −1 . 3 
1 erg g −1 s −1 t 1 > 4 . 

(3) 

here t 1 = t/ 1 s. This rate assumes that all of the nuclear energy
mitted by radioactive decays is converted to thermal energy. In
he first several seconds, neutrinos are the only decay product that
an easily escape, while the remainder are thermalized. Neutrinos
ikely carry away ∼20 −30 per cent of the total energy (Metzger
t al. 2010 ; Barnes et al. 2016 ). This adjustment would be less
han the uncertainty in the r -process heating rate ( ∼ factor of
 few). We therefore assume complete thermalization during the
ydrodynamic phase of the calculation. This may lead us to slightly
by ∼10–15 per cent) o v erestimate the final velocity of the wind in the
imulation that includes dynamical r -process heating. We take t = 0
or the r -process to be at the start of the simulation of F19. Physically,
he r -process begins once the material leaves NSE, which will occur
hen the temperature drops below ∼ 10 GK . These temperatures are
nly achieved within a radius of 50 r g = 225 km 	 r b , and at early
imes t � 300 ms . By contrast, the median r b -crossing time is 1 . 7 s.
y the time the wind enters our domain, it has been out of NSE for

ome time, and it is a reasonable approximation that it left NSE at
 = 0. 

Before we axisymmetrize, we adjust the velocities and internal
nergy to include the effects of r -process heating. To calculate
he modified boundary condition at time t b , we consider a fluid
arcel of mass m that is crossing r b at time t b . We assume that it
s expanding homologously and has been doing so since the start
f the 3D simulation. This is an approximation since the parcel
ill accelerate, so its evolution is not actually homologous. Also, it
ould have been ejected from the disc at some time after the start
NRAS 510, 2968–2979 (2022) 
f the 3D calculation. None the less, this should give a reasonable
stimate of the distribution of r -process energy into thermal and
inetic. Improving on this approximation would require the fluid
rajectories, which we do not have. The parcel has volume V ( t ) at
ime t . Unless otherwise indicated, we work in the fluid frame. The
as has been heated radioactively since t 0 = 0 s by η( t ). Its thermal
nergy due to radioactive heating e rad will evolve as 

d e rad 

d t 
= 

−e rad ( t) 

t 
+ η( t) m. (4) 

he first term on the right-hand side accounts for thermal losses due
o adiabatic expansion. Solving the above differential equation and
ividing by the volume V ( t ) gives the internal energy density due to
adioactive decays ε rad , 

 rad ( t) ≡ e rad ( t) 

V ( t) 
= 

ρ( t) 

t 

∫ t 

t 0 

η( t ′ ) t ′ d t ′ . (5) 

e add ε rad ( t b ) to the internal energy density at r b . We assume that
he remainder of the total r -process energy is converted to kinetic
nergy, giving the parcel a boost 	 e kin : 

e kin ( t b ) = e rad , tot ( t b ) − e rad ( t b ) , (6) 

here 

 rad , tot ( t) = m 

∫ t 

t 0 

η( t ′ ) d t ′ (7) 

s the total energy deposited by r -process heating up to time t .
he kinetic energy boost 	 e kin ≥ 0 because the thermal energy
ttributed to radioactive decays can nev er e xceed the total heating by
adioactivity. The conversion of non-radioactive thermal energy to
inetic energy is already handled in the underlying 3D simulation. 
The energies and masses in this calculation are in the fluid frame.

deally, we would use the fluid proper time to calculate the heating
ate. Calculating the proper time for each parcel of fluid is infeasible
ince we do not have information about the trajectory of individual
uid elements. For the sake of consistency, we will use the observer

ime throughout this paper when e v aluating η( t ). We do not expect
his to have a substantial effect on our results. The vast majority of
he mass has v < 0.2 c , so proper and observer time will generally
e equal. Additionally, the bulk of the heating occurs in the first
ew seconds, so the total energy deposited o v er the ∼ 10 2 s of the
ydrodynamic simulation will be the same to within a few per cent.
ffects on the dynamical evolution of the wind should therefore be
egligible. 
The combined rest mass and kinetic energy of the parcel is γm ,

here γ is the Lorentz factor. If we add 	 e kin in kinetic energy, the
ew energy of the parcel becomes 

new m = γold m + 	e kin ( t b ) , (8) 

nd its new Lorentz factor is 

new = γold + 	e kin ( t b ) /m. (9) 

The magnitude of the new three-velocity is v new , which can be
alculated directly from γ new . We scale the components of the three-
elocity by v new / v old . While we set our boundary conditions in terms
f densities, e.g. ρ and ε, the physically significant quantity is the
ux of mass and energy on to the grid. Accordingly, we scale the
oundary ρ and ε by the ratio of the radial 4-velocities: u 

r 
old /u 

r 
new .

his preserves the homologous estimate of the kinetic-thermal energy
istribution. 
Fig. 1 shows the time-dependent boundary condition used in

ur axisymmetric GRHD simulations for four representative an-
les. We show rest mass density, radial four-velocity ( u r ), and
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Figure 1. Inner boundary condition at r b = 2 × 10 4 km in the 2D GRHD simulations of long-term disc wind evolution (see Section 2.1), derived from the 3D 

GRMHD simulation of F19. The left (right) column shows the conditions used for the simulation without (with) r -process heating. The conditions on the right in- 
clude approximate effects of r -process heating that occurs before injection. We show rest mass density (top panel), radial four-velocity (middle), and radiation tem- 
perature (bottom) as a function of time for a representative selection of angles. Temperature is calculated from internal energy density ε assuming radiation pressure 
dominates, T = ( ε/ a ) 1/4 , where a is the radiation constant. The conditions are largely symmetric across the equator, so we only show angles in the Southern hemi- 
sphere; angles are measured from the South pole. The effects of r -process heating are more pronounced toward the higher density, lower velocity equatorial region. 
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2 Available at https:// github.com/atchekho/ harmpi 
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emperature. We calculate the temperature from the internal energy 
ensity ε, assuming that the gas is radiation dominated, T = 

 ε/ a ) 1/4 , where a is the radiation constant. Due to the jet, the
olar re gions hav e high v elocity, particularly in the first ∼ 0 . 5 s,
here u r > 1. The high velocity in the polar regions is largely
naffected by the addition of r -process kinetic energy. However, 
he slower material in the bulk of the wind is accelerated to a
elocity of ∼0.1 c . We hold the mass flux constant, so the density
f the wind is correspondingly lower in the case with r -process
eating. 
The r -process boosts the temperature of the early wind. At later

imes, most of the energy has been converted to kinetic, and the
hermal energy increases due to r -process heating are modest. While 
he thermal energy flux is larger in the model with r -process heating,
he energy density, and therefore temperature, is lower due to the 
uch higher velocity of the material. 
By construction, the mass injection rate Ṁ is the same in both 

RHD simulations. Ṁ and its integral are shown in Fig. 2 . The bulk
f the mass enters the grid in the first 2 −3 s. 
We use the boundary data calculated from F19 for the duration 

f their GRMHD simulation ( ∼ 9 s). We interpolate the boundary 
onditions linearly in time and meridional angle. After 9 s have 
lapsed, we linearly taper the velocity at the boundary to zero, while
etting the other variables equal to the floor values. 
.2 GRHD simulations in 2D 

e use HARMPI 2 (Tchekhovsk o y 2019 ), a parallel version of the
ode HARM (Gammie, McKinney & T ́oth 2003 ; Noble et al. 2006 ),
o perform 2D axisymmetric GRHD simulations of the long-term 

isc wind evolution. We use the same Kerr metric as in F19, though
he space-time is approximately flat at the radii of interest. We work
n modified spherical-polar Kerr–Schild coordinates. Our domain 
xtends from r b = 4552 r g to r out = 10 6 r b , and is discretized into
024 radial points. The first 895 are spaced logarithmically between 
 b and r t = 10 4 r b . The remaining 129 are spaced progressively more
parsely between r t and r out . This would allow us to run our simulation
ntil t ≈ r t /c = 680 s before encountering any artifacts due to the
rid boundary. The meridional grid is the same as in F19, but with
ouble the number of cells. It co v ers the interval [0, π ], and consists
f 512 cells, with resolution concentrated at the poles and near the
quator. We employ an outflow boundary condition at r out , and a
eflective boundary condition in the meridional direction. The inner 
adial boundary condition is a time-dependent condition, as described 
n the previous section. In this phase, we perform two simulations,
ne that uses the axisymmetrized boundary conditions, and another 
hat uses the r -process adjusted boundary conditions. 
MNRAS 510, 2968–2979 (2022) 
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Figure 2. Mass injection rate Ṁ (top panel) and total injected mass (bottom 

panel) in our GRHD simulations as a function of time. The majority of the 
mass injection occurs within the first few seconds of the simulation, with a 
median injection time of 1.6 s. By construction, the mass injection rate is the 
same in the HARM runs with and without r -process heating. 
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Throughout, we use an ideal gas equation of state with fixed
diabatic index γ ad = 4/3. Our simulations include the (anti)neutrino
mission and alpha particle recombination models detailed in
19. Ho we ver, the temperatures in our simulation are below the

hresholds where these processes are significant, so the compo-
ition of the flow is a passive scalar and does not affect our
esults. 

In the simulation that uses the r -process adjusted boundary
onditions, we include an r -process heating term. During each time
tep 	 t , 

ε rad = ρη( t) 
	t 

u 
t 
, (10) 

s added to the fluid-frame internal energy in between updates to the
onserved quantities. While we e v aluate the heating rate per mass
( t ) (equation 3) in the lab frame, we still compute the added energy

n the fluid frame. The factor of u t arises because the fluid-frame
ime-step is 	 t / u t . 

We evolve our simulations to at least t H = 60 s, when the flow
as largely reached free expansion, and the structure has stopped
volving. At this point, regions of the ejecta with high Mach number
uffer from numerical errors that artificially increase the internal
nergy. These are most prominent in the simulation with no r -process
eating, whose thermal structure is not of interest. When constructing
he SEDONA input model from the 2D HARM simulation with no r -
rocess heating, we re-set the thermal energy density (but not the
inetic energy) to be that expected from radioactive decays plus
diabatic degradation, 

( t H ) = 

ρ( t H ) 

t H 

∫ t H 

t 0 

η( t ′ ) t ′ d t ′ . (11) 
p

NRAS 510, 2968–2979 (2022) 
.3 Radiation transport initial conditions 

hen the HARM models reach homology, the ejecta are still
ery optically thick. It is impractical to start radiation transport
alculations on time-scales of ∼ 60 s due to the computational
xpense. Because we focus on accurately modelling the emission
n time-scales of > 1 h, it is unnecessary to start radiation transport
alculations before t S = 300 s. Between t H and t S , evolution is well
odelled by homologous expansion. At the start of the SEDONA

alculation, the density will be 

( t S ) = ρ( t H ) 

(
t H 

t S 

)3 

. (12) 

 -process heating and adiabatic degradation of internal energy will
ontinue as well, giving 

( t S ) = ε( t H ) 
t H 

t S 
+ 

ρ( t S ) 

t S 

∫ t S 

t H 

η( t ′ ) t ′ d t ′ . (13) 

When constructing the input models for SEDONA , we exclude the
igh Mach-number regions that are susceptible to numerical errors
n the internal energy. We apply density and radial cuts to the ejecta,
nly including cells where 

> ρcut = 6 . 9 × 10 −7 

(
t 

60 s 

)3 

g cm 
−3 (14) 

nd 
r 

t 
< 0 . 8 c. (15) 

his contour is o v erplotted on density maps in Fig. 4 . From 30 s
nwards, this contour includes approximately 95 per cent of the mass
n the grid in both simulations. Neither of these cuts affect the shapes
f the light curves. Expanding the r / t cut to 0.9 c does not affect the
ight curves. Lowering the value of ρcut by a factor of 10 increases
he mass enclosed to 98 per cent and causes the o v erall luminosity of
he early light curve to increase slightly (by 10 per cent). 

.4 Radiation transport simulations 

o predict bolometric and broad-band light curves from these disc
inds, we use s EDONA , a time-dependent, multidimensional, multi-
avelength Monte Carlo radiation transport code (Kasen, Thomas &
ugent 2006 ; Roth & Kasen 2015 ). s EDONA tracks the emission and
ropagation of packets of radiation (‘photons’) through the freely
xpanding ejecta. Interactions between the particles and fluid are
alculated in the fluid frame, which naturally accounts for adiabatic
osses as well as most relativistic effects. The one relativistic
ffect we neglect is in the evaluation of η( t ), where we do not
istinguish between proper and lab-frame time (see Section 2.1).
hen particles leave the grid, they are tallied according to their
av elength, direction, and observ er arri v al time, providing time- and
iewing-angle-dependent light curves and spectra. 
The ejecta density and temperature are discretized on a cylindrical

elocity grid. Since SEDONA requires homologous expansion, we
eset the velocity from the HARM models to be purely radial and
ave magnitude v = r / t . The regions within our radial and density
uts are already mostly homologous so this should not significantly
ffect our results. Within the SEDONA run, density evolves as t −3 .
he temperature is re-calculated at each time-step by equating the
nergy from photon absorption and radioactive heating with thermal
mission. Adiabatic losses arise from the frame-shifting in the
article–fluid interactions. 
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Figure 3. Radial profiles of radial velocity at a set of representative angles at 
60 s (dark colours) in our long-term 2D GRHD simulations of NS merger 
disc winds. Angles are measured from the South pole. Different angles 
are separated by an offset. The light coloured lines show homology ( v r = 

r / t ) for a given angle, which is generally an excellent approximation to the 
simulation results; most of the motion is self-similar. The profiles are only 
shown where ρ > ρcut (equation 14). The top (bottom) panel shows results 
from the simulations without (with) r -process heating. 
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The initial radiation field is represented by 10 7 particles. At each 
ime step, 3 × 10 5 photons are created, representing the emission 
rom r -process decays. We use a parametrized, time-dependent r -
rocess heating rate that assumes an initial entropy of 32 k B baryon −1 ,
n expansion time-scale of 0 . 84 ms , and electron fraction of 0.13
Lippuner & Roberts 2015 ). This rate is adjusted by a time-dependent
hermalization fraction that ranges between ∼50 and 75 per cent 
Barnes et al. 2016 ). The parametrized fit to the nuclear reaction
etwork data is valid starting at 0 . 1 d, but is in rough agreement
ith equation (3) from 10 s onwards. Before this phase, the data

rom (Metzger et al. 2010 ) are required. For simplicity, we therefore
se equation (3) in the hydrodynamic phase, and the parametrized 
ates from Lippuner & Roberts ( 2015 ) in the radiation transport
alculations. During this interval, the differences between these 
eating rates are small, and we do not expect the exact choice of
eating rate to affect our qualitative results. 
As in the HARM calculation, we use the lab frame time to e v aluate

. This may have a larger effect in the light curve calculation since
he instantaneous luminosity is more important than the total energy 
udget. SEDONA uses a flat spacetime, so the time dilation factor is γ .
or a power-law heating rate ∝ t −a , we underestimate the heating rate
y a factor of γ a , and the total deposited energy by γ a − 1 . The fastest
aterial on the SEDONA grid has γ = 1.7. After t S , a ≈ 1.3, so for

he fastest material, we may underestimate the r -process luminosity 
y a factor of 2, and the total energy deposited within a time-step by
0 per cent. We expect the overall magnitude of this effect to be small
ince 98 per cent of the mass in the SEDONA simulation has v < 0.5 c ,
or which luminosity is underestimated by less than 20 per cent. 

We adopt a uniform grey (frequency-independent) opacity κ = 

 cm 
2 g −1 . This is approximately the Planck mean opacity of a

ixture of first-peak r -process elements at 1 d post-merger (Kasen 
t al. 2013 ; Tanaka et al. 2020 ). On a similar time-scale, a mixture
f Lanthanides has a higher average opacity, ∼ 10 cm 

2 g −1 . We are
rimarily interested in the relati ve dif ferences between ejecta with 
nd without dynamic r -process, so the choice of a particular grey
pacity will not affect the comparison, since the models including 
nd excluding dynamic r -process heating will be affected in the same
ay. 

 HYDRODYNAMIC  RESULTS  

e follow our 2D GRHD simulations to 60 s, by which point the
ow is mostly in homology ( v ∝ r ). Fig. 3 compares velocity profiles
or selected angles against the profile that SEDONA imposes on the 
jecta ( v = r / t ). Deviations from homology are small, especially in
he lower velocity regions that contain most of the mass. Further 
volution in GRHD brings the polar regions in line with the velocity
tructure assumed by SEDONA , but allows for more numerical errors
o accumulate in the internal energy in high Mach-number regions. 
fter 60 s, changes to the light curves due to these errors exceed

hose from further evolution of the density structure. 
Density snapshots from our 2D GRHD simulations are shown in 

ig. 4 . In the first few seconds, there are minimal differences between
he two simulations. The r -process energy has not yet caused the gas
o expand or accelerate. By 10 s, the effects become noticeable, as the
eating blurs some of the small-scale structure in the wind. The broad
tructure stabilizes around 30–60 s. R -process heating accelerates the 
lowest material to ∼0.1 c , which in this case, e v acuates a sphere of
adius 0.1 ct at the centre of the domain. 

The initial and final d M /d v r and d M /d θ distributions are shown
n Fig. 5 . The initial distributions are measured at the point of
njection, and are time-integrated over the entire simulation. The 
nal distributions are inte grated o v er the computational domain at
0 s. In both models, the vast majority of the mass is at relatively low
elocity � 0.2 c . Without r -process heating, the velocity distribution
f the wind is mostly unchanged by further hydrodynamic evolution. 
here is much more of a change between the initial and final
istributions with the inclusion of r -process heating. The light teal
ine in the top panel of Fig. 5 is the inner boundary condition
n our GRHD simulation with r -process heating. This shows a
istribution that is much more sharply concentrated in velocity than 
he final configuration after the subsequent r -process heating and 
ydrodynamic evolution (dark teal line). The input distribution has 
lmost no material with v > 0.15 c . That is because the higher velocity
aterial is the first to enter the domain and has not yet (a) experienced

s much r -process heating, (b) converted it to kinetic energy. A check
f the formalism of Section 2.1 (equations 6–9) is to e v aluate 	 e kin 

t 60 s, and compare the resulting distribution to the results of the
D GRHD simulation at 60 s. The formalism accurately predicts the
odal velocity of the wind, but underestimates the spread in the

adial velocity distribution. The difference is especially pronounced 
or velocities below the mode ( v � 0.1 c ). 

It is also possible that our GRHD simulations with r -process
eating underestimate the amount of mass with v < 0.07. In the
nderlying 3D GRMHD simulation, there is marginally bound 
aterial that reaches a maximum radius < r b , but would become

nbound with the additional boost from r -process heating. The radial
ut at r b excludes this material, in effect applying a total energy floor
o the ejecta. This enforces an artificial minimum velocity on the
ind, which could in turn suppress the central density in our r -
MNRAS 510, 2968–2979 (2022) 
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Figure 4. Snapshots of mass density after 2, 10, 30, and 60 s of evolution 
in the long-term 2D GRHD simulations discussed in Section 2.2. The top 
(bottom) panels show the runs without (with) r -process heating. The spatial 
bounds are scaled by the snapshot time. The black contour bounds the region 
included in the SEDONA radiation transport simulations ( r / t < 0.8 c and ρ > 

ρcut ). The primary consequence of including r -process heating is that the low- 
velocity portion of the wind is accelerated to ∼0.1 c . Heating also smooths out 
the finer density structure. The effects also become more prominent as time 
progresses, and the gas thermal energy has time to be converted to kinetic 
energy. 

p  

t
 

v  

W  

s  

t  

B  

r  

d  

w  

≤
0  

b  

o

Figure 5. Distribution in v r (top panel) and meridional angle θ (bottom 

panel) of the material at the end of the 2D GRHD simulations ( t = 60 s; solid 
lines and darker colours). We compare the simulations with (teal) and without 
(purple) r -process heating. Top panel: The radial velocity distributions of 
material injected at the inner boundaries of the 2D simulations are shown 
in lighter colours and dashed lines. The injection distributions are measured 
at r b and integrated in time. The dotted line shows the mass distribution 
obtained by applying the formalism of Section 2.1 but e v aluating 	 e kin at 
60 s. Distributions are integrated over all angles. Bottom panel: The angular 
distribution of the input is the same in both simulations and is shown in grey in 
the bottom panel. The distributions remain similar at 60 s, though the inclusion 
of r -process heating smooths small-scale structure in the distribution. The 
material near the pole is almost all high velocity ( v r > 0.3 c , dashed line in 
bottom panel), which is not affected by r -process heating. 
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rocess model. Ideally, r -process heating should be included from
he start of the GRMHD simulations of NS merger discs. 

As expected, d M /d v r is unaffected by r -process heating abo v e a
elocity of 0.3 c (Fig. 6 ). In that region, we find that d M/ d v r ∝ v −3 . 1 

r .
e exclude material where ρ < ρcut , but it is still possible that the

lope of the mass distribution is affected by the density floor of
he 3D GRMHD simulation, so this fit may not be that accurate.
elow 0.3 c , r -process heating causes the slope to steepen, giving a

ough power-law fit d M/ d v r ∝ v −3 . 4 
r , as compared to the distribution

 M/ d v r ∝ v −1 . 5 
r found when fitting the distribution in the simulation

ithout r -process heating. Fits are calculated o v er the interval 0.1 c
v r ≤ 0.25 c for the model with r -process heating, and 0.03 c ≤ v r ≤

.25 c for the model without. The values of the slopes are unlikely to
e that rob ust, b ut the steepening of the slope is a general prediction
f r -process heating. 
NRAS 510, 2968–2979 (2022) 
The angular distributions are also similar between the GRHD
imulations with and without r -process. In both cases, the mass
istribution is more equatorially concentrated at the end of the 2D
ARM simulations than it is at injection. This is due to the meridional

omponent of the velocity at injection. The inclusion of r -process
eating smooths some of the features in angular structure, and slightly
roadens the structure. The poles remain relatively evacuated, which
ay be artificial, since 87 per cent of the energy from r -process is

eposited off of the grid, i.e. prior to injection into the 2D GRHD
imulation. The large fraction of the energy injected off-grid may lead
ur models to underestimate the extent to which the lower velocity
aterial will fill in the jet cavity. We account for the conversion

f thermal to kinetic energy, but only apply this in the direction
f the existing velocity vector. Our formalism does not account for
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Figure 6. Same as the top panel of Fig. 5 , but showing the high-velocity tail 
of the mass distribution, and only showing the resulting distributions at 60 s. 
The slopes of power-law fits to d M /d v r for both models are shown in black. 
We separately fit low-velocity � 0.3 c material and high-velocity matter, since 
the latter is dynamically unaffected by r -process heating. 
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Figure 7. Viewing angle-dependent isotropic equivalent bolometric light 
curves for models without (top) and with (bottom) r -process heating during 
the hydrodynamic calculations. Both models include r -process heating in the 
light-curve calculation. The light curves shown are averages for observers 
within the given angular ranges. Polar angles are shown in lighter colours, 
and equatorial angles in darker ones. For clarity, only Southern hemisphere 
viewing angles are shown; angles are measured from the South pole. Polar 
angles are brighter in the first few hours, after which equatorial viewing angles 
are brighter by a factor of ∼2. The latter is likely due to the prolate wind 
structure. 
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eridional expansion that could occur from the early heating prior 
o injection. 

That said, almost all of the polar material is moving faster than
.3 c (Fig. 5 ), which is a portion of the wind whose kinematics seem
ostly unaffected by r -process heating. We also neglect magnetic 
elds, which will likely resist the gas’s expansion into the cavity at

he pole. 

 RADIATION  TRANSPORT  RESULTS  

sing the Monte Carlo radiation transport code SEDONA , we calculate 
iewing angle-dependent bolometric and band light curves for our 
isc wind models with and without dynamical r -process heating. 
e include r -process heating in both SEDONA simulations, since 

nstantaneous r -process heating at time ∼t sets the luminosity at 
ime ∼t . The code assumes homologous expansion, which is a good
pproximation at this stage; the heating does not affect the dynamics 
nd only powers the kilonovae. 

Our results are shown in Figs 7 and 8 . In both models, polar
iewing angles are brighter in the first 2 − 3 h. Afterwards, the
quator brightens relative to the polar regions. While there is not 
uch high-velocity mass, it is concentrated around ∼15 ◦ from the 

oles, and is optically thick in the first few hours of evolution.
hotons from a fast-moving photosphere near the pole are Doppler 
hifted towards the observer, resulting in particularly bright early 
olar emission. The cavity left by a jet can lead to brighter emission.
ue to the low density directly on the poles, polar observers are also

ble to see ‘deeper’ into the bulk of the wind, which can lead them
o see a hotter and brighter photosphere on the poles, even if said
hotosphere is at a lower velocity (Klion et al. 2021 ). 
The slope of the high-velocity mass distribution, especially at 

he pole, may be sensitive to detailed physics not included in our
alculations (e.g. equation of state, neutrino transport, and the exact 
agnetic field structure in the remnant disc). Ho we ver, the general

orrelation between high-velocity material and bright, early light 
urves is plausibly robust. At later times, � 1 d, the polar light curves
ontinue to fall more sharply, while the equatorial light curves remain 
at. Between 4 h and 1 d, the equatorial light curves are brighter than
n the poles due to the prolate structure of the wind. The greater
rojected surface area on the equator causes equatorial light curves 
o be somewhat brighter (Darbha & Kasen 2020 ; Korobkin et al.
021 ). 
The effects of dynamical r -process heating are most clearly 

een when comparing light curves from the same viewing angles 
Fig. 8 ). We also compare light curves in the Northern and Southern
emispheres, which gives an estimate of the minimum uncertainty 
n the light curves. The set-up of the 3D GRHMD simulation is
quatorially symmetric, so on average, the light curves from the 
orth and South should be the same. Ho we ver, in our calculations

he South pole is substantially brighter than the North when there is
o r -process heating in the axisymmetrized GRHD run. This is likely
ue to a numerical artefact on the North pole of the 3D GRMHD
imulation that disrupts the polar density structure. The South pole 
ight curves are likely somewhat more reliable than those on the
orth pole. Ho we ver, the details of the polar structure of the ejecta

re, like the high-velocity distribution, sensitive to physics details 
hat we do not explore here. The difference between the hemispheres
oes away once r -process heating is included, which suggests that
 -process heating may homogenize the wind structure. 

The early light curve is unaffected by r -process heating, consistent
ith the interpretation that it primarily arises from high-velocity 
MNRAS 510, 2968–2979 (2022) 
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Figure 8. Isotropic equi v alent bolometric luminosity light curves, as in Fig. 7 , but each panel shows a different viewing angle range. Light curves from the 
model with (without) dynamic r -process are shown in teal (purple). Southern hemisphere light curves ( θS = 180 ◦ − θN ) are shown as solid lines; Northern 
hemisphere light curves are dashed. The main effect of dynamic r -process heating is to brighten and flatten the light curve from 0 . 3 to 3 d. The light curve also 
declines somewhat more quickly, most noticeably near the poles. This is due to the change in characteristic velocity from ∼0.03 c to ∼0.1 c . The high-velocity 
material is minimally affected by r -process heating, so the early time portion of the light curve is nearly the same. The South pole is brighter than the North 
when there is no dynamical r -process heating, likely due to a non-general feature in the 3D GRMHD simulation. Dynamical r -process heating eliminates this 
difference. 
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aterial that is too fast to be substantially affected by r -process
eating. The primary effect of dynamical r -process heating is to make
he light curves brighter but fade more quickly. This is consistent
ith the scaling between light curve time-scale and ejecta velocity,

 peak ∝ v −1/2 (Metzger 2019 ). On the South pole, the light curves
rom the models with and without dynamic r -process heating are
uite similar from ∼ 6 to 30 h. This may be a coincidence. 
Our model with dynamic r -process heating has a bolometric

uminosity of ∼ 3 × 10 41 erg s −1 at 1 d. We do not directly compare
ur models with observations of AT 2017gfo since our wind has
 mass of only 0.013M �, differing by at least a factor of 3 from
he > 0.04M � of AT 2017gfo (e.g. Villar et al. 2017 ). The peak
NRAS 510, 2968–2979 (2022) 
uminosity for a kilonova is expected to scale as L peak ∝ M 
0.35 , while

he peak time (and therefore time-scale) t peak ∝ M 
1/2 (Metzger 2019 ).

pplying this correction brings our light curves to the rough energy
nd time-scale of AT 2017gfo (4 × 10 41 erg s −1 at 1 . 7 d), though the
ight curves have a different shape before � 1 d. There is somewhat
etter agreement between the observations and the model with r -
rocess heating. That is likely because the characteristic velocity
f our r -process wind is higher, more consistent with the inferred
elocity of AT 2017gfo. 

The broadband light curves follow similar trends to the bolometric.
e show Swift UV O T W2 (a verage wa velength 193 nm), Johnson
 (442 nm), and Cousins R -band (635 nm) light curves in Fig. 9 .
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Figure 9. Swift UV O T W2 (solid), B (dashed), and Cousins R -band (dash–dotted) light curves for Southern hemisphere viewing angle ranges (measured from 

the South pole). Viewing angles > 47 ◦ are similar and are therefore shown together. Models without (with) dynamic r -process heating are in purple (teal). As 
with the bolometric light curves, dynamic r -process only affects the light curves after 8 h. When dynamic r -process is included, the light curves are brighter and 
fade more quickly. Equatorial B - and R -band light curves peak later than polar viewing angles, which have flatter light curves in the redder bands. 
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Figure 10. Comparison of spherically averaged light curves for the model 
with dynamic r -process heating. The black line shows the light curve obtained 
by spherically averaging the SEDONA model before the radiation transport. At 
a few hours, this is 20 per cent dimmer than the average of the 2D light curves 
shown in Fig. 7 . Light curves from individual viewing angles are shown in 
light teal, while the average is in dark teal. 
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cross all bands, the polar angles are brighter than equatorial ones 
n the first few hours. Subsequently, the equatorial light curves 
righten, while the emission near the pole remains constant or 
tarts to fade. On time-scales of a day, equatorial emission is
oth brighter and bluer than the poles. Similar to the bolometric 
ight curves, the dynamical effects of r -process heating are only 
pparent at later times when the photosphere reaches the slower (and 
herefore more affected) velocities. The difference in the evolution 
ime-scales between models with and without r -process heating is 

ore apparent in the band light curves, especially near the pole. 
he colours predicted here could also change noticeably with the 

nclusion of more realistic r -process opacities. Line blanketing, 
articularly in the blue and ultraviolet, is expected. This would make 
he UV O T W2 and B -band light curves dimmer , while causing more
e-processed emission in the red and infrared. Ho we ver, opacities at
arly ( � 1 d) phases of kilonova evolution may be lower than they
re later (Banerjee et al. 2020 ). The effects of realistic opacities on
he colours of these models will be an interesting direction for future
ork. 
If we spherically average the ejecta before the s EDONA calculation, 

e find that the light curve obtained is similar to the average of
ll viewing angles in the 2D calculation. We make the comparison 
etween the spherical, averaged, and individual 2D light curves in 
ig. 10 . For most viewing angles, the light curves have a similar
hape, mostly unaffected by the asymmetry of the ejecta. Off of the
oles, the light curve is well modelled by a spherical average. The
symmetry only matters for the polar viewing angles. 
c
 DISCUSSION  AND  CONCLUSION  

he kinematic effects of r -process heating on a kilonova disc wind
an be substantial, accelerating the ejecta from a mass-weighted 
MNRAS 510, 2968–2979 (2022) 
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edian velocity of 0.06 c to 0.12 c (Fig. 5 ). The faster wind leads
o a transient that evolves more quickly and is brighter and bluer
n ∼day time-scales (Figs 7 and 9 ). A factor of 2 increase in
jecta velocity will lead to a transient that evolves 1.4 times as
uickly. Quantitative predictions of kilonova light curves from disc
ind simulations should therefore account for the kinematic effects
f r -process heating. The wind velocities from these simulations
re sensitive to the initial magnetic field configuration. A toroidal
onfiguration and/or a weaker field than the one used in F19 would
roduce a slower wind, which would experience a larger change in
elocity when heated by the r -process. 

The early ( � 4 h) kilonova light curve is primarily produced by the
igh-velocity ( � 0.3 c ) ejecta, which is concentrated near the poles.
he poles are especially bright early on because the photosphere is at
igh velocity, and the emission is Doppler shifted towards the polar
bservers (Kasliwal et al. 2017 ). The high-velocity portion of the
jecta is mostly unaffected by r -process heating, so the early light
urves are similar to one another in the models with and without
ynamic r -process heating. This portion of the light curve is likely
ensitive to the physics in the underlying 3D GRMHD simulation
e.g. neutrino interactions, realistic magnetic field structure, and
quation of state). Additionally, the high-velocity tail is likely to be
isrupted as it runs into the dynamical ejecta from the merger. Joint
odelling of the dynamical and secular ejecta is likely necessary to

redict the early light curves. 
After the first few hours, equatorial viewing angles become

righter than polar ones due to the prolate structure of the ejecta,
hich has a larger projected surface area at the equator. As the
hotosphere recedes into the slower portions of the ejecta, the
inematic effects of r -process heating become apparent. The light
urves from the model with dynamical r -process heating are flatter at

0 . 5 –1 . 5 d, and also fade earlier. The faster evolution is particularly
pparent near the poles. 

The difference we observe in the low-velocity distributions with
nd without r -process heating contrasts with the results of Kawaguchi
t al. ( 2021 ). They find that the effects of including r -process heating
uring the hydrodynamic phase of the calculation are very small. As
hey discuss, this is likely because they do not account for heating
hat occurs before the wind enters their simulation grid. In their
imulations, most material enters at � 2 s, which is longer than
he 1 s time-scale on which most of the r -process heating occurs.
n our calculations, we modify the boundary conditions of the
RHD simulation to account for r -process heating that occurred
efore injection, thus capturing in an approximate way the dominant
ynamical effects of r -process heating. 
Our formalism for pre-injection heating roughly captures the

onversion of r -process heating to kinetic energy. Ho we ver, we are
nable to include all of the effects of the early heating. In particular,
e do not account for the meridional expansion of the gas, which
ay be significant, particularly at the poles. The propagation of the

et leaves a polar cavity that may be filled by hot material from
he wind. In our simulation with r -process heating, the e v acuated
e gion surviv es. It is possible that the self-consistent inclusion of
 -process heating at all times would cause the gas to expand more
nd fill in the polar region. There is also the competing effect of
agnetic fields, which resist polar expansion of the ejecta. A 3D
RMHD accretion disc simulation that includes r -process heating is
ecessary to understand the interaction between magnetic fields and
ot gas in the polar region. 
The low-velocity distribution in the 2D GRHD simulation with

 -process heating is truncated at 0.07 c , which may not be physical.
n the simulation of F19, there is material that is marginally bound
U  

NRAS 510, 2968–2979 (2022) 
nd reaches a maximum radius < r b = 2 × 10 4 km . With r -process
eating, some of this material would have become unbound and
rossed r b . Because we apply a cut at r b , this material is excluded,
ven though it would have formed part of the wind. This may
rtificially truncate the velocity distribution, making the late-time
ight curve fall off more quickly than it would otherwise. 

The degree to which the low-velocity distribution is truncated
ill also have implications for kilonova spectra. Kasen et al. ( 2015 )

ound that slowly moving ( ∼0.03 c ) ejecta hav e resolv ed absorption
ines that could possibly be used to identify elements in kilonova
jecta. Faster (0.1 −0.3 c ) ejecta have broadened lines that make such
dentification more difficult (Kasen et al. 2013 ). 

This underscores the importance of self-consistently including r -
rocess heating within the accretion disc simulations themselves.
ccurately capturing the first few seconds of heating and their
inematic effects is critical for predicting both the radial velocity
nd angular distributions of the wind. 

In our radiation transport calculations, we adopt a grey opacity.
ilonova ejecta are composed of dozens of elements with large,
ighly frequency-dependent opacities. Our qualitative light curve
esults are likely robust to changes to the opacity (e.g. faster
jecta leading to faster light curve evolution). The effects of more
ealistic opacities are none the less an important direction for future
nvestigations. The majority of r -process products have particularly
igh opacities in the ultraviolet and blue portions of the spectrum, so
ur grey prescription may lead us to o v erestimate the UV and blue
mission. Ho we v er, at v ery early times ( < 0 . 5 d), the opacity may
e suppressed due to the high temperatures and ionization fractions
Banerjee et al. 2020 ; Klion et al. 2021 ). 

The composition of disc winds is expected to vary, depending on a
umber of factors including the lifetime of a central (hypermassive)
eutron star (Lippuner et al. 2017 ). The dynamical ejecta and winds
rom a single event can both produce material with a wide range of Y e ,
nd the distribution can be both radially and meridionally stratified
e.g. Just et al. 2015 ; Siegel & Metzger 2017 ; Radice et al. 2018 ;
ern ́andez et al. 2019 ). The o v erlay of distinct ejecta components
ith different opacities may have interesting consequences for
ie wing angle-dependent kilonov a light curves. A layer of fast,
anthanide-rich dynamical ejecta may block and reprocess the early
isc wind emission along some lines of sight, and redirect radiation
owards others (Korobkin et al. 2021 ). The reprocessed emission
 ould lik ely be less affected by the dynamical r -process heating,
ut any redirected emission would continue to show signatures of
he higher disc wind velocity. The details of these effects will likely
epend on the final structure of the dynamical component. The jet can
isrupt a high-opacity ‘curtain’ along polar viewing angles (Nativi
t al. 2021 ), and the optical depth of this layer could be affected by
nteraction with the high-velocity tail of the disc wind. 
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