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Measures of foreshock occurrence are systematically examined using earthquake
catalogs for eight regions (Italy, southern California, northern California, Costa Rica,
Onshore Japan, Alaska, Turkey, and Greece) after imposing a magnitude ≥ 3.0 com-
pleteness level. Foreshocks are identified using three approaches: a magnitude-depen-
dent space + fixed-timewindowingmethod, a nearest-neighbor clustering method, and
a modified magnitude-dependent space + variable-time windowing method. The
method with fixed-time windows systematically yields higher counts of foreshocks
than the other two clustering methods. We find similar counts of foreshocks across
the three methods when the magnitude aperture is equalized by including only earth-
quakes in the magnitude range M*−2≤ M< M*, in which M* is the mainshock magni-
tude. For most of the catalogs (excluding Italy and southern California), the measured
b-values of the foreshocks of all region-specific mainshocks are lower by 0.1–0.2 than
b-values of respective aftershocks. Allowing for variable-time windows results in rel-
atively high probabilities of having at least one foreshock in Italy (∼ 43%–56%), com-
pared to other regional catalogs. Foreshock probabilities decrease to 14%–41% for
regions such as Turkey, Greece, and Costa Rica. Similar trends are found when requiring
at least five foreshocks in a sequence to be considered. Estimates of foreshock proba-
bilities for each mainshock are method dependent; however, consistent regional trends
exist regardless of method, with regions such as Italy and southern California producing
more observable foreshocks than Turkey and Greece. Some regions with relatively high
background seismicity have comparatively low probabilities of detectable foreshock
activity when using methods that account for variable background, possibly due to
depletion of near-failure fault conditions by background activity.

Introduction
Aftershock productivity is to first order a function of mainshock
magnitude and can usually be well described by a power law or
an exponential relationship for mainshock sequences (e.g., Utsu,
1970; Ogata, 1988; Reasenberg and Jones, 1989; Utsu et al., 1995;
Helmstetter et al., 2003; Felzer et al., 2004). However, the detec-
tion of foreshock activity is generally more ambiguous and com-
plex, being strongly dependent on the seismic network resolution
as well as the mainshock magnitude relative to the completeness
level of the catalog (Mignan, 2014; Trugman and Ross, 2019; van
den Ende and Ampuero, 2020). Observed variations in after-
shock productivity levels have been attributed to influence of
the regional tectonic setting (Singh and Suárez, 1988; Wetzler
et al., 2016; Dascher-Cousineau et al., 2020), the occurrence
of foreshocks (Marsan et al., 2014), and the mainshock source
properties (Persh and Houston, 2004; Tahir and Grasso, 2015;
Wetzler et al., 2016). In addition, aftershock distribution and
faulting style are affected by mechanical conditions and transient
stress changes at the periphery of the mainshock (Hasegawa

et al., 2012; Wetzler et al., 2017, 2018). Foreshocks may also
be affected by differences in crustal conditions if both foreshocks
and aftershocks are a result of the same triggering processes
(Helmstetter and Sornette, 2003).

Recent studies in California and Japan have provided a
broad range of possible foreshock rates and thus have reopened
the debate on the frequency of foreshock occurrence. For
instance, Tamaribuchi et al. (2018) demonstrated that fore-
shock sequences (including two or more events) in the Japan
Meteorology Agency catalog occur for 30%–40% of the iden-
tified mainshocks. In California, the recent observations have
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suggested that the probability of detecting at least one fore-
shock relative to a Poisson distribution of background rate over
a one-year interval prior to a mainshock is ∼72% when using a
catalog with a low magnitude of completeness achieved by
advanced waveform processing for a high-resolution seismic
network (e.g., Trugman and Ross, 2019). However, this esti-
mate has been contested by van den Ende and Ampuero
(2020) who find that the probability for foreshocks is
∼18%–33%, comparable to that in Japan, when considering
non-Poissonian and temporally fluctuating background seis-
micity. Further examination of the elevated foreshock activity
recognized by Trugman and Ross (2019) suggested that 20% of
the mainshocks preceded by increased seismicity rate cannot
be represented by the epidemic type aftershock sequence
(ETAS) models (Moutote et al., 2021). Variations in foreshock
occurrence are also observed when considering the faulting
style of the mainshock with strike-slip faulting in California
having higher tendency for foreshocks than reverse or normal
faulting (Chen and Shearer, 2016).

At the global scale, foreshocks tend to share the same fault-
ing style as the mainshock (e.g., Wetzler et al., 2017), in some
cases exhibiting a precursory migration toward the mainshock
hypocenter, as observed prior to the occurrence of the 2011
Mw 9.2 Tohoku, Japan, and the 2014 Mw 8.2 Iquique, Chile,
earthquakes (e.g., Kato and Igarashi, 2012; Brodsky and Lay,
2014; Ruiz et al., 2014). Global earthquake catalogs, which have
a relatively high magnitude of completeness, indicate that for
interplate thrust faulting mainshocks foreshocks are more
commonly detected than for other mainshock faulting geom-
etries (Reasenberg, 1999), opposite to the reported regional
behavior in California.

Here, foreshock occurrence at regional scales is studied using
eight seismicity catalogs with varying tectonic settings and mag-
nitude of completeness. We use the highest regional complete-
ness level (Mc 3.0) across all regions to allow for a uniform
analysis. Established procedures and amodified classic procedure
are applied to identify earthquake clusters and count foreshocks.
Sequences are classified from conventional mainshocks to mul-
tiplets and/or swarms using the magnitude differences between
the largest events and their strongest foreshocks or aftershocks.
The effects of the clustering method on the estimated foreshock
occurrence and the regional variations are considered.

Dataset
Earthquake sequences are defined by clustering procedures for
shallow depth (≤70 km) events using eight independent seismic-
ity catalogs (Fig. 1): (1) Inland Italy from 1995 to 2020,
(2) southern California from 1985 to 2020, (3) northern
California from 1995 to 2022, (4) Costa Rica from 2010 to 2021,
(5) Inland Japan from 1990 to 2011 prior to the TohokuMw 9.1
event, (6) Alaska–Aleutians from 2010 to 2021, (7) Turkey from
1995 to 2021, and (8) Greece from 2012 to 2022 (see Data and
Resources, for specific origin of each catalog).

To provide comparable seismicity sampling between the
regions for foreshock counting, we search for the maximum
magnitude of completeness (Mc) among the regional values
of Mc for the eight catalogs. The magnitude of completeness,
Mc, is computed iteratively from the goodness of fit using
a Kolmogorov–Smirnov test with a smoothing constraint
between observed and theoretical Gutenberg–Richter distribu-
tions with b-values from maximum-likelihood estimation (e.g.,
Goebel et al., 2017). Mc varies from 2.4 to 2.9 for the regional
catalogs (Fig. S1, available in the supplemental material to this
article). We next use a uniform Mc of 3.0 for all the eight cata-
logs, representing a +0.1 magnitude level above the largest
regional Mc (Turkey, 2.9, Fig. S1). The maximum-likelihood
b-values for the complete catalogs with Mc 3.0 are found to
be 0.9 for Italy, Greece, southern California, and Turkey,
whereas b-values decrease to 0.7 and 0.8 for the subduction
zones in Japan and Costa Rica, respectively. The estimated stat-
istical uncertainty of each b-value, σb, ranges from 0.003 to
0.007 (Shi and Bolt, 1982), but we give b-value estimates to
only one decimal point precision. The relationship by Shi and
Bolt provides an estimate of the statistical uncertainty in the
exponent that does not consider overall data misfit or contri-
bution from uncertainty in Mc estimates. All eight catalogs
show increasing departures from a constant b-value slope
about 1.5–2 magnitude units above Mc, favoring maximum-
likelihood estimation of b-value over the standard least-squares
regression, which would otherwise indicate higher slopes from
Mc to the largest catalog magnitudes. This under-sampling of
large events is the expected result of having variable time inter-
vals of 1–3.5 decades for each catalog that do not capture the
full seismic cycle of the region. The zero-magnitude intercepts
(a-values) range from 6.0 to 7.3, reflecting the varying scale and
activity level above completeness of each region.

Earthquake Clusters
For each catalog, we distinguish earthquake clusters from
background activity based on temporal and spatial criteria,
defining foreshock and aftershock sequences associated with
the largest magnitude event in each cluster. Given the intrinsic
uncertainty in separating out the background and the potential
dependency of the measurements on the specific clustering
method (Mizrahi et al., 2021), three independent methods
are used to cluster the activity.

Magnitude-varying space + fixed-time windowing
—“WnC”
Earthquake sequences are usually quite concentrated in space
and time, and many foreshock and aftershock analyses isolate
the clustered events by capturing all events in space–time win-
dows defined by different criteria (e.g., Jones andMolnar, 1976;
Chen and Shearer, 2016; Dascher-Cousineau et al., 2020). We
first associate earthquakes with clusters for each identified
mainshock using a magnitude-dependent spatial window with
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a fixed temporal window of
30 days prior the mainshock
and 60 days after. Earthquake-
to-cluster association initiates
from the strongest magnitude
event in each catalog and works
downward. The spatial dimen-
sion of each cluster, R, is
assigned by a radius from the
mainshock hypocenter given
by a scaled value of the magni-
tude-based mainshock rupture
length (LWnC) estimated by
Wells and Coppersmith (1994),
adjusted to account for the long
rupture lengths of some great
megathrust earthquakes:

EQ-TARGET;temp:intralink-;df1;445;522

R�LWnC×q

q�fifM≥9;1:5;if 9≥M>8;2:0;

ifM≤8;1g: �1�

Using a 30-day window pre-
ceding and 60-day window fol-
lowing each mainshock (e.g.,
Felzer et al., 2004) is a sensible
but arbitrary choice for uni-
formity of processing, given
that the Omori-like decay of
each sequence to background
level presents great difficulties
for defining the end of both
large and small sequences. All
events with M ≥3.0 within
the space–time windows are
then counted, without explicit
adjustment for presence of any
overlapping background activ-
ity. For regions with low
background rates, little con-
tamination of earthquake
counts in the space–time win-
dows is expected for our magni-
tude cutoff, but increasing
contamination is likely for
higher background rate regions.
We abbreviate this method
as WnC for Wells and
Coppersmith. The likelihood
of significant contamination
for WnC clustering grows for
lower completeness levels for
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Figure 1. Seismicity maps for all earthquakes above the unified completeness level (Mc 3.0) for each
of the eight catalogs considered in this study (a), with the largest magnitude earthquakes (Mw ≥
5.0) highlighted by the magenta circles. The number of earthquakes for each magnitude cutoff are
presented in the legend. (b) Inland Italy activity spans from 1995 to 2020, (c) southern California
from 1985 to 2020, (d) northern California from 1995 to 2022, (e) Costa Rica from 2010 to 2021,
(f) Inland Japan from 1990 to 2011 prior to the Tohoku Mw 9.1 event, (g) Alaska–Aleutians from
2010 to 2021, (h) Turkey from 1995 to 2021, and (i) Greece from 2012 to 2022. See Data and
Resources for specific origin of each catalog. Plate boundaries: transforms (red), trenches (blue),
and ridges (green) are plotted following Bird (2003).
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all background rates. The likeli-
hood and magnitude of time
truncation of the true aftershock
(and possibly foreshock)
sequence increases with main-
shock magnitude.

Nearest-neighborhood
linking—“ZnBZ”
An alternative way of isolating
events in each cluster is the
nearest-neighborhood method
for linking earthquakes to
parent events developed by
Zaliapin and Ben-Zion (2013)
using the metric proposed by
Baiesi and Paczuski (2004).
Separation of clusters is
achieved by first defining an
overall decision boundary
between background events
and clustered events for each
catalog. The separation of clus-
tered and background is based
on comparison with reshuffled
catalogs without spatial–tempo-
ral seismicity clustering, which
is analogous to the procedure in
Zaliapin and Ben-Zion (2020)
but at the whole catalog scale.
We find the separation thresh-
old (dashed lines in Fig. 2) from
the 99th percentile of 100 ran-
dom catalog representations.
This method takes into account
variations in seismicity density
and background rates between
the different regions. Figure 2
shows the separations between
background and clustered seis-
micity in rescaled spatial and
temporal dimensions for all
the eight catalogs, along with
decision lines separating the
populations to the extent pos-
sible. Events in the lower left
regions (below the dashed lines
in Fig. 2) are retained in cluster
analyses that link all foreshocks
and aftershocks to the main-
shocks sorted by event size.

This clustering approach,
which we abbreviate as ZnBZ

Figure 2. Cumulative distributions of the rescaled spatial and temporal (T ij � tij10−qbmi ) distances
(Rij � �rij�df 10−�1−q�bmi ) between event (i, j) pairs calculated for all events in the eight catalogs with
earthquake magnitude ≥3.0, for the ZnBZ method, in which df � 1:6, q = 0.5, b is the calculated
b-value of the catalog (Fig. S1), and mi is the magnitude of the triggering event. The clustered
(lower left) and background (upper right) seismicity is partitioned by the common dashed white line
in each panel. Only the clustered event pairs are retained in building event sequences.
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for Zaliapin and Ben-Zion, is appealing in that it allows variable
space and time windows from event to event without arbitrary a
priori definition, notably allowing very long time windows to
capture the extended tails of aftershock sequences following
great earthquakes. However, as evident in Figure 2, there is likely
some loss or contamination of clustered activity near the deci-
sion line, and discrete patches of both aftershock and foreshock
activity sometimes fail to link to mainshocks for very large
mainshocks, giving underestimates of the entire sequence pro-
ductivity. High background seismicity in some catalogs such as
for Inland Japan and Costa Rica is distinct from regions that
have a preponderance of linked sequences (Italy, southern
California, Greece, Alaska). Another attribute is that the isolated
background events are intrinsically defined by the spatiotempo-
ral characterization, distinct from the clustered sequences.

Magnitude-dependent time and space windowing
—“TMC”
The third method provides a trade-off between the fixed time
window approach of the WnC method and the ZnBZ cluster-
ing algorithm. ZnBZ is a purely event pair statistical approach
without any physical conditioning on event linking. The time
magnitude clustering (TMC) method gathers the clusters using
a linkage algorithm prescribed by magnitude-dependent spa-
tial and temporal distances following the widely used Gardner
and Knopoff (1974) declustering method. Rather than using
the original specific spatial and temporal conditions, tailored
to southern California, we retain the basic approach of the
Gardner and Knopoff formulation, while modifying the con-
ditions for spatial and temporal distances. The spatial distance
for triggering between earthquake pairs is the same as used for
the WnC method (equation 1), and the temporal triggering
window is defined by,

EQ-TARGET;temp:intralink-;df2;53;314t � eM ; �2�

in which t is the time window (in days), similar to Knopoff et al.
(1982). This results in triggering windows of 148, 403, 1096,
2980, and 8103 days for the magnitude range 5–9, all exceeding
the 60-day window for the fixed-time procedure. We prohibit
any negative temporal relation, constraining the earthquake-
to-earthquake triggering mechanism. The time windows are gen-
erally comparable to the average durations of linked sequences
for ZnBZ, although there are some fluctuations. For this method,
clusters are defined in a cumulative fashion, in which the final
duration and geographic size of each cluster are independent of
fixed-spatial or -time windows, and do not associate exclusively
with a specific mainshock (Fig. S2). Although the parameteriza-
tion of this method still involves some arbitrary choices (as does
the fixed-window WnC method), we show that it systematically
captures the mainshock sequences for cases in which foreshocks
or aftershocks extend beyond nominal 30-day and 60-day time
windows, similarly to ZnBZ.

Mainshocks
In each earthquake cluster, mainshocks are typically readily
identified as the largest magnitude event, separated on average
over many events by ∼1.2 magnitude units (Shearer, 2012) from
the largest aftershock (and foreshock) events in the sequence,
following Båth’s law Båth (1965). However, there is a lot of
spread in the Båth law parameter, and ambiguity is introduced
when several relatively large events with similar magnitudes
occur within the same cluster, generating earthquake doublets
or triplets (e.g., Lay and Kanamori, 1980) or earthquake swarms
when there are larger numbers of similar size large events. In
such cases, foreshock and aftershock measures can be con-
founded by the sequential large earthquakes. There is always
a finite potential for a triggered event to be as large or larger
than the preceding large event, so these sequences are not sta-
tistically unexpected (Felzer et al., 2004); but they may represent
regional conditions favorable to efficient triggering. Therefore,
we use a set of rules for labeling clusters by the magnitude aper-
ture between the largest events in each sequence. The largest
earthquake (mainshock) is labeledM1, andMn is the nth largest
in sorted order. In addition, we only consider mainshocks with
Mw ≥ 5.0, a minimum of 2.0 units above our uniform Mc, and
with a total number of ≥4 events in a cluster apart from the
mainshock. Each mainshock that has at least 0.5 magnitude
units between M1 andM2 is labeled here as mainshock*, which
denotes a conventional mainshock sequence for which fore-
shocks can be most reliably characterized. The 0.5 magnitude
difference allows for lower magnitude mainshocks to have
somewhat lower aperture betweenM1 andM2 than for the strict
average Båth law situation. Doublets, triplets, and two categories
of swarm (swarm I and swarm 2) are defined as in the legend in
Figure S3, using the size distribution of the four largest events in
each sequence. Defining these categories using arbitrary but
common sense parameters allows comparison of similar clear
mainshock-type sequences from region to region.

In all the eight catalogs, the number ofmainshocks* before clas-
sification to cluster types is always larger for the WnC procedure
than for the other two methods by up to a factor of ∼2 (Fig. S3).
After the classification for cluster types with at least five events in
the sequence, the mainshock* class yield more comparable num-
bers of mainshocks for the three methods (“Mainshocks*” label in
Fig. S3). Number of mainshocks* varies from ∼20 in northern
California to ∼100 in Turkey. Smaller seismicity clusters having
less than four non-mainshock events systematically have much
higher numbers for the WnC clustering method, mainly because
there is no exclusion of background activity in the fixed-time win-
dow, so those sequences are not considered further.

Foreshock Comparisons between
Methods
Spatial variations in foreshock count
Despite differences among individual sequences defined by the
three methods (Fig. 3), especially for large events for which the
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nearest neighborhood method (ZnBZ) can give much larger
total aftershock counts (averaging from 2 to 7 times larger)
than the magnitude-varying space + fixed-time windowing
method (WnC), the procedures often result in comparable
foreshock counts for moderate size mainshocks (e.g., Fig. 3a).
The constant time-window method (WnC) usually gives larger
estimates of the total number of foreshocks in regions of high
background activity (e.g., Fig. 3b). It is challenging to evaluate
whether the higher foreshock count for the WnC method for
the Costa Rica event in Figure 3b is biased high by capturing
background activity or the low foreshock count for the ZnBZ
method is biased low by failure to link up events in diffuse fore-
shock activity. The TMC method clearly associated some of the
prior activity to the mainshock, all of which is within the range
of the effective radius. Aftershock counts are higher for the var-
iable-time window methods within the source region effective
radius because the allowed time after the mainshock exceeds
the 60-day window in both Figure 3a and 3b; however, the basic
duration of the sequences is generally compatible with the
60-day window. This is also true for most foreshock sequences
for the 30-day window. Corresponding comparisons for all
sequences along with the sequence classifications are shown
in Figure Bundle S1 (see Data and Resources). No single pro-
cedure appears to be optimal for all cases, as there is no inde-
pendent knowledge of true causal interactions between events.

b-values of composite foreshock and aftershock
sequences
Motivated by the previous studies indicating that b-values for
foreshock populations may be lower than for aftershock pop-
ulations, as proposed by Gulia and Wiemer (2019) in general
and by Tamaribuchi et al. (2018) for Japan, we test for system-
atic differences between b-values of foreshock and aftershock
sequences. It has long been recognized that measuring b-values
of foreshocks relative to aftershocks is very dependent on data
processing procedures (e.g., Knopoff et al., 1982), and attrib-
uting them to distinct physical processes before and after
mainshocks is very tenuous if differences are reliably observed.
The low number of foreshocks in the individual sequences pre-
vents us from calculating meaningful b-values for each
sequence. Therefore, we test for variations in b-values by com-
paring composite populations of foreshocks and aftershocks
for mainshocks* sequences for each of the eight catalogs using
the ZnBZ clustering method (Fig. 4). The magnitude of com-
pleteness and the corresponding b-value parameters are calcu-
lated using the Kolmogorov–Smirnov test (see Fig. S1) with a
magnitude bin size of 0.1.

Exclusion of the mainshock from b-value calculations for an
aftershock sequence is a common practice, as mainshocks are
considered to originate from a different Gutenberg–Richter
distribution to account for typical Båth law parameters of
about 1.2 (Console et al., 2003; Shearer, 2012). We thus omit
the mainshock values from the aftershock population (Fig. 4a)

and compute b-values using the maximum-likelihood method.
We confirmed that including the mainshock magnitudes results
in 0.0–0.2 lower b-values (Fig. 4b), even though the maximum-
likelihood estimation procedure mitigates the effect. Therefore,
to obtain a self-consistent measurement for the foreshock
population, we select only foreshocks that occurred after the
largest event in the foreshock sequences (Fig. 4a). The b-values
for composite foreshock values are −0.1 to 0.7 units higher than
when the largest foreshock and following foreshocks are
considered (not shown) and when all foreshocks are retained
(Fig. 4b), suggesting potential biasing when including the largest
foreshock.

For northern California, Japan, Alaska, and Turkey, b-val-
ues of the composite foreshock sequences in Figure 4a are
found to be 0.1–0.2 units lower that for the composite after-
shock sequences. This is found consistently over a range of
considered Mc levels (Fig. S4a). For southern California b-val-
ues of foreshocks and aftershock are the same usingMc 3.4 and
3.2, respectively. However, when examining variations of
b-value with Mc, the estimated b-value of foreshocks is lower
than for aftershocks over most of the Mc range. The catalogs
for Costa Rica and Greece did not include any cases with at
least one earthquake after the largest event in the foreshock
sequence. For Italy, the b-value of foreshock sequences is con-
sistently higher at all Mc levels, but the dataset is sparse, and
the b-value for foreshocks is not reliable (Fig. S4).

If we consider the entire foreshock population in Figure 4b,
relative to the aftershock-only populations in Figure 4a, the fore-
shock b-values are lower in every case. Relative to the aftershock
populations that include the mainshocks (Fig. 4b), four catalogs
again result in lower b-values of composite foreshocks. Another
concern is that whether the time duration used for foreshocks
being shorter than that for most aftershock sequences biases
properties of the corresponding Gutenberg–Richter distribu-
tions. We thus use the individual sequence time interval follow-
ing the largest foreshock to the mainshock to constrain the
length of the aftershock sequence considered in the composite
distributions. This gives b-value estimates (Fig. S5) that are
lower for foreshocks in three out of six regions.

To rule out the influence of the binning size on the b-value
estimates (Marzocchi et al., 2020), we tested the effect of the
binning size of the magnitude range by examining a bin size of
0.2 (Fig. S6). The b-value estimates for 0.2 bin sizes are con-
sistent with those for 0.1 bin size (Fig. 4).

We further search for differences in b-value of foreshock
and aftershock sequences in a synthetic catalog generated by
an ETAS model with a simple power law decay with distance
following the algorithm of Brodsky (2011). We ran the WnC
clustering algorithm over 10 yr of the synthetic catalog that
includes 244,661 earthquakes with Mw ≥3 and 2780 Mw ≥5.
Then, we used the same technique to compare the b-value of
composite foreshock and aftershock sequences; foreshocks
from the largest earthquake in the foreshock sequence to
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Figure 3. Example comparisons between the three clustering
methods for (a) the 25 October 2009 Mw 6.3 L’Aquila, Italy
(mainshock*), earthquake (see Data and Resources) and (b) the
13 February 2012 Mw 6.4 Costa Rica (mainshock*) earthquake
sequence. Upper rows in each panel show map views of the
seismicity with background events (gray) that occurred prior to
the mainshock (triangles) or after (circles). The designated

foreshocks are plotted in blue and aftershocks in red. The
magenta circles represent the effective radius of the mainshock
(see equation 1). Time lines, with nonlinear scale, are shown for
the seismicity in each map as functions of magnitude (middle row
of each panel) and epicentral distance from the mainshock*
(lower row of each panel), with the same color scheme.
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the mainshock and aftershocks (Fig. S7a1), and the entire
foreshock sequence compared with aftershocks sequences with
the corresponding mainshocks (Fig. S7b1). The analysis shows
the same b-value for the foreshock and aftershock sequences
over a range of Mc levels (Fig. S7a2,b2). The previous studies
have shown that foreshocks in ETAS models have depressed b-
values relative to the general population (Helmstetter et al.,
2003), because of an effect of conditioning the catalog when
identifying the mainshocks. The mainshocks are most likely
to happen after large-magnitude (and hence low b-value) fore-
shocks. However, the b-value of the foreshocks is not neces-
sarily depressed relative to the aftershocks that immediately
follow them, as the aftershocks have also been conditioned
by the prior high seismicity rate. In addition, the b-value esti-
mates in the ETAS calculations here are particularly stable
due having robust populations combined with the maxi-
mum-likelihood estimation of b-value, as flattening of the dis-
tributions at high magnitudes has very limited affect on the
slope estimates.

The exclusion of the largest events in b-value estimates for
the foreshock and aftershock sequences is primarily motivated
by the Båth law parameter, which measures the magnitude dif-
ference between the largest and next-largest event. Including
the largest event when there is a large Båth law parameter flat-
tens the distribution at high magnitude over a corresponding

(a) (b)

Figure 4. Magnitude distributions (open symbols) and the
cumulative magnitude distribution (Gutenberg–Richter) rela-
tionships (filled symbols) determined for composite aftershock
(red) and foreshock (blue) sequences for all eight catalogs, using
the ZnBZ clustering algorithm. (a) The mainshock magnitudes are
omitted from the aftershock distributions, and foreshocks are
considered after the largest earthquake in the foreshock
sequence to the origin time of the mainshock. (b) The entire
composite foreshock sequence is compared with the composite
aftershock sequence including the mainshocks. Maximum-like-
lihood estimates are indicated by the black lines, and values are
given in the inset. The variations of the b-value with respect to
the selected Mc level are shown in Figure S4.
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interval, and this tends to reduce the b-value estimation. This
effect is spread out for the composite populations, but some
bias will persist. The Båth law parameters for our mainshock*
sequences show typical large average parameters of 1.25–1.45
for mainshocks—the largest aftershocks, but systematically
lower values of 0.4–0.7 for the largest foreshock—following
next large foreshock (Fig. S8). It is important to see that there
is a lot of scatter in Båth law parameters for both foreshock and
aftershock sequences, with our aftershock populations having a
lower cutoff at 0.5. The reduced Båth law parameters for the
foreshock sequences suggest that there should be less bias in b-
value estimates when the largest foreshock is included relative
to the effect of having mainshocks in the aftershock popula-
tion. However, the ETAS simulations also gave lower Båth
law parameters for the foreshocks with no bias in the b-value
estimation (Fig. S7c), so the low parameters for foreshocks are
likely controlled by the distribution cutoff at Mc 3.

Foreshock occurrence rates
The percentage of mainshocks* with foreshocks in each catalog
for our uniform completeness magnitude is indicated by the
bar diagrams in Figure 5 for three levels: mainshocks without
detected foreshocks (white portions), mainshocks with 1–4
foreshocks (light-blue portions), and mainshocks with ≥5 fore-
shocks (dark-blue portions). Foreshock counts are based on
the cluster spatial and temporal window conditions of each
method. The three clustering methods detect at least one fore-
shock with occurrence probabilities ranging between 14% and
72% for mainshocks* (Fig. 5a). Most foreshocks are detected
within the 30-day time window prior to the mainshock for all
methods (Fig. 5b), and most are located within the effective
radius of the mainshock defined by the WnC method (e.g.,
Fig. 3). For all regional composite cases, WnC estimates more
foreshocks than the ZnBZ and TMC methods, although the
ZnBZ and TMC methods are able to link temporally and spa-
tially remote foreshocks (and aftershocks activity), beyond the
dimension of the mainshock’s effective rupture length (Fig. S9).
This is particularly pronounced for regions with high back-
ground activity (high concentrations in the upper right parti-
tions in each panels of Fig. 2). For example, for Costa Rica,
the probability for having at least one foreshock ranges from
41% with the ZnBZ method, to 14% for the TMC method,
and to 63% for theWnCmethod. Italy is found to have the most
productive foreshock occurrences for the time-varying methods,
with 43%–56% of mainshocks* having at least a single
foreshock.

Imposing a constant aperture level of 2.0 magnitude units
below the mainshock magnitude should theoretically equalize
the measurements for different magnitude ranges spanned by
each catalog (Fig. 5c). The percentages of mainshocks* with
foreshocks decrease in most catalogs by 10%–20%, and this
is mostly pronounced for the WnC method, making the per-
centages more similar between the methods, as expected.

In southern California, the percentages of foreshock occur-
rence above Mc range between 48% (ZnBZ) and 44% (TMC),
comparable to the previous study of Chen and Shearer (2016)
but ∼25% lower than the study by Trugman and Ross (2019),
which proposed that 72% of the mainshocks were preceded by
foreshocks in the same region based on a higher resolution
catalog constructed using template matching. Trugman and
Ross (2019) suggested that their high level of foreshocks was
due to the unusually low Mc (∼1.0), but van den Ende and
Ampuero (2020) argued that the foreshock rate should be
revised downward after accounting for background activity
fluctuations. This controversy revolves around the specifics of
the catalog used by Trugman and Ross but is tangential to this
study, because our focus here is on the observability of fore-
shocks in conventional catalogs that have higher Mc, which
has operational significance and comparative value.

For onshore Japan we find that 37% of mainshock* were
preceded by foreshocks above Mc using the ZnBZ, consistent
with the results of Tamaribuchi et al. (2018) using a similar
method. However, the percentages increase by a factor of 2
using the WnC method, likely due to contamination by the
high background levels in Japan (Fig. 2).

Foreshocks and background seismicity
Relatively large spatial variations in background rate across
convergent plate boundaries were recognized by Habermann
et al. (1986), and were later revisited and associated with
mechanical processes such as subduction zone slab bending
angle (Nishikawa and Ide, 2015). Variations in the background
seismicity were also associated with geomorphological changes
of the Peru–Chile and Japan margins (Madella and Ehlers,
2021). Background rate variations can be associated with hetero-
geneity in the regional and local stress fields (Scholz, 2015), as
well as the mechanical properties in which these events nucleate.

The characterization of the background seismicity by ZnBZ
clearly shows variations between the different regions (Fig. 2);
the percentage of the background seismicity relative to the
entire catalog ranges between 65% in Costa Rica and 25% in
southern California (Fig. 6a). Therefore, it might be expected
from the Gutenberg–Richter distribution (e.g., Fig. S1) that
high background rates should yield more frequent foreshock
activity. However, it is also proposed that foreshocks are con-
trolled by fault-strength heterogeneity and are associated with
weaker fault regions at the periphery of the primary asperity
(Kanamori, 1981). Comparing background rates with fore-
shock probabilities shows that probability of observable fore-
shocks preceding mainshocks* decreases as the percentage of
regional background seismicity increases (Fig. 6b).

To further investigate the relationship between background
seismicity and foreshock occurrence, we represent the regional
background rates by fitting the declustered TMC and ZnBZ
catalogs with a Poissonian statistical model (Figs. S10 and S11,
respectively). Values of the estimated seismicity rate, λ
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(Poissonian parameter representing the mean number of back-
ground earthquakes per 60 days), range between 20 in Italy and
∼200 in Turkey (Fig. 6d). In a similar fashion to behavior of the
percentage of the background (Fig. 6b), increasing background
rate, λ, also decreases the percentage of mainshock* (Fig. 6e)
preceded by foreshocks considering only earthquakes within 2.0
magnitude units below the mainshock magnitude (Fig. 5c). We
observe that both clustering methods show nonstationary back-
ground distributions for Turkey. The seismicity rate, λ, changes
between 2002 and 2012. Nas et al. (2019) tested eight different
declustering algorithms on the Turkish catalog and concluded
that none of the declustering methods were able to produce a
declustered catalog that follows a temporally homogeneous
Poisson process.

To provide a comparable measurement of the seismicity rates,
we normalize the background seismicity rates by the seismogenic

(a) (b) (c)

Figure 5. Percentage of mainshock* events (classified in Fig. S3)
with foreshocks (colored portions of histograms: dark blue
indicates number of foreshocks ≥5, and light blue indicates
number of foreshocks from 1 to 4) and without foreshocks (white
portions of histograms) for the eight catalogs, considering all
earthquakes above the uniform completeness magnitude,
Mc 3.0 for the three clustering methods: the nearest-neighbor
linking (ZnBZ), time and distance magnitude-dependent linking
method (TMC), and the magnitude-dependent spatial with
30 days temporal windowing (WnC). The number of foreshocks
is determined for three cases: (a) using all foreshocks in each
individual cluster, (b) imposing a constant 30-day time window,
and (c) considering only earthquakes within 2.0 magnitude units
below the mainshock magnitude.
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area of each region. Seismogenic areas for the ZnBZ (Fig. S12)
and TMC (Fig. S13) background populations are estimated for a
regular grid of 0.5°, with the number of earthquakes from each
declustered catalog withMc ≥ 3:0 counted in each grid cell. The
area is integrated over grid cells having a number of earthquakes
larger than 10% of the maximum value of the gridded seismicity.
The regional seismicity rate areal densities, λ (Fig. 6g) show a
comparable trend with the λ results; increasing background seis-
micity density tends to decrease regional foreshock activ-
ity (Fig. 6h).

An alternative and complementary comparison of the
background measurement to the probability of having fore-
shocks is provided by characterizing the seismicity rate
by the mainshock* rate (number of mainshocks* per year,
Fig. S14). The mainshock* rate varies between 0.5 in Italy
and 7.5 mainshocks* per year in Alaska (Fig. S14a1). Once
rates are normalized for seismicity area (mainshocks� ) for
the ZnBZ and TMC clusters (Figs. S12 and S13), the
mainshock� rates equalized to ∼1 × 10−5 mainshock* per year

(b)(a) (c)

(e)(d) (f)

(h)(g) (i)

Figure 6. (a) Percentage of background seismicity (% of the total
catalog) is shown in each catalog for the ZnBZ and TMC clus-
tering algorithms. (b) The background level is plotted versus the
percentage of mainshocks* with foreshocks considering only
earthquakes within 2.0 magnitude units below the mainshock
magnitude (Fig. 5c) for each catalog and (c) in a 1:1 plot of the
measures for the two clustering algorithms. (d) The estimated
seismicity rate, λ (number of background earthquakes per
60 days), is shown for the ZnBZ and TMC clustering algorithms.
(e) The Poisson parameter λ is plotted versus the percentage of
mainshocks* (Fig. 5c) with foreshocks for each catalog and (f) in
a comparison 1:1 plot of the two clustering algorithms. (g) The
estimated seismicity rate density, λS (number of background
earthquakes per 60 days per km2), is shown for the ZnBZ and
TMC clustering algorithms. (h) λS is normalized by the seismo-
genic area for each region (Figs. S10 and S11) and is plotted
versus the percentage of mainshocks* with foreshocks (Fig. 5c)
for each catalog and (i) in a comparison 1:1 plot of the measures
for the two clustering algorithms.
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per km2 (Fig. S14b1), except for Costa Rica. In a similar fashion
to increasing background seismicity with decreasing regional
foreshock activity (Fig. 6b), as the mainshock* rates for ZnBZ
and TMC clustering methods increase, there is a decreasing
percentage of mainshocks* with foreshocks (Fig. S14a2).
The trend is preserved for the measurements normalized by
the seismogenic area (Fig. S14b2). The similarity between
mainshock* rates (Fig. S14) and the background seismicity
rates (Fig. 6) compared with the percentage of mainshocks*
with foreshocks can be predicted from the Gutenberg–
Richter relationship. Naturally, regions with high background
rate result in more mainshocks* (Fig. S14c1,c2).

The variation of foreshock occurrence with background rate
(or mainshock* rate) seen in Figure 6 (and Fig. S14) are a dif-
ferent effect than the variation of foreshock counts between
clustering methods. The WnC approach makes no correction
for background occurrence, but sweeps up all events in the des-
ignated space–time window, yielding higher total counts, and
this effect is thus enhanced in regions with higher background
rates. The trends in Figure 6 instead indicate that when back-
ground levels are low, there is a higher likelihood of detecting
foreshocks for the linking methods, which suggests that stress
heterogeneities prior to a mainshock have not been released by
background activity, and the stress buildup prior to failure
drives the foreshock sequence. Regions that have high back-
ground activity may have distributions of heterogeneities with
lower strengths that do not require high stress accumulations
to fail.

To further safeguard against misinterpreting background
activity as foreshocks that are physically related to the eventual
mainshock, we compare the foreshock and aftershock rates to
the background rates. Should the foreshock rate be comparable
with the background rate, such confusion might occur. For
each mainshock we calculated the mean background, fore-
shock, and aftershock rates in a circular area with a radius
defined by the maximum epicentral distance of the cluster
from the mainshock. The time windows of the background
rates are calculated for each individual sequence, defined from
the beginning of each catalog to the first foreshock. The time
windows used for calculating the rates for foreshock and after-
shock sequences are defined by the individual duration of each
sequence.

We then examine the distribution of the resulting ratios
between foreshock and background rates for each mainshock
as well as the aftershock to background ratio (Fig. S15). We
use these data to measure the percentage of the sequences show-
ing low foreshock-to-background (<1) ratios. Typically, the
aftershock sequence rates are relatively higher than the
foreshock rates, with only a few cases for which the measured
aftershocks rates are lower than the background rates. For the
foreshocks, in most of the catalogs (southern California,
northern California, Italy, Alaska, and Turkey), we find that only
0%–6% of the foreshock sequences show rates that are lower

than the background rates. The maximum percentage of low-
rate foreshock sequences, 22%, is found in Japan. It is possible
that the background rates for Japan are biased by the choice of
the spatial windows and the inclusion of peripheral seismicity,
affecting also the measurement of the equivalent rates measured
for the aftershock sequences. We conclude that most foreshock
rates are larger than background rates and thus are reasonably
interpreted as linked to the subsequent mainshock.

Foreshocks effects on aftershocks productivity
Cascade-type models are built on the thesis that foreshocks and
aftershocks are outcomes of the same process (e.g., Ogata,
1988). Support for this framework is provided by the previous
work that showed mainshocks with foreshocks tend to result in
more aftershocks (Marsan et al., 2014). Although our dataset is
not ideal to directly address the cascade model, contextualiza-
tion in the light of the previous work is helpful. Such a com-
parison first needs to normalize for mainshock magnitude. We
therefore follow the previous work and measure the after-
shocks productivity parameter K for each catalog, assuming
a constant power law K = 1 for Naft � K10α�M−Mc� (e.g.,
Reasenberg and Jones, 1989). We see that mainshocks* with
foreshocks tend to result in more aftershocks when there
are sufficient numbers of events with foreshocks (shown for
the ZnBZ method in Fig. S16). This observation is consistent
with Marsan et al. (2014) and a cascade interpretation.
However, when we compare the percentage of mainshocks*
with foreshocks to aftershocks productivity using the ZnBZ
method (Fig. S17), we find no clear correlation. This result
may suggest that at least some foreshock processes are distinct
from mechanisms associated with mainshock–aftershock trig-
gering. Such an interpretation is consistent with other studies,
which imply that some, but not all, foreshocks are due to aseis-
mic slip (e.g., Moutote et al., 2021).

Another aspect of the influence of foreshocks on the after-
shock sequence can be observed by comparing aftershocks
sequences of mainshocks* with and without foreshocks
(Fig. S18). To first order, as the foreshock sequence decays,
magnitudes also decrease with time. Therefore, the interference
of the foreshocks Omori tail in the aftershocks sequence is
predicted to affect the low magnitude range, which should
increase the b-value of aftershocks sequences compared with
sequences that were not preceded by foreshocks. However,
by this argument the foreshock sequence itself should increase
in b-value as it progresses, which is not evident in Figure 4.
This can be associated with accelerated rates toward the main-
shock, commonly observed by stacked foreshock sequences as
an inverse Omori law (e.g., Reasenberg, 1999).

Conclusions
The general characteristics of foreshock activity for eight cata-
logs is quantified using three clustering methods. To obtain a
generalizable count of foreshocks, the selection of mainshocks
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takes into consideration any biasing from swarms, doublets, or
triplets clusters, focusing on clear mainshock-type sequences.
We show that b-values for composite foreshock distributions
are lower than for composite aftershocks for a space–time clus-
tering algorithm for all the eight regions, but the difference is
reduced, although still present, for four out of six regions, when
omitting the largest foreshock. We observe clear regional
trends in foreshock probabilities (for events within 2 magni-
tude units of the mainshocks), which range, for example, from
47% to 60% in Italy to 10% to 35% in Costa Rica. Those
regional variations for magnitude aperture 2 are compared
with variations in the background rates normalized by seismo-
genic area, indicating that regions of relatively low background
seismicity tend to have higher foreshock activity for linking-
based approaches, albeit with substantial scatter. This observa-
tion suggests that a lower background rate may manifest in a
higher occurrence rate of observable foreshocks, possibly due
to unrelieved stress accumulation in the region of future main-
shocks. Overall, identification of foreshock activity is found to
be sensitive to the clustering method, with no single procedure
appearing to be optimal for all the cases. However, clustering
methods with an adaptive time window appear to perform bet-
ter in capturing the “true” foreshock–aftershock sequence,
especially in regions of relatively high background rates.

Data and Resources
Earthquake data for California were accessed through Northern
California Earthquake Data Center (NCEDC; DOI: 10.7932/NCEDC)
and Southern California Earthquake Data Center (SCEDC; DOI:
10.7909/C3WD3xH1). For Turkey, we used the earthquake catalog of
Tan (2021). The earthquake catalog of Italy is obtained from Lolli et al.
(2020). The Japan earthquake catalog was accessed from the Japan
Meteorology Agency (JMA; https://www.data.jma.go.jp/svd/eqev/data/
bulletin/hypo_e.html, last accessed December 2020). The Costa Rica cata-
log is obtained from https://www.data.jma.go.jp/svd/eqev/data/bulletin/
hypo_e.html (last accessed October 2021). The Alaska–Aleutians earth-
quake catalog was accessed using the U.S. Geological Survey–National
Earthquake Information Center (USGS–NEIC) earthquake catalog,
which draws from the Alaska Seismic Network operated by the
Alaska Earthquake Center (DOI: 10.7914/SN/AK). Earthquake catalog
of Greece was accessed using the National Observatory of Athens earth-
quake catalog (https://www.gein.noa.gr/services/cat.html, last accessed
March 2021). The maps in this article were made by the Matplotlib
(Hunter, 2007). Code for calculating the Gutenberg–Richter magnitude
distribution is available at https://github.com/tgoebel/magnitude-
distribution (last accessed March 2022). The TMC algorithm is available
at https://github.com/nadavwetzler/TMC (last accessed March 2021).
The workflow and detailed explanations of the nearest-neighbor cluster-
ing method by Zaliapin and Ben-Zion (2013) are available at https://
github.com/tgoebel/clustering-analysis (last accessed March 2021). The
25 October 2009 Mw 6.3 L’Aquila, Italy, earthquake data are available
at http://terremoti.ingv.it/en/event/1895389 (last accessed September
2021). The supplemental material for this article includes 18 figures
and figure bundle S1 available at https://figshare.com/articles/figure/
Figure_Bundle_S1/20115947 (last accessed June 2022).
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Figure	S1.	Magnitude	distributions	with	regional	calculated	magnitude	of	completeness,	Mc,	
and	 Gutenberg-Richter	 relationships	 determined	 for	 the	 eight	 catalogs	 considered	 in	 this	
study.	The	black	squares	give	the	total	number	of	events	in	0.05	to	0.2	magnitude	intervals	
and	 black	 dots	 give	 the	 cumulative	 number	 of	 events	 larger	 than	 the	 corresponding	
magnitude.	 The	 inverted	 red	 triangles	 indicate	 the	 estimated	 regional	 magnitude	 of	
completeness,	with	the	dashed	red	curve	indicating	the	corresponding	maximum	likelihood	
estimate	 of	 the	 Gutenberg-Richter	 relationship	 parameters	 listed	 in	 the	 insets.	 The	 time	
period	of	each	catalog	considered	is	shown	at	the	lower	left	corner	of	each	panel.  



 

Figure S2. The	Time	Magnitude	Clustering	(TMC)	method	is	illustrated	by	a	seismicity	map	
plot	with	earthquakes	that	occurred	prior	to	the	mainshock	(triangles)	or	after	(circles).	The	
designated	 foreshocks	 are	 plotted	 in	 blue,	 aftershocks	 in	 red	 and	mainshock	 in	magenta.	
The	circles	represent	the	effective	radius	of	each	earthquake	with	the	effective	area	of	the	
linked	cluster	shown	by	a	green	thick	line.	 



 
Figure	 S3.	 Classification	 of	 earthquake	 sequences	 for	 the	 eight	 catalogs	 according	 to	 the	
metrics	 for	 earthquake	 clusters	 defined	 by	 the	 WnC,	 ZnBZ,	 and	 TMC	 algorithms.	 The	
sequence	 classification	 criteria	 are	 specified	 in	 the	 legend.	 The	 largest	 earthquake	 in	 the	
cluster,	the	mainshock,	is	M1	and	Mn	is	the	nth	largest	in	the	magnitude-ordered	sequence.	
Mainshocks	 are	only	 considered	 if	 they	have	 a	magnitude	≥	 2.0	 units	 above	MC	 =	 3.0	 for	
each	network.		Swarms	type	1	are	sequences	of	M1-M4	≤	0.5,	and	swarms’	type	2	are	M1-M4	

≤	 1.0.	 The	 results	 for	 the	 eight	 networks	 are	 shown	with	 the	 total	 number	 of	 examined	
mainshocks	 in	 each	 catalog	 as	 defined	 by	 the	 clustering	 algorithm	 plotted	 in	 each	 pie	
diagram	 (“All”).	 Sequences	 with	 a	 dominant	 mainshock	 (M1-M2	 ≥	 0.5)	 and	 with	 ≥	 4	
associated	events	(foreshocks	and/or	aftershocks)	are	designated	mainshock*	events.	



	

	
Figure	 S4.	 Variations	 in	 b-value	 estimates	 of	 foreshocks	 (blue	 lines)	 and	 aftershocks	 (red	
lines)	 as	 a	 function	 of	 the	 assumed	MC	 levels,	 calculated	 for	 the	 eight	 catalogs	 using	 the	
ZnBZ	 clustering	method.	Foreshocks	and	aftershock	sequence	are	considered	 (a)	 from	the	
strongest	foreshock	in	the	foreshock	sequence	to	the	mainshock	origin	time,	and	from	the	
mainshock	to	the	last	aftershock,	and	(b)	for	the	entire	foreshock	and	aftershock	sequences	
(including	the	mainshock).	The	best	fit	MC	levels	and	b-values	(dots)	are	defined	by	the	K-S	
test	method	(see	text,	and	Figure	4).	
	



	
Figure	S5.	(a)	Comparison	between	b-values,	of	composite	foreshocks	(blue)	and	aftershocks	
(red)	sequences	using	the	individual	sequence	time	interval	following	the	largest	foreshock	
to	 the	 mainshock	 to	 constrain	 the	 length	 of	 the	 aftershock	 sequence	 considered	 in	 the	
composite	distributions.	 (b)	 The	variations	of	b-value	with	 respect	 to	assumed	MC	 level	 is	
plotted	for	each	of	the	considered	catalogs.		
	



	
	
Figure	S6.	 (a)	Comparison	between	b-values,	using	dM=0.2,	of	composite	 foreshock	 (blue)	
and	aftershock	(red)	sequences,	with	foreshocks	selected	from	the	largest	earthquake	in	the	
foreshock	sequence	to	the	origin	time	of	the	mainshock.	(b)	The	variations	of	b-value	with	
respect	to	assumed	MC	level	is	plotted	for	each	of	the	considered	catalogs.		



	

Figure	S7.	The	b-value	analysis	for	foreshock	(blue	dots)	and	aftershock	(red	dots)	composite	
sequences	 in	 a	 synthetic	 catalog	 generated	 by	 an	 ETAS	 model	 with	 a	 simple	 power	 law	
decay	 with	 distance	 following	 the	 algorithm	 of	 Brodsky	 (2011)	 using	 the	WnC	 clustering	
algorithm.	Foreshocks	are	selected	from	the	largest	earthquake	in	the	foreshock	sequence	
to	the	mainshock	origin	time	(a1),	and	for	the	entire	foreshock	sequence	compared	with	the	
aftershocks	combined	with	the	mainshocks	(b1).	The	variations	of	the	b-values	with	respect	
to	 the	 considered	MC	 are	 shown	 for	 each	 subset	 at	 the	 right	 panels	 (a2	 and	 b2).	 c)	 The	
magnitude	differences	between	 the	mainshock	and	 the	 largest	aftershock	 (small	 solid	 red	
dots),	mainshock	and	median	of	aftershocks	(large	pale	red	dots),	largest	foreshock	and	the	
successive	largest	foreshock	(small	solid	blue	dots),	and	largest	foreshock	and	median	of	all	
foreshocks	 (large	 pale	 blue	 dots)	 is	 shown	 with	 respect	 to	 the	 mainshock	 or	 largest	
foreshock	MW.	The	median	of	each	of	the	populations	is	shown	by	the	horizontal	lines	with	
corresponding	color	coding.	
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Figure	 S10.	 The	 background	 rates	 based	 on	 the	 ZnBZ	 clustering	 algorithm,	 measured	 by	
number	 of	 earthquakes	 per	 60	 days,	 for	 the	 tested	 regional	 catalogs	 are	 shown	 in	 the	
individual	panels	with	the	histograms	of	the	measured	rates.	The	Poissonial	mean	rate,	𝛌,	is	
shown	on	the	 legends	of	each	catalog	with	the	fitted	Poissonian	curve,	and	the	estimated	
rates	in	each	bin	(orange	dots).  
	 	



	

Figure	 S11.	 The	 background	 rates	 based	 on	 the	 TMC	 clustering	 algorithm,	 measured	 by	
number	 of	 earthquakes	 per	 60	 days,	 for	 the	 tested	 regional	 catalogs	 are	 shown	 in	 the	
individual	panels	with	the	histograms	of	the	measured	rates.	The	Poissonial	mean	rate,	𝛌,	is	
shown	on	the	 legends	of	each	catalog	with	the	fitted	Poissonian	curve,	and	the	estimated	
rates	in	each	bin	(orange	dots).	
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Figure	S18.	Comparison	between	b-values,	of	composite	aftershocks	of	mainshocks*	with	
identified	foreshocks	(black)	and	without	observed	foreshocks	(red),	using	the	ZnBZ	
clustering	algorithm.	(b)	The	variations	of	b-value	with	respect	to	assumed	MC	level	is	
plotted	for	each	of	the	considered	catalogs.	
	

	

	

Figure	Bundle	S1	

Comparison	between	ZnBC,	WnC,	and	TMC	clustering	methods	for	eight	catalogs.	Top	
panels	show	a	map	view	of	the	seismicity	that	occurred	prior	to	the	mainshock	(triangles)	
and	after	the	mainshock	(circles).	Gray	symbols	are	background	activity	for	each	method.	
The	designated	foreshocks	are	plotted	in	blue	and	aftershocks	in	red.	Magenta	circles	
represent	the	effective	radius	of	the	mainshock	(see	Eq.	1).	Time	lines	are	shown	for	the	
seismicity	in	each	map	as	functions	of	magnitude	(middle	row)	and	epicentral	distance	from	
the	mainshock	(lower	row),	with	the	same	color	scheme.	
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