This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2022.3190032

LOGO IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXXX 2021

Finite Sample Analysis of Two-Time-Scale
Natural Actor-Critic Algorithm

Sajad Khodadadian, Thinh T. Doan, Justin Romberg, Siva Theja Maguluri

Abstract— Actor-critic style two-time-scale algorithms
are one of the most popular methods in reinforcement
learning, and have seen great empirical success. However,
their performance is not completely understood theoreti-
cally. In this paper, we characterize the global convergence
of an online natural actor-critic algorithm in the tabular
setting using a single trajectory of samples. Our analy-
sis applies to very general settings, as we only assume
ergodicity of the underlying Markov decision process. In
order to ensure enough exploration, we employ an c-greedy
sampling of the trajectory.

For a fixed and small enough exploration parameter ¢, we
show that the two-time-scale natural actor-critic algorithm
has a rate of convergence of O(1/T*/%), where T is the
number of samples, and this leads to a sample complexity
of O(1/6%) samples to find a policy that is within an error of
o0 from the global optimum. Moreover, by carefully decreas-
ing the exploration parameter ¢ as the iterations proceed,
we present an improved sample complexity of O(1/5°) for
convergence to the global optimum.

Index Terms— Actor-Critic, Machine Learning, Reinforce-
ment Learning, Two-Time-Scale

[. INTRODUCTION

In reinforcement learning (RL), an agent operating in an
environment, modeled as a Markov decision process (MDP),
tries to learn a policy that maximizes its long-term reward.
Methods for solving this optimization problem include value
function methods, such as @)-learning [1], and policy space
methods, such as TRPO [2], PPO [3], and actor-critic [4].

Policy space methods explicitly search for the maximum
of the value function V7™, which codifies the expected long-
term reward, through iterative optimization over the policy 7.
Although in general V™ is a nonconvex function of 7w [5],
global optimality can be obtained by employing either gradient
descent [5], [6], mirror descent [7], [8], or natural gradient
descent [5]. These methods, however, assume access to an
oracle that returns the gradient of the value function for any
given policy. In many practical scenarios, and in particular
when the parameters of the MDP are only partially known,
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these gradients have to be estimated from observations or
simulations.

Actor-critic (AC) techniques integrate estimation of the
gradient into the policy search. In this framework, a critic
estimates the value (Q-function) of a policy, usually through a
temporal difference iteration. The actor then uses this estimate
to form a gradient to improve the policy. AC algorithms have
been observed to converge quickly relative to other methods
[9], [10], and have enjoyed success in several applications
including robotics [11], computer games [12], and power
networks [13].

AC algorithms can be classified into batch vs. online. In
the batch setting, in each iteration of the AC, the critic
evaluates the policy using a set of collected data. This type of
batch update, however, cannot be implemented in an online
manner, and requires simulations that need to be restarted
in specific states, making its implementation appropriate in
artificial environments such as Atari games [3], but not in
scenarios that require the agent to “learn as they go”.

A truly online and two-time-scale AC variant was first
proposed in [4], where at every iteration the actor and critic
updates depend only on one sample observed from the envi-
ronment using the current policy. Later [14], [15] presented
a version of this algorithm using a natural policy gradient.
These methods can be viewed as two-time-scale stochastic
approximation (SA) algorithms, where the actor and the critic
operate at the “slow” and “fast” time scales, respectively.

AC algorithms often use low-order approximations for the
value and policy functions. While this type of function ap-
proximation can dramatically simplify the learning process,
thus allowing us to apply the algorithm to complex, real-world
problems, these approximations introduce non-vanishing, sys-
tematic errors, as the truly optimal policy typically does not lie
in the set of functions considered. In this paper, however, we
are completely focussed on recovering the globally optimal
policy, and so we will operate in the “tabular setting” that
considers every possible distribution over the (finite number
of) actions for every possible state.

Main contributions:

o We analyze the two-time-scale natural AC algorithm in
the tabular setting. Our setting can be seen as a two-
time-scale linear stochastic approximation with a time-
varying Markovian noise. Unlike several recent papers,
we do not make an extensive set of assumptions. The only
assumption we make is the ergodicity of the underlying
Markov chain under all policies.
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o Our analysis show the importance of the exploration in
AC type algorithms. We argue that a naive execution of
natural AC fails to properly explore all of the state-action
pairs, a fact that we illustrate with a simple example.
Therefore, we employ e-greedy exploration to guarantee
global convergence.

o For a fixed and small enough exploration parameter €, we
show that using 7" number of samples, two-time-scale nat-
ural AC Algorithm 1 converges to within o (ﬁ + e)
of the global optimum. We show that for carefully chosen
€, Algorithm 1 finds a policy within a d-ball around the
global optimum using O(1/6%) samples.

o We show that using a time-varying € improves the sample
complexity of Algorithm 1 to O(1/8°).

A. Related works

Stochastic approximation: This method was first intro-
duced in [16]. Asymptotic convergence of stochastic approxi-
mation (SA) was studied in [17], [18]. Recently, there has been
a flurry of work on the finite time analysis of SA for both linear
[19] and nonlinear [20], [21] operators, under both i.i.d [22]
and Markovian [23] noise, with batch [24] or two-time-scale
[17] updates. Our setting in this paper can be categorized as
a linear two-time-scale SA with the noise generated from a
time-varying Markov chain.

Actor-critic: AC algorithm was first proposed in [4] as a
two-time-scale stochastic approximation [25]-[28] variant of
the policy gradient algorithm [29]. In this algorithm a faster
time scale is used to collect samples for gradient estimation,
and a slower time scale is used to perform an update to
the policy. In this paper we are interested in such a two-
time-scale version of the natural policy gradient [30]. While
natural gradient descent is closely related to mirror descent
[31], [32], in the context of Markov decision processes they
are known to be identical [5], [7]. Even though the objective
V™ is a nonconvex function of the policy 7, convergence
rate of natural policy gradient to the global optimum under
the planning setting (when the exact gradients are known) is
recently established in [5], [7], [33], [34]. Natural AC, which
is a variant of AC with natural policy gradient in the actor,
was studied in [14], [15], [35], [36].

While the asymptotic convergence of AC methods including
natural AC is well-understood [4], [15], [17], [37], [38], their
finite-time convergence was largely unknown until recently
[24], [39]-[52]. The authors in [42]-[44], [52] provide the
convergence rate of AC where the parameter of the critic
is updated using a number of collected samples instead of
only one single sample. Such a setting, referred to as batch
AC, cannot be implemented in an online fashion since at any
iteration the critic has to implement the current policy for a
number of time steps to collect enough data. A similar batch
approach was used in [24], [40], [46]-[49], [51] to study
natural AC and in [39], [45] to study the TRPO algorithm,
which is a variant of mirror descent. The authors in [24],
[51] study the finite time convergence bound of off-policy
natural AC algorithm under constant step size. However, due
to the constant step size they do not have convergence to the
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global optimum. [40], [53] study the finite time convergence
of a regularized variant of natural AC with batch data update.
In [50] the convergence of two-time-scale AC is analyzed.
However, in [50] the convergence only to the local optimal
is established. In a concurrent work with us, [54] studies the
converging point of single trajectory AC for linear MDPs.

In this paper, we study the original AC method [4] without
considering a batch update. In other words, data is collected
through a single trajectory of a time-varying Markov chain
and the update is performed in a two-time-scale manner. To
the best of our knowledge, the only paper in the literature
that considers such a setting is [50] which studies the AC
algorithm under function approximation. Although their results
are remarkable, they make several assumptions on the space
of approximation functions. In Section II-A we will explain
why these assumptions cannot be satisfied in the tabular setting
with zero approximation error. Another related work is [48]
where the authors claim to have a single trajectory algorithm.
However, as explained in [24, Appendix C], the proposed
algorithm in [48] is not single trajectory.

e-greedy: One of the differences between our algorithm and
the previous work is the inclusion of e-greedy to the natural
AC. This greedy step ensures sufficient exploration of our
algorithm, while keeping the algorithm online. e-greedy [55]
is commonly employed in various settings such as Q-learning
[56], multi-armed bandit [57], [58] and contextual bandit [59].
In these algorithms, e-greedy is usually employed in order to
ensure sufficient exploration [55]. In this paper, we show that
this greedy step can ensure the global convergence of the AC
as well, and we characterize the rate of this convergence.

To summarize, the work in the literature over the last two
decades has looked at various challenges thrown by AC al-
gorithms under various assumptions and different simplifying
models. This paper studies the greedy version of this algorithm
and consequently in one place addresses several analytical
challenges which include: (i) two-time-scale analysis, (ii)
an online or single trajectory update, (iii) Markovian data
samples, (iv) time-varying Markov chain, (v) asynchronous
update in tabular setting, (vi) diminishing step sizes, and (vii)
global convergence with minimal assumptions.

Il. NATURAL ACTOR-CRITIC METHODS FOR
REINFORCEMENT LEARNING

The environment of our RL problem is modeled by
a Markov Decision Process (MDP) specified by M =
(S, A,P,R,v), where S and A are finite sets of states and ac-
tions, P is the set of transition probability matrices, v € (0,1)
is the discount factor, and R : S x A — [0, 1] is the reward
function, where without loss of generality we assume that
the rewards are in [0, 1]. We focus on randomized stationary
policies, where each policy 7 assigns to each state s € S
a probability distribution 7(-|s) over .A. Each policy 7 on
the MDP, induces a Markov chain with transition probability
P7(s'|s) = >, P(s|s,a)m(a|s) on the states. Assuming
that this Markov chain is irreducible, it induces a stationary
distribution over states, which we denote by p™. By definition,
this distribution satisfies (u™)T P™ = (u™)T [60].
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For a fixed policy 7, a sample trajectory of the states and ac-
tions is generated according to Sgy1 ~ P(:|Sk, Ak), A1 ~
7(+|Sk+1)- The value function associated with 7 and the state
s is defined as the expected discounted cumulative reward,
i.e.V”(s) =E [ZZO:O 7kR(Sk7Ak) | So =S, Ak ~ W(‘Skﬂ
Furthermore, given an initial state distribution P over S,
we denote the expected cumulative reward for a policy 7
as V7™ (P). The goal is to find a policy that maximizes this
expected cumulative reward:

7 € argmax V™ (P). (1)
It can be shown [61] that the optimal policy 7* is inde-
pendent of the initial distribution P, and hence throughout
this paper we assume P as fixed and we denote V™ =
V7 (P). Furthermore, we denote V™ as V*. It can be shown
that value function can be written as V7 = V7™ (P) =
Y s.adp(s)m(als)R(s,a), where df, denoted as the dis-
counted state visitation [29], is defined as df(s) = (1 —
Y)Y om0 VP (S, = s|so ~ P), with P™(S, = 5| Sy ~ P)
being the probability that S; = s after executing policy 7
starting from the initial distribution P at £ = 0. Throughout,
we denote dft as d*.

Given policy 7y, the Natural Policy Gradient (NPG) algo-
rithm [5], [30] under the softmax parametrization updates the
policy in every time step according to

mi(als) exp(B:Q™ (s, a))
o Te(a']s) exp(8,Qm (s,a’))’

where Q™ (s,a) = E[Y ;2 7*R(Sk, Ax)| S0 = s,40 =
a, Ay, ~ w(-|Sy)] is the Q-function corresponding to the policy
m. Here (3; is the step size which might be time dependent.

The update rule in (2) has multiple interpretations [62].
Firstly, as explained in [7], it can be seen as the update of
the mirror descent for problem in (1) using negative entropy
as the divergence generating function. Secondly, the NPG
update in (2) can be seen as a pre-conditioned gradient ascent
with softmax parameterization, where the pseudoinverse of the
Fisher information matrix [63] multiplies the gradient as a
preconditioner [30]. While mirror descent and natural gradient
descent are distinct but related algorithms in general [7], [31],
[32], they are both identical to (2) in our setting of solving
the problem in (1) using softmax policy parametrization.

In the setting above, the NPG method finds a globally
optimal policy with a provable rate; [5] shows that after T’
iterations of the update (2) with constant step size §5; = £,
it finds a policy whose expected cumulative reward is within
O(1/T) of the optimal policy. The convergence bound in [5]
is for the “MDP setting”, where the ()-function is computed
exactly for every candidate policy ;. In the vast majority of
reinforcement learning applications, however, Q™ has to be
estimated from simulations or observations.

T (als)= 5 Vs,a, ()

A. Two-Time-Scale Natural Actor-Critic Algorithm

In order to perform the NPG update (2) for an unknown
environment, one can first estimate (Q™ using a batch of
samples of state-action-rewards. However, using batch of data
for the update of the @Q)-function has practical drawbacks. In
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particular, sampling of the batch data requires the state of
the system to be reset frequently, which is not possible in
environments such as robotics. A truly online, completely
data-driven technique that keeps a running estimate of the
Q-functions while performing NPG updates based on these
estimates is presented in Algorithm 1 with ¢, = 0. In this
algorithm, the “critic”’ implements an asynchronous update
to the @-function, where the only entry in the table that is
changed at every iteration is the one corresponding to the
observed state-action pair (S, A;). After this, the “actor” uses
the estimated ()-table to update the policy using a natural
policy gradient update of the form in (2). The critic and the
actor use different step sizes (a; and [, respectively), a fact
that helps maintain the algorithm’s stability.

Due to the existence of two different step sizes, Algorithm 1
can be viewed as a variant of two-time-scale stochastic approx-
imation [25]. Intuitively, the critic has to collect information
about the gradient at a faster time scale than the time scale
at which the actor executes the gradient update — in other
types of policy gradient algorithms, this takes the form of
multiple samples being generated in an inner loop. Since the
AC method performs both updates from a single sample, we
can achieve a similar effect by having the actor take a more
conservative step.

One of the main differentiators of our work with the existing
literature on the convergence of AC algorithms is the update
of the policy that mixes in a small multiple of the uniform
distribution. This mixing is necessary to ensure sufficient
exploration of the state-action space. In this algorithm, at
each iteration ¢, the action A;1; is sampled from the policy
7, which is a convex combination of the policy m; and the
uniform distribution. This strategy ensures that the sampling
policy 7, attains at least e; weight in all it’s elements,
even though some elements of 7, might be arbitrary small.
Furthermore, with introducing this step, we can ignore the
technical assumptions which is made by the previous works.
In Section IV, we give an example of an MDP with 4 states
and 2 actions where a naive implementation of AC without
this e-greedy exploration step results in a suboptimal policy.

In the existing literature, this exploration is ensured through
more stringent conditions on the problem structure, which
if satisfied, can guarantee enough exploration by the AC
algorithm (Assumption 1 in [48] and [47], Assumption 4.2
in [49], Assumption 4.3 in [64], and Assumption 4.1 in [50]).
These assumptions, however, need not necessarily be satisfied
in the tabular MDP setting. In particular, all these assumptions
require 7¢(a|s) to be bounded away from zero for all states
and actions s, a uniformly over time. However, we know that
in an MDP, there always exist a deterministic policy which is
a global optimal. This means that 7;(a|s) can very likely go
to zero for some sate-action pair s, a, and the assumption can
be violated.

[1l. MAIN RESULT: FINITE TIME CONVERGENCE
BOUNDS OF GREEDY NATURAL ACTOR-CRITIC

In this section, we provide a finite-time performance guar-
antee for Algorithm 1. In this algorithm, we can either choose
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Algorithm 1: Two-time-scale natural AC algorithm
with e-greedy exploration

Input: Iteration number 7' > 0, step sizes oy, Sy,
exploration parameter €;, Qo(s,a) € RISIMI,

mo(als) = Fo(als) = 7l Vs .

Draw S, from some initial distribution and Ay ~ mo(+|so

for t=0,1,2,....T do
Sample Syi1 ~ P(:[St, At), Ar1 ~ 7 (| Se1)
at(s,a) = o 1{S; = s, At = a},Vs,a
Qir1(s,a) = Qi(s,a) + a(s, a) [R(St, Ay) +
YQi(St41, Ar1) — Qu(Si, Ar)], Vs, a

- exp (51 Qusr(5.0))
mer1(als) = m(als) s G e (B e 5o

Myl = fjt‘ + (1 —e)mq
end for
Sample T from {0,1,...,T} by distribution
P(T=1i)= ZJ_T:"O 5
Output: 7

)),Vs,a

a constant e-greedy parameter, or a time-varying one. The
advantage of the constant € is faster rate of convergence to
a neighborhood of the optimal, and the advantage of the time-
varying greedy parameter is global convergence without any
necessary pre-specified error.

In order to characterize our convergence results, first we
make the following assumption.

Assumption 1: For every deterministic policy 7w, the
Markov chain induced by the transition probability P™ is
ergodic.

For more explanation regarding this assumption, look at Sec-
tion IV.

We now present the main result of the paper. We bound the
deviation of the value of the policy returned by 1 from the
value of the optimal policy.

Theorem 1: Suppose Assumption 1 holds. Consider Algo-
rithm 1 under the following step size parameters

_ __ 5 __¢€
t_(t+1)ya 6t_(t+1)a.a 6t_(t+1)£7

with 0 <¢é<v <o <1, a,e < 1. Then,

(%

3)

OT—°) if 1>20
O(T° 1) ow

if £+o0>1

E[V* -V ] <O(T° ") + {

(e~ 1)
(e77%)

Lo

o

. {@(T0'5(V+§1)/60'5) if v+&+1> 20,
_|_

o0.wW
O(T71/€0) 0.W.
0.W.

t0-5(E+v=20) JO5) if 24+ ¢+ v > 4o,

To-1/e05) oW,

N O(tE+v=7/e) if 24 2v + 26 > 4o,
O(T7" /e)
where O(-) ignores the log(T) terms.

The proof of Theorem 1 is provided in Section V.

) Note that while V* is not random, but V77 is, since the
policy 7 is a function of all the random variables drawn in
Algorithm 1.

Furthermore, we state two corollaries of Theorem 1 for
different choices of &.

Corollary 1.1: Suppose Assumption 1 holds. Consider Al-
gorithm 1 under the parameters in (3). Suppose £ = 0, v = 0.5,
and o = 0.75. We have:

0.W.

E[V* -~V <O (1 + e> : 4)

eT1/4

Hence, the algorithm requires (’5(1 /6%) number of samples to
get e+ /e close to the global optimum. Furthermore, by taking
e = 0O(6), we get E[V* — V7] < O(6) after T = O(1/6%)
iteration of Algorithm 1.
The sample complexity in Corollary 1.1 is relatively poor due
to the % term on the upper bound in (4), which is due to a
constant exploration factor in AC. In the next corollary we
show how to achieve a better sample complexity by gradually
reducing the exploration factor e;.

Corollary 1.2: Suppose Assumption 1 holds. Consider Al-
gorithm 1 under the parameters in (3). Suppose £ = 1/6,
v =0.5, and 0 = 5/6. We have:

E[V* — V™) < O(1/T'%).

In particular, we have E[V* — V77| < § after T = O(1/6%)
iterations of Algorithm 1.

Corollaries 1.1 and 1.2 are direct application of Theorem 1. In
particular, in the case of ¢ = 0, the term ¢T—¢ in the bound
of Theorem 1 will be a constant proportional to €, and the
best rate of convergence is obtained by picking v = 0.5 and
o = 0.75 which gives Corollary 1.1. Also assuming & > 0,
the best rate of convergence can be obtained by £ = 1/6,v =
0.5,0 =5/6.

We should emphasize that Corollaries 1.1 and 1.2 character-
ize the sample complexity for global convergence of Algorithm
1 with the only assumption of ergodicity of the underlying
MDP. This is indeed a much weaker assumption compared to
the related work.

V. NEED FOR EXPLORATION AND ERGODICITY

In this section we explain the necessity of the e-greedy step
in Algorithm 1 and the ergodicity Assumption 1. In iteration
t of the natural AC algorithm, the objective of the critic is
to estimate the ()-function corresponding to the policy m;. In
two-time-scale natural AC, in each iteration ¢ the algorithm
estimates the ()-function by updating only a single random
element (s = Sy, a = A;) of the Q; table. In our analysis, the
e-greedy step ensures that in each iteration of the algorithm,
each of the actions are being sampled with probability at least
€;. Furthermore, Assumption 1 ensures that all the states of the
MDP are visited infinitely often. In the following we show
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Fig. 1: A 4 states, and 2 actions MDP. Orange and blue
correspond to the non zero transition probabilities of actions
a1 and a9 respectively.

m— Vith e-greedy

== == No e-greedy

0 2000 4000 6000 8000 10000
Iteration (t)

0.6,0

Fig. 2: m¢(az|s1) for 10 trajectories generated by the natural
AC algGdithm over the MDP in Fig. 1. Straight and dashed
lines show the result with and without e-greedy, respectively.
Since here 7*(az|s1) = 1, it shows that the algorithm without
e-greedy converges to a suboptimal policy.

why both e-greedy and Assumption 1 are essential for the
convergence of the natural AC algorithm.

(I) e-greedy: Following the update of the policy in Algo-
rithm 1, we have

eXp(ZZéﬁzQHl(S,a)) .
S exp(XiZy BiQusi(s,a’))

If for some state s, action a satisfies Qi(s,a) <
Qr(s,a), Ya # a, by (5), m(a|s) converges to zero geometri-
cally. Thus, with high probability (s,a) will not be explored,
and we might converge to a suboptimal policy. Note that the
scenario explained here can very likely happen when R (s, a)
is negligible with respect to R(s,a) for other actions a.

The following experiment illustrates the necessity of the e-
greedy policy update. Consider the MDP depicted in Fig. 1.
This MDP has 4 states and 2 actions. All the transition proba-
bilities depicted in the figure are positive, and the rest are zero.
Furthermore, R(s1,a;) = 0.1 and R(s4,a1) = 1, and the rest
of the rewards are zero. Suppose P(s1]s;,a1) = 0.999, i =
1,2,3, P(si+1|si,a1) = 0.001, 1= 1,2,3, 73(84|S4,a1) =
0999, 73(51|54,a1) = 0001, 'P(sl|5,;,a2) = 00017 T =
2, 3, P(si+1|si,a2) = 0999, 1 = 2, 3, P(82|81, a2) = ].,
P(S4|S4, ag) = 0.001, 'P(81|S47 ag) = 0.999. In this MDP, the
optimal policy in state sy is to play action as. Fig. 2 shows
m¢(az|s1) for 10 trajectories achieved by the natural AC. The
straight lines show the output of the algorithm when e-greedy
is employed, and the dashed lines are the output without e-
greedy. It is clear that almost always the trajectories of the
algorithm without e-greedy converge to a suboptimal policy.

&)

me(als) =
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(II) Ergodicity Assumption: This assumption implies that
under all policies, the induced Markov chain over the states of
the MDP is irreducible and aperiodic. We discuss these two
assumptions separately in the next two paragraphs.

First, for an example of an MDP which does not satisfy
irreducibility assumption, consider any episodic MDP, where
there is a terminal state in which the episode ends [55]. This
system can be modeled as an infinite horizon MDP with
an absorbing state corresponding to the terminal state. It is
clear that this MDP does not satisfy irreducibility assumption.
Furthermore, since after a finite time, with high probability
we reach to the absorbing state, it is impossible to find the
optimal policy using a single trajectory.

Second, since here we assume finite state and action spaces,
the aperiodicity assumption along with irreducibility is equiv-
alent to the existence of a mixing time, which is common in
the literature [40], [47], [48], [50], [64], [65]. We make this
more precise in Lemma 7.

V. PROOF OF THEOREM 1: TWO-TIME-SCALE ANALYSIS

Next we provide the proof of Theorem 1. Before expressing
the proof, we state the following Proposition on the conver-
gence of the natural AC along with its proof.

Proposition 1: Consider the two-time-scale natural AC Al-
gorithm 1 with T iterations, and the output 7. Suppose
the step size (5; and the exploration parameter €; are non-
increasing with respect to ¢t. We have the following:

- 1 2 I
E[V* — Vi) < — B oy Los Al
Sio B | =72 (1=9)
T
72 R Ll\/m 2
E|lQ™ — “VIA
+ 1 - ; |:Bt ||Q Qt+1|| + (1 7 ’_y) Bt + etﬁt 9
where || - || is the euclidean norm and L; is a constant whose

precise value is given in Lemma 9 in Section V-D.

A. Proof of Proposition 1

In this section we provide the proof of Proposition 1. A
similar result was proved for NPG in [5], when the actor has
access to the exact Q-function. However, since the actor in
Algorithm 1 has only access to Q;(s, a), rather than the exact
Q-function Q™ (s, a), establishing the bound in Proposition
1 is more challenging. Note that Q¢(s,a) is obtained by the
critic carrying out only one step of the TD-learning using a
single sample update at each time step. Consequently, the error
bound in Proposition 1 involves the term ZtT:o BE|| Q7 —
Q1+1]), which accounts for the time-average error in the critic’s
estimate of the Q-function. Proposition 1 is also different from
the results in [5] is terms of the step size. In particular, while
[5] only considers the case of constant step size, the result in
Proposition 1 is stated for general choice of non-increasing
step sizes. Furthermore, a similar type of upper bound has
been established in [24], [51] for the analysis of off-policy
natural AC. However, in those works the e term is absent.

When the actor has access to the exact (Q-functions, it
was observed in [5] that using a constant step size results

E Xplore. Restrictions apply.
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in O(1/T) rate of convergence. This result can be reproduced
from Proposition 1 by eliminating the + ZtT:O BE|| QT —
Q¢+1]| term in the upper bound, and taking a constant [3;, and
choosing e = 0. However, due to the existence of ep, and
the + Zf:o BE|| Q7 — Q44 1]| term, the optimal convergence
rate can only be obtained by a carefully diminishing step size,
which has been shown in Theorem 1.

Next we provide the proof of Proposition 1.

proof: We will use a Lyapunov drift based argument to prove
the proposition using the KL-divergence [66] as a Lyapunov
or potential function. This is a natural choice because it is
known to be the right potential function for mirror descent
[67] in optimization and it is known [5], [7] that the natural
gradient ascent is equivalent to mirror descent.

Let M(7w) = Egug«[Drr (7 (:|8)||7(+]s))]- Then,

M (Ty41)—M ()

=Eswa Zﬂ- CL| ﬂ-t(a| ))]

7Tt+1(a|
(Q)Zd* 7*(als)(log Z¢(s) — BiQi4+1(s,a))
® Zd* 7 (a|s)(Q™ (s, a) — V™ (s))
+5tzd* $)(Qes1(s,a) — Q™ (s, a)
- Qt+1(3 a) Vm( ))
+Zd* s)(log Z¢(s) — BiQs+1(s, a))

2a

>quW]

—S—BtZd
+Zd*

where, (a) is by the update rule of the policy 7; in Algorithm 1
with Z;(s) = Y, me(als) exp(B:Qs+1(s, a)), (b) is by adding
and subtracting terms, and (c¢) is by Performance Difference
Lemma [68]. Rearranging the terms, we get:

5) [Q™(s,a) — Qi1

log Zt ) ﬂtVﬁf] s

N vy
1
:m [M () — M (my41)]
+ Zd* 5) [Q (s,a) — Quy1(s,a)]  (6)
+ ﬁ Do d(s) {& log Z(s) — V™ (s) W

We bound the terms in (6) and (7) separately.
Using the Cauchy-Schwarz inequality in (6), we have:

L S™ i (s)(als) [@7 (5, ) — Qusa(5,a)]

1—7

s,a
1 )
§71 Q™ — Qiial.
-7

In order to bound the term (7), we use the following lemma.

© 2022 IEEE. Personal use is permitted, but r

e_Fubl|cat|on/red|str|but|on requires IEEE permission. See https://www.ieee.o
Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on May

Lemma I: Consider Algorithm 1

>_a mie(als) exp(BiQrra (s, a)).

the following inequality:

with  Zi(s) =
For any ¢ > 0 we have

Zd* { log Zy(s) — V™ (s)| < V™ (d*) — V™ (d¥)

2L, \/[A]

+Q™ — =)

Qt+1|\ +

ﬁt )
1—~

where e_1 := 0.
Employing Lemma 1 in (7), multiplying by 5; and summing
from 0 to 7', we get:

T

> BV =V

=

Z M(me) — M (m41)]

:O
v 2 2 1Q% - Quiall+ 5 o V) - V)
2L1\/m €1—10¢

TR
1 T

-9 ; {M(m ~ M) ®

+ B [V (dF) — VT (d)) } ©)
T

+Z{%Wmt@mw?“f (10)
thlﬂt

R } (11)

We evaluate (8)+(9) and (10)4-(11) separately. First, we have:

1 T
<8>+<9>M;[ﬁt[v NGORG]
+ g (M) = M(rr)

(@) 1 = Tl (%N _ Y/t (g%
S e v
log|A
(1-7)
1 T
2(1 = ;(ﬂt — Bep1)VTHH(dY)
B m Bre1 ompiy ey, log Al
T Ty LA o)
1 o o1 (%
Sm ;(@ = Bey) V()
BTt mper ey, 108 A
+<1— Y TR

T
1—7)2 Z ~ Bes1)
=0

.
9,2023 at 01:19:09 UTC from I%EE Xplore. Restrictions apply.
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+ Pri1 log |A| Lemmas 2 and 3 characterize an upper bound on the one step
(1-7)2 (1T-9) drift of Q7 and 6,.
_ 1 (Bo — Bri1) + Br+1 I log |A| Lemma 2: One step drift of the )-function with respect to
(1—7)2 0 P 1-=79)2 (1-7) the sampling policy 7; satisfies the following:
26 1Og |-A| 4+ A €t—1
< , 12 Tt — Q™| < Lo(Lg—— + L
—(1_7)2"'(1_” (12) Q Q™ || < La(Ls i 16t)

where (a) is due to 0 < Dgr(P(X)||Unif(X)) < log|X]|,
where P(X) is any distributieseseon over X' and Unif(X)
is uniform distribution over X, and |X| is the cardinality of
the random variable X [66], and (b) is due to V7™ € [0, ﬁ],
shown in Lemma 5, and (3, being non-increasing with respect
to .

Furthermore, we have

(10) + (11)
2\ ; Loy
:75 - + ——"— B +0.5¢;
1 - pore [Bt||Q Qt+1|| (1 77) ﬁt €t 1ﬁt
2\ ; Loy
<—— e — vV (13
_177; [BtHQ Q1 + - B7 +eBe|. (13)

Dividing both sides of (12) and (13) with Ztho B¢, taking
S BEWVI-VTt) E[V* _
= PtRY 7V ) —

expectation, and noting that
p g Zt=0 Bt

V7], we get the proposition.l

According to Proposition 1, to establish a bound for the
performance metric E[V* — V#7], we need to characterize a
bound for E||Q™ — Q41| for all 0 < t < T. Next we provide
the proof of Theorem 1 which essentially corresponds to the
characterization of this bound.

B. Proof of Theorem 1

First, we introduce some notations and lemmas which will
be used within the proof.

Ot = (St7 At? St-‘rl) At—‘,—l)
r(O¢) =10;0;...;0; R(St, Ap);0;...;0] € RISIAl
A(O) e RISHAIXISIIA|
A(O)i,j = A(S, a, S/, a’)iﬁj
vy=1 i=j=(s,a)=(s,
1 (s,0)#(sha
Y (S’a) # (Slva
0 otherwise
0 =Qr — Q™ (14)

AT :Eswlﬂ(-),a~7r(-|s),s/NP(-|s,a),a’~7r(~|s’) [A(S7 a, S/a a/)]
15)

[(m,0,0) =07 (r(0) + A(0)Q™) + 0T (A(O) — A™)6

)

j=(sa)
= (sva)aj = (Slva/)

)
)

, 2
52

Note that with the above notation, the update of the Q-function
in Algorithm 1 in the vector form can be written as:

Qi+1 = Qt + au(r(Or) + A(O1)Qy),

which by adding and subtracting terms, can be equivalently
written as:

0pp1+(Q — Q1) =0+, (r(O)+A(0)) Q=1+ A(0,)8y).
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where the constants L, Lo, and L3 are defined in Lemmas 8
and 9.

Lemma 3: The one step drift of the vector 6; can be
bounded as

€2
(t—1)?
where A is defined in Lemma 16 in the Appendix.
The following lemma is directly used to create a negative drift,
which is essential for the convergence proof of Theorem 1.

Lemma 4: Consider the policy ;1 in the £ — 1’th iteration
of Algorithm 1, and the vector 6, and the matrix A™+-1 defined
in (14) and (15), respectively. We have:

||0t+1 — 9t||2 S 2O[§A2Q + 4L22L32 + 4L22L12Bt2—17

6] AT 10, < —(1 =) 2 ull6ilP,
Al
where p > 0 is some absolute constant. Later in Lemma 10
we explain the intuition behind the constant .
The following Lemma provides some absolute bounds on the
value and ()-function.
Lemma 5: Let Quax = ﬁ Then we have

1) 0< V™ < Qmax

2) 0<Q7(5,a) < Qmax
3) Q7 < V/IS||A|Qmax
4 Q] < V/IS|[A|Qmax-

A major part of the proof of Theorem 1 is to establish a bound
on E[[(7g_1,0k,O)]. In the following, we provide such a
bound in Lemma 6. The proof of this lemma is provided in
Section V-C.

Lemma 6: For any 7 < t, we have:

E[F(ﬁ't_l, 0y, Ot)] < Cymp” + KoAgTroy_-
(T+1)%€—r—2
t—717—1

+ (CuLl + K1L1 + KngLz)(T + 1)2ﬂt7771'
We further define

+ (CyLs + K1Ls + KaLoL3)

7y :=min{r > 0|M,p" < B, r integral}, (16)

where M, = (—a/1In(p))? /(p'+/ () Tt is easy to see that
1 <7 <t forall t, and 7, = O(log(t)) = O(1).

In order to establish the convergence result in Theorem
1, we use the bound in Proposition 1. By the definition of
the step sizes, it is clear that ZZ;O B¢ = ©(T'~7). Hence,
by Proposition 1 and assumptions on the step sizes, it is
straightforward to show that

E[V* — V7]

1 O(4) if 1>20
<0 _\T¢
- (T10> + {O(Tllu) 0.wW

+{@(T12,) if ¢+o>1

oW

O(7%)

9,2023 at 01:19:09 UTC from E Xplore. Restrictions apply.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2022.3190032

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXXX 2021

1 T )
+ TIUO{ z;ﬁtE”Qm - Qt+1||}- (17)
t=
= Qesll-

Next, we aim at bounding the term 3, 5,E[ Q™
We have:

Z&En@m QMH—Z/&”Q" TPRIIQT — Qi

T -1
< Zﬁ””x S8 7 EIQT — Qul?  (18)

t=0
where the inequality is due to Cauchy—Schwarz inequality.
Furthermore, we have S, Oﬁl/g = O(log(T)) = O(1).
Hence, we only left to bound the last term in (18) which we
will do in the rest of the proof.

Using ||0;||? as the Lyapunov function, we have:
H9t+1H2 - H9tH2 = 292—(9t+1 — 0 — thzzﬁ‘*let)
+ [|0e41 — Oc))® + 20,6, AT 6,

Do D (71,0, 04) + 26] (QF—

+ 20@9:1&7}):71 Gt

= Q™) + [|0eg1 — 64

T T>

= Q™[+ 1041 — 07

(©] -
<20y T(p—1, 0, Op) 2|60 |Q™

+ 20% GJA“‘H%, (19)

where (a) is by definition of I', and (b) is due to the
Cauchy—Schwarz inequality. We bound each of the terms 77,
Ts, T5 using Lemmas 2, 3, and 4, respectively. We have

1011 = 116¢]1*

<20 (741,04, Of) +2Lo (Ls + L1 B¢ 1) (164
902 A2 & A2 ]2 5572
+ Oét Q + 2 3 (t — 1)2
2(1 —
+ 40,201 %67 | — (M”)“atq?otn?. (20)

20—1
Define Ay = [, ° . Multiplying both sides of
(20) with ); and denoting y; = A||0:]|>, we have
ye < e([10:1 = 10e1l?) + ue + hey/ys, where e; =

] _ [ AN -
20— pevcr—_z and Uy = 2(0—7)parer_z (2atf(7rt_1, Gt, Ot) +
and h; =

62
207A% + ALy*Ls® B+ 4L5° L1232 1),
2L9 <L3 fo2 4 Llﬁt,1>. Summing from 7; + 2

G
AIVAY

2(1—y)parer—o

to ¢, we have

t t t
o< Y el ol + Y
k=1¢+2 k=742 k=7¢+2

T1 T2
t
Y i e
k=142

T3

© 2022 IEEE. Personal use is permitted, but re_Fubllcanon/redlstnbutlon requires IEEE permission. See https://www.ieee. or%E
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T =ery 1[0 2l” = ecllfeia|* +

We have e, ~ Agp/(aper) ~ ﬁk
For the case v + &+ 1 — 20 > 0, e, is increasing. Hence, we
have

A .
ETy =0(Y e—kEF(Wk,h@k,Ok)—i—

. e B
G(t)g@( > 22+a’;6§>

We bound the summation of each of the terms 73, 75, and

T3 separately. First we have

t

> (en—en0)0x]*.

k=11+2

/Oékek ~ ku+£+1 20/6

T < 4|S‘|A|Qmax €ri+1 T+ Z

k=1:+2

(b) -
< 4‘S||A|Q3nax [eTt+1 + et] < O(ty+€+1_20/6)’

k_ek 1

where (a) is due to Lemma 5, and (b) is due to e; > 0.
Furthermore, if v + & + 1 — 20 < 0, we have e, decreasing,
and hence T7 < @(eTH_l) =
that for v+ &+ 1— 20 = 0, we have T < @(1/6) Hence, in
total we have

O(1/e). Tt is also easy to show

(22)

Ot +6t1-20 J¢) if v4+£41> 20,
O(1/e) 0.W.

Furthermore, for the term 75 we have

t

Ao | Arer | A

2
k:n+2k k QL Og€L
(@) . & AL MA@ A€l A3
<03~ (ﬁw ay + ]:)+ P D
o n+2 €k Q  Qg€g

I/\@

(Z k172a(k£71//6 + k71 + k§+11720/6))
k=1:+2
{ (t2E20v e) if 24 &> v+ 20,

0.W.

o(1
@tl 20) if 1> 20,
o) 0.W.
{@(t2+5+” 40 /e) if 24 &+ v > 4o,

a0 o, @3

where in (a) we use Lemma 6 with 7 = 74, and in (b) we
use the assumptions on the step sizes.

Finally, for the term 75 we have

(a) i
ETy < Zhng

k=1;+2
(b) t ) t
TR
k=1:+2 k=142

where (a) is by Cauchy-Schwarz inequality and (b) is by
concavity of square root and Jensen’s inequality. Denoting
G(t) = Y4_r, 40 h}, we have

t

k=1 +2

ublications/rights/index.html for more information.
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t
<0 ( Z o k1—40+2u+2§/€2>
k=742

O(t2~40+2v+2€ /2 if 2 4 2w + 2¢ > 4o,

=0(1) + {@(1/62)

O0.W.

(24)

Denote H(t) = ZZ:H +2 Eyx. Taking expectation on both
sides of (21), we have

H(t) <ETy +ET + /G(t).A/H(t)
= (VH()— %\/G(t))2 <ETy + ET» + 1/4G(t)
= VH() - %\/G(t) < VET, +ET, + 1/4G(t)
Combining (22), (23), (24), and (25), we have
0 < {@(t”+€+1—20/e) if v+E+1> 20,

(25)

O(1/e) 0.W.

N O(t?te-20-v Je) if 24 € > v+ 20,
O(1/e) 0.W.

n O@t'=27) if 1> 20,
o) 0.W.

N O2Tetv=49 /) if 24+ &+ v > 4o,
O(1/e) 0.W,

N O(t2~40+2v 426 /2) if 2 4 2u + 26 > 4o,
O(1/€%) 0.W.

+O(1). (26)

Combining (26), (17) and (18), we get the result.®

1) Proof of Corollary 1.1: In the case of constant exploration
parameter, we have £ = 0, and the optimal step size can be
achieved by ¢ = 3/4 and v = 1/2. In this case, we get
E[V* — Vi) < O (T‘j/“
policy within §/e+e of the global optimum, we need O(1/6%)
number of samples. Furthermore, to get J-close to the global
optimum, we should have @(T;M) < §/2 and O(e) < §/2,
which means we have O(T~1/8) < §. Hence, to get d-close
to the global optimum, we need O(1/6%) number of samples.
|

+ e). Hence, to get to a solution

2) Proof of Corollary 1.2: For £ > 0 we get E[V* — V7#] <
@(T ~1/6) convergence to the global optimum which can be
achieved by ¢ = 1/6, v = 1/2, and o = 5/6. Hence, in this
case to get d-close to the global optimum, we need O(1/6%)
number of samples. This proves Corollaries 1.1 and 1.2. B

C. Proof sketch of Lemma 6

In Algorithm 1, the actions {A;};>1 are sampled from a
time-varying policy #;_1. Hence the tuple (S, A;) follows a
time-varying Markov chain as follows

Tp—r—1

P Tt
S I A, Ds o T A

i1

P P 0
~--_>St—>At_>St+l l>14t+1.
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Since the sampling policy is changing over time, the conver-
gence analysis of this Markov chain is difficult.

In order to analyze this time-varying Markov chain, at each
time step ¢, we construct the following auxiliary Markov chain
(This idea was first employed in [69]):

Tt—7—1

e — 3
St—r —T Apr = Spogpt — Ay
f—}St ﬁ:%f’it l)_)§t+1 iﬁ:ﬁj{t—&-l-

Due to the geometric mixing of the Markov chain, which is
stated formally in Lemma 7, by choosing 7 large enough,
the distribution of (Sy11, A¢41) is “sufficiently close” to the
stationary distribution p™ -1 ® 7y, _1.

Lemma 7: Suppose Assumption 1 holds for an MDP. Then
there exist m > 0 and p € (0,1), such that

dTV(IU’Tr(')vpﬂ-(ST = |Sl = 5)) < mPTaVS € S,Vﬂ', 27

where dry (-,-) denotes the total variation distance between
two distributions. Furthermore, aperiodicity and the existence
of m and p in inequality (27) are equivalent, i.e., if there exist
a policy such that the underlying Markov chain is periodic,
then (27) does not hold.

Define O; = (S’t,flt, S’t+1,14t+1). We have:

]-—‘(/ﬁ-t—lv et; Ot) - F(ﬁ—t—17 9t7 Ot) - ]-—‘(ﬁ—t—T—la et, Ot) (28)

+ D(ft—r—1,0t,0¢) = T(t—r—1,0t—+,0) (29)
+ (771,007, 0¢) = T(T4—r—1,0i—7,0) (30)
+D(ft—r—1,0t—7,0%). (31)

We bound each of the terms above separately. Due to the Lip-
schitzness of I" with respect to it’s first and second arguments,
the terms (28) and (29) can be bounded as follows:

T(f1-1,00, O1) = T(Fe—r—1,00,00) <O ([f1—1 — Fo—ra )

t—1
<0 ( 3 i - fri_l||> <O(rd+78).

1=t—T

D(Tt—r—1,0¢, Op) =T (Tp—7—1,0:—7,0) <O (|0 — 01—+ ]])

t
<O< Z ||9i_9i1><(9(7at+76tt+76t).

i=t—7+1

In order to bound the remaining two terms (30) and (31), we
first apply conditional expectation on both sides. Bounding
(30) is slightly technical and is presented in Lemma 13.
The main idea is as follows. Since the policy 7, does not
change very fast over time, the conditional expectation of
D(fy—r1,0s—r,0;) and T(7ty_r_1,60;_r,0;) are close. De-
noting 7y, = {S;_,7ts_+_1,0;_,}, we have

E[F(ﬁ-thfla 915777 Ot) - F(ﬁ-tf‘rfh etf‘rz Ot)|]?t7‘r]

t
. o €
<0 <_§t: |17 — w”1||> <O (T?t +75t) :
Finally, denoting O; =
S~ g AL~ w (IS Si
P(:[S},A}), and Al ~ @__1(-|S{41), we have
E [[(ft—r—1,0i—7,0,)|St—r,%t—r—1] = 0 due to the

1 roQr /
(St7At7 t+17At+1), where

~
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Bellman equation. According~ to Lemma 7, tpe Eiistrib}ltion
of the auxiliary chain O, = (S, A¢, Siq1, Ars1)
converges geometrically fast to the distribution of
O; = (5], A}, S} 1, A, ). Hence, we have

E [F(ﬁt—f—lﬁt—nOt)|5t—ﬁﬁt—r—1} <O(p").

Putting all the above bounds together, we get the result. [J

D. Explanation of the main lemmas

Lemma 2 which provides a bound on one step drift of the Q-
function with respect to the sampling policy 7; can be derived
from Lemmas 8 and 9 below.

Lemma 8: For every pair of policies m; and w5, we have:

Q™ — Q™| < Laflm — 2|,

where Lo = "’1“37‘%42'.

Lemma 9: The policy 7, satisfies the following:

~ ~ €t
[ = oll < Lafie+ Lo~ ¥t > 1,

where L1 = Qmaxy/|Al|S| and L3 = gm(\ﬂlﬁ +1).

Lemma 8 characterizes the Lipschitzness of the Q™ function
with respect to the policy 7, and Lemma 9 provides an upper
bound on the drift of the sampling policy 7.

Finally, Lemma 10 below provides an intuition regarding
the constant 1 in Lemma 4.

Lemma 10: Suppose Assumption 1 holds. There exist a
constant y > 0 such that for all the policies 7, the stationary
distribution p™ satisfies

p'(s) > u,Vs € S.
Lemma 10 is a direct consequence of the ergodicity of the
underlying MDP. In particular, the ergodicity Assumption
1 ensures that for all the policies 7, under the stationary
distribution p™, all the states are being visited with rate at
least p. As explained in Section IV this is indeed essential for
the convergence of AC algorithm.

REFERENCES

[1]1 C.J. Watkins and P. Dayan, “Q-learning,” Machine learning, vol. 8, no.

3-4, pp. 279-292, 1992.

J. Schulman, S. Levine, P. Abbeel, M. Jordan, and P. Moritz, “Trust

region policy optimization,” in International conference on machine

learning, 2015, pp. 1889-1897.

[3] J. Schulman, F. Wolski, P. Dhariwal, A. Radford, and O. Klimov,
“Proximal policy optimization algorithms,” preprint arXiv:1707.06347,
2017.

[4] V. R. Konda and J. N. Tsitsiklis, “Actor-critic algorithms,” in Advances

in neural information processing systems, 2000, pp. 1008-1014.

A. Agarwal, S. M. Kakade, J. D. Lee, and G. Mahajan, “On the theory

of policy gradient methods: Optimality, approximation, and distribution

shift,” Preprint arXiv:1908.00261, 2019.

[6] J. Mei, C. Xiao, C. Szepesvari, and D. Schuurmans, “On the global

convergence rates of softmax policy gradient methods,” preprint

arXiv:2005.06392, 2020.

M. Geist, B. Scherrer, and O. Pietquin, “A theory of regularized markov

decision processes,” preprint arXiv:1901.11275, 2019.

[8] L. Shani, Y. Efroni, and S. Mannor, “Adaptive trust region policy op-

timization: Global convergence and faster rates for regularized MDPs,”

arXiv preprint arXiv:1909.02769, 2019.

Z. Wang, V. Bapst, N. Heess, V. Mnih, R. Munos, K. Kavukcuoglu,

and N. de Freitas, “Sample efficient actor-critic with experience replay,”

preprint arXiv:1611.01224, 2016.

[2

—

[5

=

[7

—

[9

—

. . ©2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See hnps://www.ieee.or%/Eublications/ri hts/index.html for more information.
Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on May 09,2023 at 01:19:09 UTC from |

[10] D. Bahdanau, P. Brakel, K. Xu, A. Goyal, R. Lowe, J. Pineau,
A. Courville, and Y. Bengio, “An actor-critic algorithm for sequence
prediction,” preprint arXiv:1607.07086, 2016.

[11] T. Haarnoja, A. Zhou, K. Hartikainen, G. Tucker, S. Ha, J. Tan, V. Ku-
mar, H. Zhu, A. Gupta, P. Abbeel et al., “Soft actor-critic algorithms
and applications,” preprint arXiv:1812.05905, 2018.

[12] L. Espeholt, H. Soyer, R. Munos, K. Simonyan, V. Mnih, T. Ward,
Y. Doron, V. Firoiu, T. Harley, I. Dunning et al., “Impala: Scalable dis-
tributed deep-rl with importance weighted actor-learner architectures,”
arXiv preprint arXiv:1802.01561, 2018.

[13] G. Gajjar, S. Khaparde, P. Nagaraju, and S. Soman, “Application of
actor-critic learning algorithm for optimal bidding problem of a genco,”
IEEE Transactions on Power Systems, vol. 18, no. 1, pp. 11-18, 2003.

[14] J. Peters and S. Schaal, “Natural actor-critic,” Neurocomputing, vol. 71,
no. 7-9, pp. 1180-1190, 2008.

[15] S. Bhatnagar, R. S. Sutton, M. Ghavamzadeh, and M. Lee, “Natural
actor—critic algorithms,” Automatica, vol. 45, no. 11, pp. 2471-2482,
2009.

[16] H. Robbins and S. Monro, “A stochastic approximation method,” The
annals of mathematical statistics, pp. 400407, 1951.

[17] V. S. Borkar, Stochastic approximation: a dynamical systems viewpoint.
Springer, 2009, vol. 48.

[18] A. Benveniste, M. Métivier, and P. Priouret, Adaptive algorithms and
stochastic approximations. Springer Science & Business Media, 2012,
vol. 22.

[19] W. Mou, C. J. Li, M. J. Wainwright, P. L. Bartlett, and M. I. Jordan, “On
linear stochastic approximation: Fine-grained polyak-ruppert and non-
asymptotic concentration,” in Conference on Learning Theory. PMLR,
2020, pp. 2947-2997.

[20] Z. Chen, S. T. Maguluri, S. Shakkottai, and K. Shanmugam, “Finite-
sample analysis of contractive stochastic approximation using smooth
convex envelopes,” Advances in Neural Information Processing Systems,
vol. 33, 2020.

[21] T. T. Doan, “Finite-time convergence rates of nonlinear two-time-
scale stochastic approximation under markovian noise,” arXiv preprint
arXiv:2104.01627, 2021.

[22] B. Liu, J. Liu, M. Ghavamzadeh, S. Mahadevan, and M. Petrik, “Finite-
sample analysis of proximal gradient td algorithms.” in UAI. Citeseer,
2015, pp. 504-513.

[23] M. Kaledin, E. Moulines, A. Naumov, V. Tadic, and H.-T. Wai, “Finite
time analysis of linear two-timescale stochastic approximation with
markovian noise,” in Conference on Learning Theory. PMLR, 2020,
pp. 2144-2203.

[24] S. Khodadadian, Z. Chen, and S. T. Maguluri, “Finite-sample anal-
ysis of off-policy natural actor-critic algorithm,” arXiv preprint
arXiv:2102.09318, 2021.

[25] V. Borkar, Stochastic Approximation: A Dynamical Systems Viewpoint.
Cambridge University Press, 2008.

[26] V. S. Borkar and S. Pattathil, “Concentration bounds for two time scale
stochastic approximation,” in 2018 56th Annual Allerton Conference on
Communication, Control, and Computing (Allerton). 1EEE, 2018, pp.
504-511.

[27] M. Kaledin, E. Moulines, A. Naumov, V. Tadic, and H.-T. Wai, “Finite
time analysis of linear two-timescale stochastic approximation with
markovian noise,” preprint arXiv:2002.01268, 2020.

[28] T. T. Doan, “Finite-time analysis and restarting scheme for linear two-
time-scale stochastic approximation,” preprint arXiv:1912.10583, 2019.

[29] R. S. Sutton, D. A. McAllester, S. P. Singh, and Y. Mansour, “Policy
gradient methods for reinforcement learning with function approxima-
tion,” in Advances in neural information processing systems, 2000, pp.
1057-1063.

[30] S. M. Kakade, “A natural policy gradient,” in Advances in neural
information processing systems, 2002, pp. 1531-1538.

[31] G. Raskutti and S. Mukherjee, “The information geometry of mirror
descent,” IEEE Transactions on Information Theory, vol. 61, no. 3, pp.
1451-1457, 2015.

[32] S. Gunasekar, B. Woodworth, and N. Srebro, “Mirrorless mirror descent:
A more natural discretization of riemannian gradient flow,” arXiv
preprint arXiv:2004.01025, 2020.

[33] S.Cen, C. Cheng, Y. Chen, Y. Wei, and Y. Chi, “Fast global convergence
of natural policy gradient methods with entropy regularization,” arXiv
preprint arXiv:2007.06558, 2020.

[34] S. Cayci, N. He, and R. Srikant, “Linear convergence of entropy-
regularized natural policy gradient with linear function approximation,”
arXiv preprint arXiv:2106.04096, 2021.

E Xplore. Restrictions apply.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2022.3190032

KHODADADIAN et al.: FINITE SAMPLE ANALYSIS OF TWO-TIME-SCALE NATURAL ACTOR-CRITIC ALGORITHM 11
[35] T. Morimura, E. Uchibe, J. Yoshimoto, and K. Doya, “A generalized [59] D. Bouneffouf, A. Bouzeghoub, and A. L. Gangarski, “A contextual-
natural actor-critic algorithm,” in Advances in neural information pro- bandit algorithm for mobile context-aware recommender system,” in
cessing systems, 2009, pp. 1312-1320. International conference on neural information processing. Springer,
[36] P. S. Thomas, W. C. Dabney, S. Giguere, and S. Mahadevan, 2012, pp. 324-331.
“Projected natural actor-critic,” in Advances in Neural Information [60] B.Hajek, Random processes for engineers. Cambridge university press,
Processing Systems 26, C. J. C. Burges, L. Bottou, M. Welling, 2015.
Z. Ghahramani, and K. Q. Weinberger, Eds. Curran Associates, Inc., [61] M. L. Puterman, “Markov decision processes,” Handbooks in operations
2013, pp. 2337-2345. [Online]. Available: http://papers.nips.cc/paper/ research and management science, vol. 2, pp. 331-434, 1990.
5184-projected-natural-actor-critic.pdf [62] S. Khodadadian, P. R. Jhunjhunwala, S. M. Varma, and S. T. Maguluri,
[37] R.J. Williams and L. C. Baird, “A mathematical analysis of actor-critic “On the linear convergence of natural policy gradient algorithm,” arXiv
architectures for learning optimal controls through incremental dynamic preprint arXiv:2105.01424, 2021.
programming,” in Proceedings of the Sixth Yale Workshop on Adaptive ~ [63] J. J. Rissanen, “Fisher information and stochastic complexity,” IEEE
and Learning Systems. Citeseer, 1990, pp. 96-101. transactions on information theory, vol. 42, no. 1, pp. 40—47, 1996.
[38] S. Zhang, B. Liu, H. Yao, and S. Whiteson, “Provably convergent [64] Z. Fu, Z. Yang, and Z. Wang, “Single-timescale actor-critic provably
two-timescale off-policy actor-critic with function approximation,” in finds globally optimal policy,” arXiv preprint arXiv:2008.00483, 2020.
International Conference on Machine Learning. PMLR, 2020, pp. [65] D. A. Levin and Y. Peres, Markov chains and mixing times. American
11204-11213. Mathematical Soc., 2017, vol. 107.
[39] L. Shani, Y. Efroni, and S. Mannor, “Adaptive Trust Region Policy Opti-  [66] T. M. Cover and J. A. Thomas, Elements of information theory. John
mization: Global Convergence and Faster Rates for Regularized MDPs,” Wiley & Sons, 2012.
in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 34,  [67] N. Bansal and A. Gupta, “Potential-function proofs for gradient meth-
2020, pp. 5668-5675. ods,” Theory of Computing, vol. 15, no. 1, pp. 1-32, 2019.
[40] G. Lan, “Policy mirror descent for reinforcement learning: Linear con-  [68] S. Kakade and J. Langford, “Approximately optimal approximate rein-
vergence, new sampling complexity, and generalized problem classes,” forcement learning,” in ICML, vol. 2, 2002, pp. 267-274.
arXiv preprint arXiv:2102.00135, 2021. [69] J. Bhandari, D. Russo, and R. Singal, “A finite time analysis of temporal
[41] K. Zhang, Z. Yang, H. Liu, T. Zhang, and T. Basar, “Finite-sample difference learning with linear function approximation,” in Conference
analysis for decentralized batch multi-agent reinforcement learning with on lear ning theory. PMLR, 2018, pp. _1691*1692-
networked agents,” IEEE Transactions on Automatic Control, 2021. [70] A. Davis, "‘Markov chains as random input automata,” The American
[42] K. Zhang, A. Koppel, H. Zhu, and T. Basar, “Convergence and iteration Mathematical Monthly, vol. 68, no. 3, pp. 264-267, 1961.
complexity of policy gradient method for infinite-horizon reinforcement ~ |71] A. Beck, First-order methods in optimization.  SIAM, 2017.
learning,” in 2019 IEEE 58th Conference on Decision and Control
(CDC). IEEE, 2019, pp. 7415-7422.
[43] S. Qiu, Z. Yang, J. Ye, and Z. Wang, “On the finite-time convergence of
actor-critic algorithm,” in Optimization Foundations for Reinforcement
Learning Workshop at Advances in Neural Information Processing Sajad Khodadadian is a PhD student in the
Systems (NeurIPS), 2019. Milton Stewart School of Industrial and Sys-
[44] H. Kumar, A. Koppel, and A. Ribeiro, “On the sample complexity of tems Engineering at Georgia Tech. He re-
actor-critic method for reinforcement learning with function approxima- ceived his bachelor degree at Sharif Univer-
tion,” preprint arXiv:1910.08412, 2019. sity of Technology, in Electrical Engineering
[45] B. Liu, Q. Cai, Z. Yang, and Z. Wang, “Neural proximal/trust region and Physics. His research interests include Re-
policy optimization attains globally optimal policy,” Advances in Neural inforcement Learning Theory and Algorithms,
Information Processing Systems, vol. 32, 2019. Non-convex Optimization, Stochastic Approxi-
[46] L. Wang, Q. Cai, Z. Yang, and Z. Wang, “Neural policy gradi- mation, and Causality.
ent methods: Global optimality and rates of convergence,” preprint
arXiv:1909.01150, 2019.
[47] T. Xu, Z. Wang, and Y. Liang, “Non-asymptotic convergence analy-
sis of two time-scale (natural) actor-critic algorithms,” arXiv preprint
arXiv:2005.03557, 2020.
[48] ——, “Improving sample complexity bounds for actor-critic algorithms,” Thinh T. Doan is an Assistant Professor in the
preprint arXiv:2004.12956, 2020. Department of Electrical and Computer Engi-
[49] Y. Liu, K. Zhang, T. Basar, and W. Yin, “An improved analysis of neering at Virginia Tech. He obtained his Ph.D.
(variance-reduced) policy gradient and natural policy gradient methods,” degree at the University of lllinois, Urbana-
Advances in Neural Information Processing Systems, vol. 33, 2020. Champaign, his master degree at the University
[50] Y. Wu, W. Zhang, P. Xu, and Q. Gu, “A finite time analysis of two of Oklahoma, and his bachelor degree at Hanoi
time-scale actor critic methods,” preprint arXiv:2005.01350, 2020. University of Science and Technology, Vietnam,
[51] Z. Chen, S. Khodadadian, and S. T. Maguluri, “Finite-sample analysis of all in Electrical Engineering. His research inter-
off-policy natural actor-critic with linear function approximation,” arXiv ests span on the intersection of control theory,
preprint arXiv:2105.12540, 2021. optimization, machine learning, reinforcement
[52] T. Xu, Z. Yang, Z. Wang, and Y. Liang, “Doubly robust off-policy actor- learning, and applied probability theory.
critic: Convergence and optimality,” Preprint arXiv:2102.11866, 2021.
[53] W. Zhan, S. Cen, B. Huang, Y. Chen, J. D. Lee, and Y. Chi, “Policy
mirror descent for regularized reinforcement learning: A generalized
framework with linear convergence,” arXiv preprint arXiv:2105.11066,
2021. Justin Romberg is the Schlumberger Professor
[54] Y. Hu, Z. Ji, and M. Telgarsky, “Actor-critic is implicitly biased towards in the School of Electrical and Computer Engi-
high entropy optimal policies,” arXiv preprint arXiv:2110.11280, 2021. neering at the Georgia Institute of Technology,
[55] P.R. Montague, “Reinforcement learning: An introduction, by sutton, rs where he has been on the faculty since 2006.
and barto, ag,” Trends in cognitive sciences, vol. 3, no. 9, p. 360, 1999. Dr. Romberg received the B.S.E.E. (1997), M.S.
[56] M. Wunder, M. L. Littman, and M. Babes, “Classes of multiagent g- (1999) and Ph.D. (2004) degrees from Rice
learning dynamics with epsilon-greedy exploration,” in Proceedings of University in Houston, Texas; in 2010, he was
the 27th International Conference on Machine Learning (ICML-10). named a Rice University Outstanding Young
Citeseer, 2010, pp. 1167-1174. Engineering Alumnus. From Fall 2003 until Fall
[57] V. Kuleshov and D. Precup, “Algorithms for multi-armed bandit prob- 2006, he was a Postdoctoral Scholar in Applied
lems,” arXiv preprint arXiv:1402.6028, 2014. and Computational Mathematics at the Califor-
[58] M. Tokic, “Adaptive e-greedy exploration in reinforcement learning  Nia Institute of Technology. His current research interest lie at the inter-

based on value differences,” in Annual Conference on Artificial Intelli-
gence. Springer, 2010, pp. 203-210.

. . ©2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE %/
Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on May 09,2023 at 01:19:09 UTC from |

section of statistical signal processing, machine learning, optimization,
and applied probability

E Xplore. Restrictions apply.

ermission. See https://www.ieee.or Eublications/ri hts/index.html for more information.


http://papers.nips.cc/paper/5184-projected-natural-actor-critic.pdf
http://papers.nips.cc/paper/5184-projected-natural-actor-critic.pdf

This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2022.3190032

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXXX 2021

Siva Theja Maguluri is Fouts Family Early Ca-
reer Professor and Assistant Professor in the
School of Industrial and Systems Engineering at
Georgia Tech. He obtained his Ph.D. and MS in
ECE as well as MS in Applied Math from UIUC,
and B.Tech in Electrical Engineering from IIT
Madras. His research interests span the areas
of Networks, Control, Optimization, Algorithms,
Applied Probability and Reinforcement Learning.
He is a recipient of the biennial “Best Publication
in Applied Probability” award in 2017, “CTL/BP
Junior Faculty Teaching Excellence Award” in 2020 and “Student Recog-
nition of Excellence in Teaching: Class of 1934 CIOS Award” in 2020.

APPENDIX

The supplementary material is organized as follows: in
Section I the details of the Proof of Theorem 1 is presented,
and in Section II details of the proof of Proposition 1 is
provided.

APPENDIX |
DETAILS OF THE PROOF OF THEOREM 1

A. Proof of Useful Lemmas
Proof of Lemma 3:

16111 = 0cl* = |Qe1 — Qe + Q™ — Q™|
< 2|Quy1 — Qe +2|QT 1 — Q™|
(a)
< 207 A 4 2L0°% ||fre—y — F)?

—
INS

2
207 A + 2Ly° (Lg :t:21 + L15t1>

<207 A% + 4Ly  Ly? +4L2 Ly B},

€i—s
(t—1)?
where (a) is due to Lemmas 8 and 16, and (b) is due to Lemma
9.0

Proof of Lemma 4: We prove this lemma for a slightly more
general case. Assume a finite state Markov chain { X} }x—0.1,...
with state space X {z1,22,..., 2} and stationary
distribution v. Define M := diag(v) a diagonal matrix with
diagonal entries equal to the elements of v. Clearly, M = M .
Further denote P as the transition matrix of the Markov chain.
Define V' = vP — I, where [ is the identity matrix. Assuming
X} ~ v, for any function F(-) : X — R, we have:

E [F (Xk)ﬂ —E [F (XM)Q] .

By Cauchy—Schwarz inequality, we have:

E[F (X3) F (Xp41)] < VE[F2 (X)) V/E [F2(Xp41)]
=E [F*(Xy)]. (32)

Denoting F' = [F(x1); F'(22);...; F(xx))] as a |X| dimen-
tional vector, we have:
E[F*(Xp)] = Y v(z)F*(z) = FTMF, (33)
reX
E[F(X3)F(Xps1)] = Y v(x)P(yle)F(z)F(y)
z,yeX
= F'MPF=F"P"MF, (34)

where the last equality is due to E[F(X})F(Xy11)] being a
scalar. Combining (32), (33), and (34), we have:

FTMPF <F'MF, VF

= MP<M

= M(OP-I)<—-(1-7)M. (35)

Next, in the case of MDP, for a fixed policy m, we define
M™ e RISIAIXISIAL gnd p7 e RISHAIXISIAL matrices as

follows:
x _ Jum(s)m(als)
M0y, (51,01 = {0

P(s'|s,a)m(d|s").

(Sva) =

o.w
Plsa)(san) =

It is easy to see that:

A?s,a),(s’,a/)

_ Ju(s)m(als) (WP (s']s,a) w (d']s") = 1) s = s",a = d,
At (s)m(als)P (s]s,a) 7w (a'|s') s#s ora#ad
= A"=M"(wP"-1) < —-(1—~)M",

where the last inequality follows from (35). As a result, we

have:
Z wr

I /\

0;[17}“19,5 7Tt 1 a| ) t,s,a

—(1- I1”

where the last inequality follows from 7;_1 (a|s) > and
Lemma 10. [

Proof of Lemma 5:

1) By the assumption on the reward function R(s,a) > 0,
we have V7(s) = E [Y 12 V*R(Sk, A) | So = s] >
0. Furthermore, due to R(s,a) < 1, we have

Vﬂ(s) = E [Z;O OVkR(Sk,Ak) | So = 8} <
[Z;OOVHSOZS} = i forallseS
2) Similarly, we have Q™ (s, a) c [07 = } for all s, a.
S||A
3 Q7 = \/3,., Q7 (s.0) < VEIA
4) In order to prove this, first we show 1Q¢lloe < 117

for all £ > 0. We construct this bound by induction.
Due to the initialization, the inequality holds for ¢ = 0.
Assuming the inequality holds for ¢, we prove it holds
for t + 1. For all s, a, we have:

Qi (s.)| = ](1 ~ ou(s,0)Qu(s,a)

+ ay(s,a)(R(s,a) + vQi(St41,a+1))

<(1 = ai(s,a))|Q:(s, a)]
+ai(s,a)|R(s,a) + ¥Q¢(Sey1, Aty

<(1 — a4(8,a))Qmax + (s,a) (1 + YQmax)
1 1 1
=(1 — ay(s,a)) - ,y—i-ozt(s, a)(1+ VE) — —

The bound for ||@Q;|| follows directly. [J
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Proof of Lemma 6: Given time indices ¢t and 7 < ¢, we
consider the following auxiliary chain of state-actions:

Tp—r—1

Ser A, PG T A B S,
SN A Sit1 SN Apir.
Note that the original chain is as follows:
Spp Troa, P Tea, s,
I A D S T A
Further, we define O; = (S’t, Ay, gt+1, At+1). We have:

[(7e-1,0¢,0r) = [(7¢—1,0;,0¢) — (74— 7-1,0¢,0;) (36)
+D(f—7—1,04,0p) = T(74—r—1,0;—7,0¢)  (37)
+ (71,007, O) = D(Tp—r—1,0;— 7, Ot) (38)
+ D(Fe—r—1,0t—7,0y). (39)

We bound each of the terms above separately. Firstly:

(a)
L(74—1,0:,0¢) = T(fty—7-1,0¢,0r) < Ki||[rp—1 — Tp—r—1|

t—1 t—1 .
i—2
[L'g :

(b)
< K, Z |7t — iz < K4 Z 1

i=t—T i=t—T1

< Kyt Lgepin2 +L1Bi—ro1],
t—7-1

+ Llﬁil]

where (a) is due to Lemma 11, and (b) is due to Lemma 9.
Second, we have:

F(,ﬁ-thflv 025; Ot) - ]-—‘(ﬁ-thfl? etf‘ra Ot)

(a)
< K0 — 6:—+||
¢
< Ky Z 16; — 61|
i=t—7+1

©]
< K,

t
Z AQaFl + LolLs :Z:S + L1Lafi—o

) 2
i=t—7+1

< Kot [AQ%—T + LQLS% + L1L2/8t—7'—1:| ;

where (a) due to Lemma 12, and (b) is due to Lemma 16.
Third, denoting F;_, := {S;—+, Tt—r—1,0:—-}, we have:

E {F(fr”l, O1—r,0) = T(Ft—r—1,04—7,0y) fu]
(a) ¢
SCE| > |l — g ;”]
i=t—T
(b) €t g
< Cu(T+1)° {L3t_t7__21 JrLlﬁt—r—l] )

where (a) is due to Lemma 13 and () is due to Lemma 15.
Finally, by Lemma 14 we have:

E[P(F1r1,00r, 00| Fis | < Comp”.

Combining the bounds above, and noticing 7 > 1, we get the
result. [J
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Proof of Lemma 7: Suppose 7 be an arbitrary stochastic
policy. 7 can be written as a |S| by |A| stochastic matrix,
which has non-negative elements, and each row sums up
to one. Hence, by [70, Theorem 1], m can be written as
a convex combination of at most N = |S|(|A] — 1) +1
deterministic policies {m}ill(‘Al_l)H. In other words, there
exist coefficients {a;} ;, such that o; > 0 and Yoo =1,
and 7 = ), oym;. By definition of P™, we have P™ =
Z i o; P™e.

Due to ergodicity Assumption 1, for every policy m;, there
exist a finite integer ;, such that (P™)™ is a positive matrix
with minimum element e; > 0 for all 7; > r;. Since we have
a finite number of r; and e;’s, we have r = max; r; is a finite
integer, and e = min; e; > 0. Furthermore, we have

[(P™) ) = KZ aiP’”)
1 L 1 " 1
et (ize) ()

where (a) is due to non-negativity of matrices «; P™ and (b)
is by Jensen’s inequality. Hence, by [65, Theorem 4.9], we
can show the existence of p € (0,1) and m > 0.

Furthermore, if the underlying Markov chain under a policy
7 is periodic with period d, then we have lim; o, P(Sq; =
1|So = i) > 0 while lim;—, oo P(Sgr41 = i|So = i) = 0, and
hence (27) does not hold. [

Proof of Lemma 8: By the policy gradient theorem [5],
we know that for any distribution p, we have g::a(l‘; ; =
ﬁdﬂ(s)@“(s,a). As a result:

Furthermore, we have:

0Q"(5,0) _ s ay 2V )
o —v;%\s,w 5

which implies

(@)
=3 arl™ ),

r

>0,

|25 < VS P(ls) -
— Q" (5,0) — Q" (5,0)| < v@lm — .
Using this, we have:
CARCAER)> T i —
= 22 I = ol = Ll — mal,
where Loy := WEHWAJ. O

Proof of Lemma 9: Policy m; can be parameterized by

o )
the vector ¢ € RISIAl as 7(als) = %. It is
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straightforward to see that the multiplicative weight update
of the policy in Algorithm 1 is equivalent to [51, Lemma 3.1]

0" =0 + 5 Q11
We have

Iresr = e =Y Imeea (ls) = mel-ls)I?
S

(a)
< Z 18eQes1(s,)|1> < BEIA|IS|Q2acs
) (40)

where in (a) we use 1-Lipschitzness of the softmax function
[71].
As a result, we have:

[7e1 — e

= ler = €e-1)(5 = o) + (1 = er-) (s — )|

(a) 1
< et —er—1]v |5|(\/ﬁ + 1) + [[meg1 — el

®) Ler1 1
< VISI(
t VIA]
€t—1

= L3T + L1,

+ 1) + ﬁtQmax V |A||S|

where (a) is due to triangle inequality and (b) is due to the
assumption on €; and (40). Here L3 = £/ |S\(\/ﬁ +1) and
L1 = Qmax/|A[[S].0

Proof of Lemma 10: Ergodicity assumption 1 implies that

the underlying Markov chain induced by all the policies is
irreducible. The proof follows from [65, Proposition 1.14]. (]

B. Auxiliary Lemmas
Lemma 11: For any my, 79,0, and O = (S, A, S, A"),
|F<7T1,9,0) — F(7T2,9,0)| S K1||ﬂ'1 — 71'2”7

where Kl = 2Qmax 2|’SH"4|LQ +
8Q2ulSI21AP ([log, m 1] + 11 +2).
Lemma 12: For any m,Q1,Q2, and O = (S, A, 5", A),
|T(m, 61,0) — I(m, 6, 0)| < K361 — 02|,

where Ko =1+ 94/2|S]||A|Qmax-

Lemma 13: Consider  original  tuples O, =
(St, At, Sey1, Arp1) and  the auxiliary tuples O, =
(St, At, St+1, At+1). Denote ]:t—T = {St—T) ﬁ-t—r—la 9t_T}.
For any time indices ¢ > 7 > 1, we have

E|L(f1—r-1,0i—7,0¢) = T(F1—r—1,0;—7,0;) | f”]

t

> i = el | ;”] ,

1=t—T

where Cy, = 4Qmax|S|*?[A|** (1 4 3Qmax|S[|A]).
Lemma 14: Consider the auxiliary tuple O =

(S, At St1,Ag1). Denote Fy_r = {Si—7,Ty—7-1,0i_+}.

For any time indices ¢ > 7 > 1, we have:

<C,E

E[P(F1r1,00r, 00| For | < Comp”,

© 2022 IEEE. Personal use is permitted, but re_Fubllj]catif)n/redlistributlion aeq(;;ires IIVEIEE ermission. See https://www.ieee.o
echnology. Downloaded on May
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where C, = 4Qmax|S||A|(1 + 3|S||A|Qmax)-
Lemma 15: For any time indices ¢ > 7 > 1, the policies
generated by Algorithm 1 satisfy the following:

t

; s = Frroa < (41 | Loz + LaBrrs
Lemma 16: We have the following bounds:

D l[AO)I < V1+9% < V2,

2) [[r(O)]I <1,

3) A7) < V2,

4) |[E[r (O1) = r(O2)]l|, < 2|S||Aldrv(O1,0s)

5) [[E[A(O1) — A(O2)]ll; < 2[S||Aldrv (01, 0s),

6) Qi1 — Q:ll £ v Aq = ¢ (2Qmax + 1),

7 |10; — 0p—1]| < Agoy—1 + LaLsS= + L1Laf—o,

where Quax = ﬁ,
in Lemmas 8 and 9.

Lemma 17: Consider Oy = (St, Aty Stq1, Art1) and 0, =
(St, At7 St+1, At+1). Denote Ft*T = {Sth, 7?1'15,7-71, Qt,T}.
We have:

and the constants L1, Lo, L3 are defined

dry (P(Oy € |Fe—7)||P(O; € -|Fi—r))

t
< VIASE [ S s = el | Fis

i=t—T

Lemma 18 (Lemma A.1 in [50]): Denote M =
llog,m™'| + §%,. For any 7 and 7 policies, we
have the following inequality:

dry (W @m Q@P 7, u™ @m @ P Q)
< JA[(M +2) ||m — ma|

C. Proofs of the auxiliary Lemmas

Proof of Lemma 11:

I(71,0,0) —T'(m2,6,0)

=0TA0) Q™ - Q™) —
(a) _ _
<[011AO)I Q™ — Q™| + [|6]J*.[| A™ — A™||
(b) _ _
< 2Qmax V2[S[JA[|Q™ — Q7 [+4Q7,ax S| AL AT — A™|

(c)

<2Qmax v/ 2[S|| Al La[|m1 — m2|| + 8Q7,.<|SI Al
Xdpy (W m PR, u @m QP Q)

(d)

§2Qmax V 2|'SH~A|L2||7T1 - ’/T2||

1
+ 8Qmax|SI1AI° (ﬂogp m_l]"f'ﬂ + 2) |71 — 72|

o7 (A™ — A™)0

=K||m — mo]

where (a) is due to Cauchy-Schwarz inequality, (b) is due to
Lemmas 5 and 16, (c¢) is due to Lemmas 8 and 16, (d) is due
to Lemma 18.07

Proof of Lemma 12:

‘F(Tﬁel,O) — F(7T792,O)|

(O] + JAO)IQ7 161 - 62
T IAO) — A7[1.161 — Bal) 161 + 163])

rg/|
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(b) . .
< (1 + 9v/2[S[[A| Quax) 161 — 62| — P(S; = s|Fi_r)i—r—1(als)P(s'|s,a)frr—r—1(d’|s")]
_ ~ / A AR
where (a) follows from Cauchy-Schwarz and triangle inequal- Co Z ftr—r—1(als)P(s']s, a)Te—r—1(a’ls")

s,a,s’,a’

ity, and (b) is due to Lemmas 5 and 16. [J N ,
Proof of Lemma 13: We have: X |P(Sy = s|Fi—r) — P(S; = s|Fi—+)|

~ — Qo _ /
E[D(7tr1,00 1, 04) — D(frr1,0rr, 00)| Fo ] =G Z |P(Se = sFir) = P(S = sl Fir)]

=0, E [7’ (Ot)—r(Ot)+(A (O) — A(Ot))Qﬁt—f—l \ft_T] D G

- A
+0,E {A(Ot) A(Ot)u:t_T} Ot where (a) follows from Holder’s inequality and the definition

(a) I ~ of the matrix norm, (b) follows from Lemma 5, in (¢) we
<100l |[B [ (00) = r(O0IFr] defined C, = 4Quax ||| A|(1 + 31| A|Qua ), and (d) is due
110l B (A0) = A0 Fi.| QFt-m1 to the Lemma 7. [
19— [( (©:) ( t)> 7 ] @ 1 Proof of Lemma 15:
+ 161—rlloe |[E |4 (00) = AO)IFi—r | 61|, ) o
(®) ~ Z |75 — el = Z Z Tj— j—1
< 181+ |[E [r (00) = r(O01Fi—- ]| rnl Pl
10l [E [(400) = A0 1Fi] || @7 Lol L @& K e
B e A X AU
+ 1101l - |E [4(00) = A0 IFer] | 1001 A it
€t—7-2
(¢) ~ < (r+1)? {L3 + Llﬁt—r—l]
< 2Qumax % 28|l Aldry (O, 0u|Fi-r ) =71
~ where (a) follows from Lemma 9. [J
+ 2Qmax x 2|S||Aldrv (Ot’ Ot|]:t77> X Qmax|S[| A Proof of Lemma 16:
+ 2Qmax x 2|S||Aldry (Ot,0t|ft77) X 2Qmax|S||A| 1) The proof follows directly by Frobenius norm upper
~ bound on the two norm of a matrix.
=4Qmax|S|[A[(1 + 3Qmax|S||Al)drv (Otv Ot|}—t—7) 2) Follows directly from assumption R(s,a) <1 Vs, a.

where (a) is due to the Holder’s inequality, (b) is due to 3) 47] = E-AO)I| < Ex[|4(0)] < V2.
definition of matrix induced norm, (c¢) is due to Lemma 16. 4 B[ (O1) =r(O2)lll; = 224 |E(r(O1) =7(02)),,
Using Lemma 17, we get the result. [] < 2|S||Aldrv (01, O2)

Proof of Lemma 14: Consider the tuple O where the inequality is due to [r(O)sq| < 1.
(S1, AL, Sy, Alyy), where S) o~ pferei Al 5) [[E[A(O1) = A(O2)]]];
Fiora (19 St~ PCISLAD, and Ap, Y maxy o g [E (A1) = A02) 00

fty—r—1(:|S},1). We have (b)
<maxg 4/ 2|S|‘A|dTv(01 02):2|8‘|A|dTv(01 02)
~ 1t = s/, ) ) 9
E[D(ftt—7-1,0;—7,0 )|f t—TJ where (a) is due to the definition of matrix norm, and
=0, .E[r(0}) + A(0)Q™ | F;_,] (b) is due to |A(O)sq.5 .| < 1.

+ et—z‘rE [A(O:&)|]:t*7'] at*T - 9;77‘47}1/7771975*7 =0, 6) ”QtJrl - QtH < \/Zs,a a?(s’ a)(QQmax + 1)2 =
where the last equality is due to the Bellman equation and the 7 aé(ng‘ax +<1) . Feo
definition of A™-7-1. As a result, we have: ) 10 = biall < lQ: _GQtle + HQ -Q H
<AqQai1+ Lo (L33=5 + L1Bt—2
where the last inequality follows from the previous part,

2 2

E[T(ft1—r—1,6—r, Op)| Fir]

=K [F(ﬁtqfl’ O, Ot) T (#4—r1,0pr, O/t)|]:tfr} and Lemmas 8 and 9.0J
(@) Proof of Lemma 17:
A !
< 10—l [ [(00) = 7 0917 drv(P(O, € - | Foun)|[P(Oy € - | Fir)
100 [E [A0) = A©OD|Fir || @7, b3

—N—
P(St =S, At = a, St+1 = S/,At+1 = a/|]-—t_7)

>

1001l - |E [AO0) — 4O F—s ]| - 162,
(b) - ~ ~ - -
< 2Qmax X 2|‘S"H-/4|dTV (Ota Oé‘ftffr) - P(St = 57At = a, St-i-l = S/a At-‘rl = a/|‘Ft—T)
+ 2Qmax % 2| Aldrv (Ot, O} Fr—r) x 3| AlQmax = |Elw(d/|8)| Fier, He P(s'|5,0) P(Sy =5, A =a| Fy )
(é)cquD(St = 8| Fi_r)Fi—r_1(als)P(s]s, a)f1—r_1(d'|s) =05 ) )
s,a,s",a’ - 7?[‘,5,.,_,1(@/|SI)'P(S/|57a)P(St = stt = a‘]:tfr)‘

. . ©2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See hnps://www.ieee.or%/Eublications/ri hts/index.html for more information.
Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on May 09,2023 at 01:19:09 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in IEEE Transactions on Automatic Control. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TAC.2022.3190032

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, XXXX 2021

< Z P(s'|s,a)P(S; = s, Ay = a|Fr—r)

x B[y (a'|s")| Fo—r, He] = ftt—r—1(a’|s")| (1)
+Y_|P(Si = 5,4y = a| Fs_2)=P(S; = 5, Ay = a| Fi ).

(I2)
We bound I; and I, separately:
I < Z P(s'|s,a)P(S; = s, Ay = a|Fi_,)
X El[f(a]s') = i—r1(a'|s")|| Foer, Mo
< Z P(St =S, At = a|ft77—)

s,a,s’,a’

% Ellfe(a']s") — Fer1(@]s")]| Fomr ]
= ST El[#(a]s) — femra(@]5)]| Fics]

s’ a’

< VMIISIE[lI e — ftr—r [l Fe—r],
L=Y"

s,a

Y P(Si=s4=0a,S 1=5" A1 =d"|F )

s’ al’

<

" 1"
s,a,s",a

P(S; =54 =a,8_1=5", A1 =d"|F_;)

—P(S;=s,A;=a,5_1=5"A1=d"|Fi_,)

= dry (P(Og-1 € -|Fo-r)[|P(Op-1 € -|Fir)).
Combining the above bounds, we get:
dry (P(Oy € '|]:t—7')HP(Ot € | Fi—r))
<V4/HKHE[Hﬁt—7nTn|J1,J

+drv(P(O1-1 € | Fi2)||[P(Oy-1 € | Fir)).

Following this induction, and noting that P(S;_, = s, 4;—, =
alFi_y) = P(Si_r = s,A;_. = a|Fi_;) (due to the
definition of S and fl), we get the result. []

Proof of Lemma 18: The proof follows directly from Lemma
A.l in [50]. O

APPENDIX Il
DETAILS OF THE PROOF OF PROPOSITION 1

A. Useful lemmas
Proof of Lemma 1: We have:

log Zi(s) =log Y _ mi(als) exp(BiQi11(s, a))

> > mi(als)BiQrs (s, ), (41)

where the inequality is due to the concavity of log(-) function
and Jensen’s inequality. Furthermore, we have:

Ve () = VT (i)
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a) 1
(:)ﬁ Sza: dy (s)mpa(als) [Qeia (s, a) + Q™ (s, a)

— Qua(s,a) = V™ (5)]

® 1 N re 1 mera(als)
e <s>m+1<a|s>[ -log oL

+ D108 ) 4 @7 (5,0) ~ Quaa(s0) V™ (s)]
1

5 108 Z:(s) + Q" (s,0)

S Y emalals)|

- Qt+j(asa a) = V™ (3)}

:ﬁ lSZ; di 1t (s)me(als) |:Blt log Z;(s) — Qsx1(s, a)]

+ Y di(s)(mern (als) — me(als)) x

Q™ (s,a) — Qt11(s,a)]

(g)zﬂ(s)m(a\S) [ﬁlt

_ 2QmaxL1 \V4 |A|
-~

= zs: p(s) {ﬂlt log Zy(s) — V™ (8)}

+ 37 ws)ulals) [Q7(s,0) = Qura(s, a)

log Z;(s) — Quy1(s, a)]

B

+ ) u(s)(#elals) = m(als))Qera(s, a)

2QmaxL1 V |A|
- 1—5t,
-
where (a) is due to Performance Difference Lemma [68], (b)
is by the update rule in Algorithm 1, (¢) is by positivity of
the KL-divergence [66], and (d) is by the definition of d™+!
and (41). Taking p = d*, we have:

SS9 | 50w 4ls) = VIs)| < VI < V)

B
2L1\/‘A|/B + €+_1
1T-72" "1
which gets the result.C]

+Q™ — Qe +

rg/|
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