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ABSTRACT. We consider ionic electrodiffusion in fluids, described by the Nernst-Planck-Navier-Stokes sys-
tem. We prove that the system has global smooth solutions for arbitrary smooth data in bounded domains with
smooth boundary in three space dimensions, in the following situations. We consider arbitrary positive Dirich-
let boundary conditions for the ionic concentrations, arbitrary Dirichlet boundary conditions for the potential,
arbitrary positive initial concentrations, and arbitrary regular divergence-free initial velocities. Global regular-
ity holds for any positive, possibly different diffusivities of the ions, in the case of two ionic species, coupled
to Stokes equations for the fluid. The result also holds in the case of Navier-Stokes coupling, if the velocity is
regular. The same global smoothness of solutions is proved to hold for arbitrarily many ionic species as well,
but in that case we require all their diffusivities to be the same.

1. Introduction

The Nernst-Planck-Navier-Stokes system describes the evolution of ions in a Newtonian fluid [10].
Several species of ions, with different valences z; € R diffuse with diffusivities D; > 0, and are carried by
an incompressible fluid with constant density and with velocity u, and by an electrical field generated by the
local charge p and by voltage applied at the boundaries. The system of equations is

Oic; +u - Ve, = D;div (VCZ + ZiCiVCI))a M

1=1,2,...m, coupled to the Poisson equation

m
— eAD = Z ZiCi = P, (2)
i=1
and to the Navier-Stokes equations
ou+u-Vu—vAu+Vp=—-KpVd, V. -u=0, 3)
or to the Stokes equation,
oy —vAu+Vp=—-KpV®, V.-u=0. 4)

The function ¢;(x, t) represents the local concentration of the i-th species, and @ is an electrical potential
created by the charge density p. The positive constant ¢ is proportional to the square of the Debye length.
The kinematic viscosity of the fluid is ¥ > 0 and K > 0 is a coupling constant with units of energy per
unit mass. This constant is proportional to the product of the Boltzmann’s constant K p and the absolute
temperature Ty. The potential ® has been nondimensionalized so that %@ is the physical electrical
potential, where e is elementary charge. The charge density p has been nondimensionalized so that ep is the
physical electrical charge density.
The boundary conditions for ¢; are inhomogeneous Dirichlet,

ci(2,) 90 = 7i(2) &)
The boundary conditions for ® are inhomogeneous Dirichlet
O(z,t)]90 = W(x) (6)
and the boundary conditions for the Navier-Stokes or Stokes equations are homogeneous Dirichlet,
ujpo = 0. (N
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The bounded connected domain €2 need not be simply connected. The functions ~y; defined on the boundary
of the domain are given, smooth positive time independent functions. We denote by I'; positive, smooth,
time independent extensions of these functions in the interior

vi = Lijaq &)

The function W is also a given and time independent smooth function.

The NPNS system is a well posed semilinear parabolic system. The question we are discussing is
whether solutions with any smooth initial data and obeying any smooth boundary conditions exist for all
time and remain smooth.

As it is well known, semilinear parabolic scalar equations can blow up in finite time. The simplest such
example is a semilinear heat equation ([8]). Semilinear systems in which there is a single concentration
carried by the gradient of a potential can also blow up. Well known examples are chemotaxis equations,
such as the Keller-Segal equation ([9]). The system we are discussing involves the Navier-Stokes equations,
where the question of global regularity is a major open problem. However, even in the absence of fluid or
in the case of Stokes flow coupled to Nernst-Planck equations, the problem of global existence of smooth
solutions discussed here remains open in its full generality.

Boundary conditions play an essential role in the behavior the solutions of the NPNS system. No
flux (blocking) boundary conditions for the concentrations model situations in which the boundaries are
impermeable to the ions. Dirichlet (selective) boundary conditions for the concentrations discussed in this
paper model situations in which boundaries maintain a certain concentration of ions. Global existence and
stability of solutions of the Nernst-Planck equations, uncoupled to fluids has been obtained in [1], [3], [7]
for blocking boundary conditions in two dimensions, or in three dimensions for small data, or in a weak
sense. The system coupled to fluid equations was studied in [14] where global existence of weak solutions
is shown in two and three dimensions for homogeneous Neumann boundary conditions on the potential, a
situation without boundary current. In [13], homogeneous Dirichlet boundary conditions on the potential
are considered, and global existence of weak solutions is shown in two dimensions for large initial data and
in three dimensions for small initial data (small perturbations and small initial charge). In [2] the problem of
global regularity in two dimensions was considered for Robin boundary conditions for the potential. In [5]
global existence of smooth solutions for blocking boundary conditions and for uniform selective (special,
stable Dirichlet) boundary conditions were obtained in two space dimensions. In [6] blocking and uniform
selective boundary conditions were used to prove nonlinear stability of Boltzmann states in three space
dimensions.

While blocking and uniformly selective boundary conditions lead to stable configurations, instabilities
may occur for general selective boundary conditions. These instabilities have been studied in simplified
models mathematically and numerically ([12], [15]) and observed in physical experiments [11]. In this
paper we consider the system with large data, with general selective boundary conditions, in situations in
which instabilities may occur. We prove global regularity of solutions for two cases: if there are only two
species (cations and anions, m = 2) or if there are many species, but they all have the same diffusivities
(D1 = --- = Dy,). The difficulty in three dimensions, even when there is no fluid, is in bounding the
nonlinear growth of the concentrations.

This paper is organized as follows. In Section 2 we prove a necessary and sufficient condition for global
regularity of solutions. In the case of the Nernst-Planck system coupled to Stokes equations this condition
(Theorem 2) states that, if (and only if)

T 2
sup / </ ]p(a:,t)]%:c) dt = B(T) < o0 )
0<7<T JO Q

is finite, then the solution is smooth on [0, T]. In the case of coupling to the Navier Stokes equation, the
condition (9) is supplemented by a well known condition for regularity for the Navier-Stokes equations.

In Section 3 we introduce functionals of (¢;, ®) which are used to cancel the contribution of electrical
forces in the Navier-Stokes or Stokes energy balance, at the price of certain quadratic error terms. The first
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functional is a sum of relative entropies and a potential norm. The second one, which is just the potential
part of the first one, is weaker and has a weaker dissipation, but it introduces better error terms.

Section 4 is devoted to quadratic bounds, which imply global regularity by the criterion established in
Theorem 2. It is only here that the restriction to m = 2 (Theorem 3) orto Dy = --- = D,, (Theorem
4) is used. In these two special circumstances we show that there is a cubic dissipation term proportional
to |[p]|35 in the evolution of the quadratic norms that we are employing to control the concentrations. This
cubic term is essential, because although it has a small prefactor, it can be used to absorb all the quadratic
errors ocurring in the second energy.

2. Preliminaries

We denote by C' absolute constants. We denote Cr any constant that depends only on the parameters
and boundary data of the problem, i.e. on v, K, €, z;, D;,, on the domain () itself, on norms of W and on
norms of I';. These constants may change form line to line, and they are explicitly computable. They do not
depend on solutions, or initial data. We do not keep track of them to ease notation and focus on the ideas of
the proofs.

We consider a bounded domain  C R? with smooth boundary. We denote space LP(2) = L and
norms simply by || - ||». We denote by H = L?(Q)3 N {u| divu = 0, y,u = 0} the space of square
integrable, divergence-free velocities, with vanishing normal component on the boundary, with norm || - || .
Here 1, is the continuous linear map from E(Q) = {u € L*(Q)?|divu € L*(Q)} to Hfé(ﬁQ) that
coincides with u +— u-n for u € C*(Q)3, see [4]. We denote by V = H}(Q)3>N{u| divu = 0} the space

of divergence free vectors fields with components in H¢ (Q2), with norm || - ||y. We denote by PP the Leray
projector P : L2(Q2)% — H, and by A the Stokes operator
A= -PA, A:DA) - H (10)
where
D(A) = H*(Q)* N V. an

DEFINITION 1. We say that (c;, ®,u) is a strong solution of the system (1), (2), (3) or (1), (2), (4)
with boundary conditions (5), (6), (7) on the time interval [0,T] if u € L*>(0,T;V) N L*(0,T;D(A))
and c; € L>=(0,T; H*(Q)) N L?(0,T; H%(Q)) solve the equations in distribution sense and the boundary
conditions in trace sense.

It is well known that strong solutions of Navier-Stokes equations are as smooth as the data permit ([4]).
The same is true for the Nernst-Planck-Navier-Stokes equations.

THEOREM 1. Let ¢;(0) — T; € HE(Q), and u(0) € V. There exists Ty depending on ||ug|v and
[¢i(0)|| zr1(q2), the boundary conditions i, W, and the parameters of the problem (v, K, D, €, 2;), so that
the system (1), (2), (3) (or the system (1), (2), (4)) with boundary conditions (5), (6), (7) has a unique strong
solution (c¢;, ®,u) on the interval [0, T).

PROOF. We write

¢ =¢ +1i (12)
and note that the equations (1) can be written as
Ahgi +u- Vg = Didiv (Vg + 2, V) + F; (13)
where

The boundary conditions for ¢; are homogeneous Dirichlet,

Gijoq = 0. (15)
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We sketch only the a priori bounds for the proof. The actual construction of solutions can be done via
Galerkin approximations. Taking the scalar product of (13) with —Ag;, we estimate the terms

|2iD; [(Vai - V® + ¢;A®)Agidz| < Cr (IV®| Lo [Vaill s + llaillzalloll ) | Agll 2

2 3 CTIE TS i (16)
< Cr ( (lpllze + DIVaill 72llAgill 72 + llgill z2llol 72121l 76V aill 72| Agill 2

where we used
IV®| s < Cr(|lpllzz +1) A7)

(the inhomogeneous boundary conditions are accounted for in the added term Cr), embedding H! C LS
and interpolation. The advective term is estimated

1 3
[ Vaydads| < Crlulv Va0, (18)
Q
The forcing term is estimated
‘/ FiAgidr| < Cr([Julle + llpllze + DI Agill 2 (19)
Q
where we used
V@[l < Cr(llpllr2 +1) (20)
valid for p < 6. Now we have
m
lollze < Cr ) (llaillze +1) @
i=1
and therefore, using also the Poincaré inequality we obtain
d m m m 3
2 IVaillis + > 187 < Cr (Z IVl + 1> +ull$] - 22)
i=1 i=1 i=1

We take the scalar product of (3) with Au we obtain, using well known estimates for the NSE [4], a Holder
inequality, (17), (21) and the embedding H'! C L3,

d
S ully + vl Aullz <Cr(llully + [1VOllZ2)
<Cr(llull¥ + llplZ: I V[IZs)

<Cr [lull§ + oI35 (1 + lollz2)?] 23)
m 2

<Cr ||y + <1 +> Hml!é)
=1

Adding to (22) we obtain short time control of the norms required by the definition of strong solutions. [

LEMMA 1. Let (¢;, ®,u) be a strong solution of the system (1), (2), (3) (or (1), (2), (4)) with boundary
conditions (5), (6), (7) on the interval [0,T]. Let p € [2,6] be an even integer, take ¢;(0) € LP(Q2) and
consider the quantity

T
[ Ietoiaa = By < . 4
which is finite because (c;, ®, ) is a strong solution. Then ¢; € L*°(0,T; LP) and
m m T
> llei®lee < Cr (Z i (0) | » +/ [[ul|Lrdt + 1) CrTHBm), (25)
i=1 i=1 0

holds.



PROOF. We multiply the equation (13) by ¢” ~!and integrate. We estimate the term

ziDZ-/ div (¢; V)¢ dx
Q

P 2
/ ¢’ V®-Vq’dx
Q

p p
< Crl[ Vel ollgs |21V |l 2

p 1 p 3
< Cr(llpllze + Vg 172V N 72

(26)

where we used one integration by parts, allowed by the vanishing of ¢; at the boundary and interpolation.

We estimate the forcing term

/ qu Yix
Q

Using the dissipative term

< Cr(llullee +IV®Ilze + llollzr + Dllalze

4(p—1 2
D; / Aqiq?do = —D Y / Va7 [*da,
p Q
to absorb the corresponding term from the estimate in (26) and then discarding it, we obtain

d
Jpllaillze < Cr(llpllz: + Dllgillze + Crllullze + IV @llze + [lpllze + 1),

and summing in ¢ we obtain

. Z el < Celplie + 13 laslis + Com(ullr + [V ®]zs + lllzr +1)
=1

< Cr(llpllz2 +1) Z lgillr + Crm(|[ullr + 1)
i=1
where we used the estimate
m
IV®|lr < Cr(llpllr +1) < Cr(>_ llaillzr + 1),

i=1
from (21). Thus (25) follows from (30), concluding the proof.

27

(28)

(29)

(30)

(€29)

0

PROPOSITION 1. Let (¢;, ®,u) be a strong solution of the system (1), (2), (3) (or (1), (2), (4)) with

boundary conditions (5), (6), (7) on the interval [0, T|. Consider the quantity B(T) of (24). Then

supZch 1% + / ZHCZHH2dt<CF (Zucz N2 + / uuqut+1> n(T+R(T)+U(T)

te[0, 7] ;4
holds with
T m T 2
R(T) = / lolZadt < C [ 3 lles(0)ll e + / lullade + 1) CrT+B),
and

T
U(T) = /0 &t

PROOF. In view of (25) with p = 4 and the fact that WP C L for p > 3, we have that

HV(IDHLOO < CF(H/)HL4 + 1) < CF (Z ch HL4 +/ HUHLALdt + 1> eCF(T+B(T))

=1

(32)

(33)

(34)

(35
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This is a quantitative bound in terms of the initial data and the constant B(7"). Using it together with
lp(t)]| 1+ in the estimate of the evolution of ||V ¢;| ;2 we obtain

Zz'Dz‘/Q(qu'-V¢+qz'A‘P)qu'dfC < COr (IVOl~lIVaill 2 + llgillpallll ) | Agil 22

< Cr(llpllzs + DIVaill 2| Agill 2

instead of (16), and consequently together with (18), we obtain, after absorbing the ||Ag;||;2 terms from
(18) and (36),

d m m m
7 Y IVaillia + > 1Az < Crlpll7a + luli +1) <Z HV%H%2> +Cr(llullfr +1) 37
i=1 i=1 i=1
instead of (22). Using (37) we obtain (32). ]

(36)

THEOREM 2. Let Ty > 0 and let (¢;, ®, u) be a strong solution of the Nernst-Planck-Stokes system (1),
(2), (4) with boundary conditions (5), (6), (7) on all intervals [0, T| with T' < T\. Assume that

T
sup [ lt)[f2dt < . (38)
T<T1J0O

Then there exists Ty > Ty such that (¢;, ®,u) can be uniquely continued as a strong solution on [0, Tb).
Let Ty > 0 and let (c;, ®,u) be a strong solution of the Nernst-Planck-Navier-Stokes system (1), (2), (3)
with boundary conditions (5), (6), (7) on all intervals [0, T)| with T < T\. Assume that

T T
sup ([ lp(®)ladt+ [ ulide] < oc. )
T<T1 JO 0

Then there exists Ty > Ty such that (c;, ®,u) can be uniquely continued as a strong solution on [0, T3].

The converse is obviously also true. Thus (38) (respectively, (39)) is a necessary and sufficient con-
dition for regularity of the Nernst-Planck-Stokes system (respectively, of the Nernst-Planck-Navier-Stokes
system).

PROOF. The proof follows directly from Theorem 1, Lemma 1 and Proposition 1. We remark that in
the case of (1), (2), (4), U(T) is controlled by B(T). O

PROPOSITION 2. Let (¢;, ®,u) be a strong solution of the system (1), (2), (3) (or (1), (2), (4)) with
boundary conditions (5), (6), (7) on the interval [0,T]. If ¢;(x,0) > 0,7 = 1,...,m then ¢;(x,t) > 0 a.e
fort € [0,T].

PROOF. In order to show this we take a convex function F' : R — R that is nonnegative, twice continu-
ously differentiable, identically zero on the positive semiaxis, and strictly positive on the negative axis. We
also assume

F"(y)y* < CF(y) (40)
with C' > 0 a fixed constant. Examples of such functions are
2m
oy for y <0,

with m > 1. (In fact m = 1 works as well, although we have only F' € W2 (R) in that case.) We multiply
the equation (1) by F”(¢;) and integrate by parts using the fact that F’(~;) = 0. We obtain

d
dt/ F(¢;)dx = —Di/ F"(c;) [|Vci|2 + 2;c; VP - Vci] dx. (42)
) Q
Using a Schwarz inequality and the convexity of F', F”” > 0, we have
d CD;

F(ci(z,t))dx <

2 2
il 2V g /Q Flei(z, ) da. 3)
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If ¢;(x,0) > 0 then F(c;(x,0)) = 0 and (43) above shows that F'(¢;(x,t)) has vanishing integral. As F
is nonnegative, it follows that F'(c;(z,t)) = 0 almost everywhere in = and because F' does not vanish for
negative values it follows that ¢;(z, t) is almost everywhere nonnegative. O

From now on we consider only solutions with ¢; > 0.

3. Energies

The Navier-Stokes and Stokes energy balance is

1 d 9 v 9
—— dx + — [ |Vu|*de =— | p(u-V®)dz. 44
3 t/\u] x /\ ul“dx / (u )dx (44)

We consider functionals of (¢;, ®) which can be used to cancel the right hand side of the Navier-Stokes
energy balance.

We denote (—Ap)~! the inverse of the Laplacian with homogeneous Dirichlet boundary condition. We
decompose

P =Py + Py (45)
where @y, is harmonic and obeys the inhomogeneous boundary conditions,
APy =0, Pwjga=W, (46)
and
—eAdy=p, Pgjpo = 0. 47)
so that
2y = (~Ap)7p (48)
We introduce
D = min{Dy, Da,...Dp}. (49)

Let

_ (G G\ (G 1
gl_/ﬂ{-ln (Frroe(7) - (%) +1) + gertao) P}dx- (50)

7

PROPOSITION 3. Let (¢;, ®,u) be a strong solution of the system (1), (2), (3) (or (1), (2), (4)) with
boundary conditions (5), (6), (7) on the interval [0, T). Then

d m
—& +D; < / p(u- V®)dz + Cp (Z les — Tyl 2 + 1) (Jullg +1) (51)
dt & i=1
holds on [0, T'), with
D) = D/ i (e Vel? + 22| VOP?) + po dx. (52)
2o |5 ' €

The term fQ p(u - V®)dzx in the right hand side of (51) can be used to cancel the contribution of the
electrical forces in the Navier-Stokes energy balance.

PROOF. We note that

1

1
— —Ap) Yodr = = dodax. 53
269/}( p)  pdx Q/Q/)om (53)
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In order to compute the time evolution of £ we multiply the equations (1) by the factors log (

> + 2;Po

and we integrate by parts, noting that these factors vanish at the boundary. Strictly speaking, we multiply by

log (Ci+5> + 2;®¢ for small positive § and after one integration by parts we let § — 0:

Ii4o
/Q((é‘t +u-V)e) <log (r) + zZ<I>0> da

=— Di/ ¢V (loge + 29) -V <10g <F > + zléo) dx
Q 7

=— Di/ ¢ |V (log ¢; + zi(I))]Q dx + Di/ ¢V (loge; + z®) - V (logTy + z;Pw) de
Q Q

/Q((at Fu-Va) <log <F> + zl<1>0> da

1 1
< - 2Di/ ci\V(logci+zi(I))\2dx+2Di/ ci|V(logT; + 2;®w)|*dx
Q Q

‘We have thus

In view of the fact that
((Or +u-V)e)log <1?> = +u-V) (ci log (?) — ci> + cu - VlegTy,

summing in ¢, on the left hand side we have

Z/ (0 +u - V)ey) <10g (r > +zl<1>0) dz

—dt/ﬂgci(log (R) —1)clac+/Q(&tg(zicz-))%dng

+ / (u- V(Z zici))Podx + / Z ciu - VlogI'ydx
@ =1

=1

d m
- . P u - Viog I dx.
dt&—l—/(u Vp) odx—l—;/ﬂcu VlogT';dx

In the last equality we used

d 1
L2 p(—Ap) T pde = ®
Ji2c | P(—AD)" pdz /Q(éﬁp) odz

! is selfadjoint. Combining (55) and (57) we obtain

because (—Ap)~

—81 —fZD /cZ\V log ¢; + z®)|* dz + = ZD /ci]V(logI‘i—i—zifI)W)\zd:c
—Z/ciu-VlogI’idx—/(u'Vp)CI)oda:
— Ja Q

:_7ZD /CZ|V log ¢; + z;® )\ dx + - ZD /C¢]V(logfi+zi®w)|2d$

—Z/ciu.v1ogrida:+/pu.V(cb—@W)d:c
— JQ Q

(54)

(535)

(56)

(57)

(58)

(59)



‘We note that

fZD /CZ\V log ¢; + z®)|* dx
Z2Z/Ci|V(logci+zi(I>)|2dx
=179
D - -1 2 .2 2 -
222/(% Veil” + 2{ci| V[")dz + D Zzchi-VCI)dw
Z/ 71|ch|2+z | Ve d:EJrD/ZZl ci V(I)derD/ZleF .V ®dzr
_ 1. (24 .2, 2 TN or
—22/(% Vil + 27 Vel )dw+D/Zzz(cz L)( A<I>)dac+D/Zzzvrz Vdda
Z/ —1|ch|2+z cZ]V<I>| )dx + D— /ZZZ ¢ —T pdx—i—D/ZzZVF . Vodx
_ 112 4 2, 2 1 _ . op
_2;/9(@. Veil? + 22|V )dm+D€/(p Zzzfz)pdl‘—l—D/ZzZVFZ Vads
Z/ —1|ch|2—|-z c,]V<I>| )dx + — / ZZZ ;
+D / Zzivri-vqm.
=1

(60)
From (59) and (60) we obtain
d
—&1+D1 <O+ / pu - Vodx 61)
dt Q
with D; given in (52) and
1 m m
=5 Z Di/ ¢i|V(logT; + z7;<I>W)|2d;U - Z/ ciu - Viogydx — / pu - VO dx
i=1 Q -1 /9 Q
. ) - (62)
+ = Ty do— D/ > %V - Voda.
2e i=1 Q5=

Note that Q; is at most quadratic in terms of the unknowns u, ¢;, in view of the fact that both p and ¢ are
affine in ¢;. The inequality (51) follows by bounding Q. g

A useful energy is the potential part in &;:

1

P = QG/Qp(—AD)lpdx. (63)

PROPOSITION 4. Let (¢c;, ®,u) be a strong solution of the system (1), (2), (3) (or (1), (2), (4)) with
boundary conditions (5), (6), (7) on the interval [0, T). Then

d m
£73 +Dy < /Qp(u -V®)dz + Cp (Z llei = Tillr2 + 1> (lpllzz + 1) + Crllpll 2 l|wl 7 (64)

i=1
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holds on [0, T, with

1 m
Dy = §§ :zi?D,-/ ¢i VO d. (65)
i=1 &

We note that the term fﬂ p(u-V®)dx in the right hand side of (64) can be used to cancel the contribution
of electrical forces in the Navier-Stokes energy balance.

PROOF. In order to compute the time evolution of (63) we take the equations (1), multiply by the factors
z;® and integrate by parts in view of the fact that ®y vanishes on the boundary. We obtain

/((875 +u- V)ci)ziq)oda: =—D;z / (VCZ' + zicin)) -V®gdx
Q Q

= — Dz / Ve; - Voodr — 22D; / ciV® - Voodx
Q Q

= — ZZDz/ V(CZ — Fi) . V‘i’odx — Dzzl/ VFZ' . V(I)od.l‘

Q Q (66)

— szi/ ¢ VO do + zEDi/ VO - Vdydr
Q Q

=— Djzie ! / (¢; — ;) pdx — ziQDi/ ¢ \V@]Q dx
Q Q

+ 22D, / c;V® - VO dr — Dz / VI - V®dx
Q Q

In the last equality we used the fact that ¢; — I'; vanishes on the boundary and the fact that —eA®y = p.
Summing in ¢, on the left hand side we have

Z / ((815 +u- V)Ci)zi(Podl‘ :/(8tp)q)0d$ + / (U . Vp)(l)odx
=14 Q Q
(67)
d
:ﬁp + /Q(u -Vp)®odzx.

Putting together (66) and (67)

%73 + Z ZgDi/ ci |V<I)|2 de = — ZDiZiE_l / (¢; — Ty)pdx + ZZl?Di/ VO - Vo dr
i=1 Q i=1 Q i—1 Q

—ZDizi/VI‘,--V(I)odx—/p(u-V(I)W)dac—i—/pu-VfI)dx.
izl Q Q Q

(68)
After a Schwarz inequality we obtain
d
ZP+D2< Q) +/qu - V&dz (69)
where Ds is given in (65) and
m 1 m
Qy = — ZDiZiefl / (Ci — Fl)pdl‘ + 5 ZZZZDZ/ C; ’v®W|2 dx
i=1 @ i=1 @ (70)

—Y Dz / VI; - V®odz — / plu - VO )da.
i=1 Q Q

Unlike the term Q; of (62), Q5 has no (u, ¢) quadratic terms. Instead, the only quadratic terms in it are of
the type (c, p) or (u, p) (the (u, ®¢) term is of (u, p) type in this accounting). Estimating ()2 we obtain (64).
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O

REMARK 1. We note that if W and ~; are time dependent, then Proposition 4 holds as stated above,
with the very same Q2 and still having only (c, p) and (u, p) quadratic terms.

4. Quadratic bounds

We estimate the sum of L? norms of ¢;. We take the scalar product of the equations (13) with ﬁqi and
add. We obtain first

d = 1 ) = ) 1 & ) = 1/
— 2d Pde = -2 2 ®-V(¢?)d — [ Egdz. (71
dt;wifﬂqz m+;/Q\Vq\ z 2;z/9v V(ql>w+;Di | Fade. (1)

The integartion by parts is justified because of (15). We integrate by parts one more time using the same
boundary conditions and (2)

d g~ | 2 S 2 1 S 2 S 1/
dt 4 il "dr = —o- iq; d — [ Figidz. 72
dt;QDi/qu x+;/ﬂwq x 26/Qpiz;qu x+;Di g gidx (72)

THEOREM 3. Consider m = 2. Let T > 0 be arbitrary. Let ¢;(-,0) > 0, ¢;(+,0) € H', ¢;9q = i and
ug € V be given. Then the system (1), (2), (4)) with boundary conditions (5), (6), (7) has global nonnegative
strong solutions on [0, T|. The system (1), (2), (3) has global nonnegative strong solutions if

T
/yu\|§dt<oo. (73)
0
Moreover
2 T 2 2 T
sup SOl + [ 3 et < Cr | S0 IOl + [l + 1| eComeAO=0m)
0<t<T §— i i=1 0
(74)

holds for all T, where R(T) is given by (33), U(T) is given by (34), and with Cr depending only on the
boundary conditions ~; and W, domain ), and parameters v, D;, e, K.

PROOF. We present the proof for the case z; = 1, zo = —1, for simplicity of exposition. For general
21, 22 of opposite signs (with the notation convention that z; > 0, zo < 0), we multiply (13) by %qi and
add. The main observation is that the corresponding cubic term in (72) is proportional to an integral of
P Z?:l zilzilg? = p(|z1lq1 + |221q2) (211 + 22q2) and this leads to a cubic dissipation term in terms of |p|.

Specifically, when z; = 1, zo0 = —1, then recalling ¢; = ¢; + I';, we have

2
>z = (p—T1+Ta)(c1 + ¢ —T1 —Ty). (75)
=1

Thus
2

P> zia; =p*(c1 +c2) — (T1 —To)plqr + q2) — p*(T1 +T2)

i=1 (76)

>[p> — (T1 — T2)plqr + q2) — p*(T1 +Ta)
because

c1+c2 > pl (77)
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Now we use Holder and Young inequalities to bound in (72)

1

2
1 1
2 3
% Qp;ziqi dx 22*6 /Q lpl°dx — ?6(||q1|’L2(Q) + Hq2||L2(Q))”F2 - F1||L6(Q)HPHL3(Q)

1 (78)
— 5Tl ze ) + T2l s o))l 1175 0

1 3 1 2 1 2
ZZEHPHL?’ - m”fllHLz - @HQQHH —Cr
with L the constant in the Poincaré inequality
IVl 720y = L 2lal72(0)- (79)

Using the Poincaré inequality (79), we absorb the terms ||g; |7, from (78) into the dissipation terms || V¢;||7 .
from (72). Thus from (72), (78) and (79) we obtain

2 2 2
d 1 ) 3 ) 1, 3 1
— “d. - i|°d — 3 < (O — [ Fq;dz. 80
dt;QDi/qu x+4;/Q!Vq\ v+ ol < r+;Di/ﬂ qida (80)

’/ Fiq;dx
Q

We have
< Cr(llpllze + llullar + D)lgil 2 (81)

and therefore we have that

2
f=> 5 /Q da (82)
obeys
&5+ Dy < Cr + Grluly (83)
with
21 1
P=3 ) [ 1¥aldz+ Lol (84
We singled out the coefficient Cr of ||lu||% because we use it next. We take a constant
f=—0 (85)
2K L2Cr

such that the dissipation in the Navier-Stokes energy balance exceeds twice the contribution from | u||% in
the right hand side of (83) when the latter is multiplied by &,

IV(/Q\VuIde > 26Cr ||ul|%.- (86)
We consider
F= %HUH%{-F,P-Fégg (87)
and, using (44), (64) and (83) multiplied by § we obtain
2
57 3k f, 9 3 S IVal + gl
) = ) (88)
<Crlloll2(d Naillee + 1) + llpll e llulla + Y laill 2 + 1.
i=1 i=1

The positive cubic term in p on the left hand side together with the rest of positive quadratic dissipative
terms on the left hand side can be used to absorb all the quadratic terms on the right hand side, because they
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all involve at least one p, and the linear terms are also absorbed using Poincaré inequalities for both ¢; and
for w. This results in

d
%}_ﬁ— crF <Cr (89)
with ¢ > 0. It follows that
F(t) < F(0)e™ " + Cr (90)
This implies in particular that
lp®)lI7> < CrF(0)e™r" + Cr o1
and, squaring and integrating in time, (24) holds
B(T) < Cr(F(0)? +T). (92)
Moreover, the dissipation is time integrable,
(v = 5
2 2 3
— d — i — dt < C 0)+1T). 93
/ {2K IR >Vl + 4€|pHL3} < Or(F(0) +7) 93)
It follows from (32) that (74) holds. ]
THEOREM 4. Let m > 2 and assume Dy = Do = --- = Dy, = D > 0. Let T > 0 be arbitrary. Let

ci(-,0) > 0, ¢;(-,0) € HY, cijoo = i and ug € V be given. Then the system (1), (2), (4)) with boundary
conditions (5), (6), (7) has global nonnegative strong solutions on [0, T|. The system (1), (2), (3) has global
nonnegative strong solutions if

T
/ lullbdt < oc. (94)
0
Moreover
m T m m T
sup SO+ [ 3 lesO)lBade < G | Y IOl + [l + 1] eCrT R0
0<I<T = 0 i i1 0
95)

holds for all T, where R(T) is given by (33), U(T) is given by (34), and with Cr depending only on the
boundary conditions ~; and W, domain ), and parameters v, D;, e, K.

PROOF. We consider the auxiliary variables

S= (96)
=1
and
Z=>zq. (97)
=1

Summing in (13) we have

(@ +u-V)S = D(AS +div (ZVP)) + Fs %)
(O +u-V)Z = D((AZ +div (SV®)) + Fy, (
with
Fs=)_F, 99)
=1

m
Fz=7) uF, (100)
i=1
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and F; given in (14) and with D in (49). Multiplying by .S and Z and integrating by parts (twice in the
nonlinear term, once in linear terms) we obtain

1 D
2;/(S2+Zz)d:c+D/(|VS|2+|VZ\2)dx:6/ SZpdac+/ (SFs + ZFz)dz  (101)
Q Q Q

Now we use

Z=p-Ty (102)
and
m
S=) ¢TIy (103)
=1
with
M
Ts=>» T (104)
=1
and
m
'y = Zlez (105)
together with
m
> e >l (106)
to deduce
SZp > |p|* —=Tsp® — SpI'y. (107)

Let us note the relationships

Fg=—u-VIg+ D(Al's +div(I'zV®)), (108)
Fy=—u-VI'z+ D(ATz +div(I'sV®)).
We deduce that
/Q(SFS + ZFz)dz| <Cr([[ullg + 1)([S]lz2 + 1 Z]z2) + Crl[Ve| L2 (VS22 + IV Z][2)
(109)

D .
<CF+CFHUHH+ (IVSIE: + IV 2172) + 5 llels

where in the second line, we use Poincaré inequahtles to bound ||.S|| 2, || Z]| 2. We also use (31) to bound
V@[3, < Cp|[V®[3; < Cr(1 + |pll35) and then use a Young’s inequality. Using (101) and (107) to

absorb terms on the right hand side of (109), we obtain

G |8+ 2o+ [ (98P 92P)n+ 2 [ oPds < G+ Cullulh. 10)
We take ¢ defined in (85) with the current Cp and consider the functional
Q—|yuHH+P+6/ (S* + Z%)dx (111)
and obtain from (44), (64) and (110)
G0+ 5 | [9uPds + DAVSIE: + IV ZI3:) + 2o

(112)

<Cr(llpl 2 ( Z lei = Tillzz + 1) + [lpll 2 llull & +Z llei = Till g2 + 1],
=1 =1
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where the contribution from §Cr ||u||%; coming from (110) is abosrbed in the dissipation term coming from
(44). Now we note that

m
0<G<Y a=5+Ts (113)
=1
implies that
lei = Tillpe < |IS][z2 + Cr (114)

and the Poincaré inequality for S implies
2 1 2
IVSIze = 7z llei = Tillz2 — Cr- (115)

Therefore we obtain using Poincaré, Holder and Young inequalities to absorb all the time-dependent terms
on the right hand side of (112) into the left,

d
@g +erGg < Cp (116)

with cr > 0. The rest of the proof follows as in the proof of Theorem 3. ([l

REMARK 2. Theorems 3 and 4 hold if v; and W are smooth bounded functions of time. There are
natural modifications to the formula ( 14) for F; and the constants in the estimates, but, in view of Remark
1, the scheme of proof remains unchanged.
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