
Proceedings of the ASME 2022
International Design Engineering Technical Conferences &

Computers and Information in Engineering Conference
IDETC/CIE 2022

August 14-17, 2022, St. Louis, Missouri

DETC2022-91023

QUICKPROBE: QUICK PHYSICAL PROTOTYPING-IN-CONTEXT USING PHYSICAL
SCAFFOLDS IN DIGITAL ENVIRONMENTS

Abhijeet Singh Raina ∗, Shantanu Vyas ², Matthew Ebert ³, Vinayak R. Krishnamurthy§ ,

J.Mike Walker ‘66 Department of Mechanical Engineering
§Department of Computer Science and Engineering (by Affiliation)

Texas A&M University, College Station, TX, USA.

ABSTRACT

In this paper, we introduce a novel prototyping workflow,

QuickProbe, that enables a user to create quick-and-dirty pro-

totypes taking direct inspiration from existing physical objects.

Our workflow is inspired by the notion of prototyping-in-context

using physical scaffolds in digital environments. To achieve this

we introduce a simple kinesthetic-geometric curve representation

wherein we integrated the geometric representation of the curve

with the virtual kinesthetic feedback. We test the efficacy of this

kinesthetic-geometric curve representation through a qualitative

user study conducted with ten participants. In this study, users

were asked to generate wire-frame curve networks on top of the

physical shapes by sampling multiple control points along the sur-

face. We conducted two different sets of experiments in this work.

In the first set of experiments, users were tasked with tracing the

physical shape of the object. In the second set of experiments, the

goal was to explore different artistic designs that the user could

draw using the physical scaffolding of the shapes. Through our

user studies, we showed the variety of designs that the users were

able to create. We also evaluated the similarities and differences

we observed between the two different sets of experiments. We

further discuss the user feedback and the possible design scenarios

where our QuickProbe workflow can be used.
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1 Introduction

1.1 Context & Motivation

Prototyping is a valuable tool in promoting creative idea

generation in early design. Lim et al. noted that prototypes can

be tools to explore the design space in that they are ªpurposefully

formed manifestations of design ideasº [1]. Gerber notes that low-

fidelity prototyping affords design practitioners the opportunity

to learn from failures thereby providing them confidence in their

creative ability [2]. Prototypes have also been viewed as tools for

reflection in the early design stages [3] In fact, the efficacy of low-

fidelity prototyping goes as far back as the work by Rudd et al. [4]

who noted that the key advantage of low-fidelity prototyping

is in supporting the refinements in product requirements and

preliminary analysis in the early stages of design.

Despite the increased interest in computational fabrication

research to support, enable, and enhance physical prototyping,

there are only a handful of tools that bridge the gap between de-

sign and prototyping [5]. Much of the prior work in creativity

support, typically undertaken in the graphical and HCI communi-

ties focuses on purely digital prototyping [6]. To that effect, even

much of virtual, augmented, and mixed reality systems for design

primarily focus on the creation of the digital artifact [7, 8].

In this paper, we envision a new type of a prototyping work-

flow, which we call the ªphysical-to-digital-to-physicalº workflow

for prototyping. The key idea is to enable a user to seamlessly use

physical objects within virtual environments in order to design

and subsequently fabricate low-fidelity prototypes for exploratory

design. This is akin to how we typically make things in real life;
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the user during the prototyping task. For this, we present a case

where such control can be obtained through direct interaction

with the physical objects in close range spaces, known as the

peripersonal space.

The key insight behind our approach comes from the funda-

mental works in ecological psychology, which was spearheaded

by Gibson and others in the 60s. The basic premise is that action

and perception are intimately connected in close-range spaces

(i.e. the peripersonal space) thereby offering immense control

in spatial manipulation. Even though this view has been echoed

in different forms in recent seminal works on natural user inter-

faces [19], there is little operational demonstration specifically in

the context of low-fidelity prototyping.

We designed, developed, and evaluated our workflow, that

we call QuickProbe to embody the principles of ecological psy-

chology toward low-fidelity prototyping. To enable a smooth

integration between the physical and digital spaces, we develop

the idea of blended haptic feedback [20, 21] wherein not only

is the user able to touch the physical object but simultaneously

feel the bending and stretching of the digital curves being created

with the proxy in context. To achieve this, we develop the idea of

a ªkinesthetic curveº that directly leverages the geometric repre-

sentation of the curve to emulate haptic feedback in the form of

stretching and bending the curve.

2 QuickProbe Methodology

We designed an interactive virtual reality (VR) system to do

quick prototyping by using physical models of day-to-day objects

as scaffolds. In this section, we discuss some fundamental design

considerations while designing the interface, system design and

implementation, introduce a new Kinesthetic curve modelling

technique, and explain the interaction workflow.

2.1 Interface Design Considerations

Our physical setup consists of a haptics device to provide

kinesthetic feedback, a monitor screen to visualize the actions

and a physical object as scaffold. Details about the study setup

can be found in Sec: 2.2. Below we discuss some factors that we

considered while designing the interface.

1. Spatial Configuration: The location of the action space

with respect to the body is a key factor while designing the

interface. We utilized the action field theory to determine the

motor control afforded by the system based on the proxim-

ity of the physical object to the user [22]. We designed the

interactions such that the actions performed by the user are

close to the body. This space is generally referred to as the

peripersonal space. Galigani et al. made a note that active

tool-usage (haptics stylus in this case) in the user’s periper-

sonal space enhanced their proxemic perception, allowing for

precise control of actions [23]. Hence, using a small space

close to the user’s body gave user a better chance at placing

the control points in a precise manner. The haptics device

also imposed some physical constraints based on it’s range

of motion. We placed the physical object such that it was

close to the user’s body while also keeping it accessible via

the haptics stylus. We also used a desk with lower height and

a high seating position, giving the user better visibility of the

back side of the object.

2. Feedback: The system provided three types of feedback: Vi-

sual feedback through rendering of the drawn curve, tangible

feedback from physically touching the object with the stylus

tip, and kinesthetic feedback by the haptics device based on

the curve geometry (Sec. 2.3).

3. Modeling: The goal of this setup is to enable users to do

quick prototyping by using physical objects as scaffolds. We

choose curved networks to model the prototypes because

they would use lesser time and material to manufacture. To

increase the speed of prototyping, we choose to sample points

on the surface of the physical object rather than drawing

continuous curves.

2.2 System Setup and Implementation

Our experimental setup (Fig. 1) comprised of a 3D Systems

Touch haptics device capable of providing a maximum force of 3.3

N. An Alienware 15R3 laptop computer with an Intel Core i7−

7700HQ CPU (2.6GHz), 16GB of GDDR5 RAM, and a NVIDIA

GeForce GTX2070 graphics card, running 64-bit Windows 10

Professional Operating System was used. Our application was

developed in the Unity3D game engine using the 3D Systems

Openhaptics® Unity plugin. The application was mirrored on a

monitor screen. The participants used four different 3-D printed

models as a base to draw curves by sampling control points on

the surface of these models. Since the 3-D printed models were

not tracked in the physical space, they were fixed on top of a

rigid base which was in turn fixed on a table. The position of

the haptics device was also fixed on the table, making sure that

the orientation and position of the models didn’t change with

respect to the haptics device during the study. Specific positions

and orientations for fixing the models were chosen that afforded

easy accessibility around the entire model while probing with the

haptics stylus. In this preliminary setup, the visual and kinesthetic

spaces are not co-located. Hence, the visual rendering is on the

screen, but the physical action is done near the body. We believe

that in this setup, the lack of co-location of the action and visual

spaces is compensated by a strong tangible connection to the

physical object.

2.3 ªKinesthetic-Curveº Modeling

In order to enhance the controlability of the curve during

mid-air interactions, we provide kinesthetic feedback constrained

by the curve geometry. Work by Ronak et al. [24], showed the role

3 Copyright © 2022 by ASME















survey, a few users did highlight their issues with the system in the

survey. Some of the system specific issues they mentioned were

the lack of a delete and undo feature, the ability of not moving

the pen more freely, and the lack of a rotation option in the virtual

interface. We believe that these features could be easily integrated

into future iterations of the workflow to make it more user-friendly.

In addition to these surveys, we also collected general feedback

from the participants regarding their experience using our system,

and these were generally positive. One participant said ªThis

was a very interesting and new experience that I would like to

learn more about. The movements were new and intriguing and I

enjoyed visualizing my work right in front of me on the computerº

while another mentioned ‘‘It was really smooth. One complaint

I had was when I made the error point the system tried to pull

me towards that point for the next point. Other than that, very

smooth interface and I would recommend it to others.º Overall,

the feedback we received from participants were detailed and

constructive.

5 Limitations & Future Work

Our study revealed some important design considerations for

future systems which can help achieve the broader goal of this

research i.e. prototyping in context. We designed this system to

help users create quick wire-frame prototypes by using physical

shapes as scaffolds. In this section we will discuss some of the

limitations of the existing system that we discovered during the

research and the scope for future systems. Since the objects used

as scaffolds were not tracked in the physical space, the user could

not rotate them to manipulate the view, change orientation, and

draw on the bottom part of the shapes. This limits the types of

designs a user would be able to create using this system. By

tracking the physical object, the user would be able to create

kinesthetic curves bi-manually. Another limitation of this system

is that the visual space and action space are not co-located. In

future systems, we would like to render the kinesthetic curves

directly on top of the physical object or render the physical object

in the virtual display, in order to co-locate both these spaces. This

would help enhance the blending of visual and tactile feedback.

With regards to the system workflow, an editing mode is required

so that the user could edit the existing 3D wire-frame network

prototypes and refine them as desired. Different haptics feedback

for editing could be rendered in order to aid with the overall

design process. When asked for some future use cases, the users

suggested that this system could be used to model digital objects in

AR/VR applications, educating children about rapid prototyping

by using a gamified approach, perform FEA analysis using the

haptics device, and reverse engineer a product to refine certain

elements.

6 Conclusion

Our main goal in this work was to enable users to create

quick-and-dirty prototypes using direct inspiration from physical

objects. Our motivation for the work stemmed from the notion

of prototyping-in-context. In order to enable this, we developed

a novel workflow, QuickProbe that used a kinesthetic-geometric

curve representation to allow users to create curve networks using

real world objects as physical scaffolds. Using our QuickProbe

workflow users could create virtual curve-networks by taking in-

spiration from physical objects. The curve-networks were then

geometrically represented as 3D wire-frame models using the con-

cept of sweeps. The 3D geometric representations were then used

to fabricate the prototypes created by users. In order to understand

how users interacted with our workflow we conducted two sets

of user studies with a total of 10 participants. Our first study

was focused on understanding how users created different curves

networks for objects belonging to the same class(i.e., computer

mice and shoes). Our second study focused on understanding how

participants used our workflow to create artistic-curve networks

on the physical scaffolds. Through our user studies we showed a

variety of designs that the participants created. We also showed

the 3D printed prototypes developed by participants. We further

discussed how our workflow could be used in specific designing

scenarios.
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