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Abstract—With the storage’s demand for high density and
long-term preservation, Deoxyribonucleic Acid (DNA) has be-
come a promising candidate to satisfy the requirement of archival
storage for rapidly increased digital volume. However, due to
the biochemical constraints, DNA storage faces critical issues of
low practical capacity and robustness. In this paper, we target
image applications and propose to apply approximation to DNA
storage to improve the overall encoding density and robustness
of DNA storage by using a hybrid lossy and lossless encoding
scheme (called HL-DNA). Several lossy and lossless encoding
schemes (lossy and lossless codes) are proposed and used to
encode incoming binary sequences. These two types of codes
are coordinated to balance the encoding density and errors. The
lossless codes are used to limit the errors and the lossy codes are
used to improve the encoding density. Moreover, the introduced
approximation and newly proposed hybrid encoding schemes in
one DNA strand can improve the robustness of DNA storage.
Finally, the experimental results indicate that the proposed HL-
DNA improves the encoding density of DNA storage and makes
it much close to the ideal case. Also, HL-DNA achieves higher
robustness to the injected errors than other DNA storage codes.

Index Terms—DNA Storage, Approximation, Encoding density

I. INTRODUCTION

With the explosively increased digital data, in past decades
many emerging storage devices have been investigated such as
Solid-State Drive (SSD) [1], [2], Shingled Magnetic Recording
(SMR) [3], [4], Interlaced Magnetic Recording (IMR) [5], [6],
etc. However, the capacity of existing storage media cannot
keep up with the growth of the created digital data. Also,
all devices could become obsolete within several years. The
data stored in the traditional storage devices are vulnerable
as they will perish in a few years. Therefore, synthetic de-
oxyribonucleic acid (DNA) becomes an attractive alternative
storage medium due to its potential of high density and long
durability. DNA storage can achieve a theoretical density of
455 Exa-bytes/gram [7] and has a long-lasting property for
several centuries and beyond.

IThis work was partially supported by NSF I/UCRC Center Research in
Intelligent Storage and the following NSF awards 2208317, 2204656, and
2204657.

However, the current DNA storage faces two critical issues.
One is that the practical DNA storage is far from the expected
capacity (e.g., terabytes per tube). As demonstrated in [8], [9],
a single tube capacity of DNA storage is only about several
hundreds gigabytes (e.g., only about 230 GB per tube indicated
in [9]). This is because of the bio-constraints in the DNA
storage. For example, to implement random access in DNA
storage, primers are necessary to be used and the number of
available primers is proportional to the DNA storage capacity.
However, the number of available primers will be significantly
decreased as the amount of digital data increases. Moreover,
ideally since there are four types of DNA nucleotides (i.e.,
A, T, G, and C), each nucleotide can represent 2-bit binary
data, that is, the encoding density is 2 bits per nucleotide (i.e.,
2 bits/nt). To avoid those biochemical constraints in DNA
storage, the encoding densities of previous studies are far
from the ideal encoding density. Secondly, the DNA storage
is error-prone. DNA storage faces different types of errors
during synthesis and sequencing processes such as deletion,
substitution, and insertion [8]. Those errors can significantly
reduce the original digital data quality [10].

To improve the densities and robustness of DNA storage,
different encoding schemes [8], [11], [12] (i.e., converting
digital data into DNA sequences), error-correction codes,
and biochemical technologies are proposed to improve the
efficiency of synthesis and sequencing processes. Rare of
them investigated how to efficiently improve the encoding
density and robustness of DNA storage together based on the
properties of those applications. Li et al. [10] proposed IMG-
DNA, which is the most recent study to increase the reliability
of DNA storage by using the properties of approximate storage
systems. However, IMG-DNA faced low encoding density
since they directly use the rotation code proposed by Bornholt
et al. [13]. Therefore, as inspired by the approximate storage
systems, there is a great potential to increase the encoding
density of DNA storage for approximate applications such as
images.

In this paper, we target image applications to increase the
encoding density and robustness of DNA storage. We propose
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Fig. 1: Basic steps of DNA storage.

a hybrid lossy/lossless encoding scheme, called HL-DNA, to
convert binary data to DNA sequences. Several lossy encoding
manners are newly proposed, which have the ideal encoding
density (i.e., 2bits/nt) but may introduce some approximation
during the decoding process. To complement those lossy
codes, we also propose lossless encoding schemes to reduce
the errors in DNA storage. An adaptive selection scheme will
be used for each DNA strand based on the error rate and
encoding density. Moreover, a partition scheme is proposed
to efficiently prevent the error propagation scenario of DNA
storage and increase the robustness of DNA storage. Finally,
the HL-DNA scheme significantly improves the encoding
density and robustness compared to prior work.

The remainder of this paper is organized as follows: Sec-
tion II describes the background of DNA storage. Section III
introduces the implementation of HL-DNA scheme. The fea-
sibility and overhead discussion is introduced in Section IV.
Section V shows the experimental results of HL-DNA and
compare them with some prior work. Some conclusions are
drawn in Section VI.

II. BACKGROUND

In this section, we mainly introduce the background of DNA
storage.

DNA storage basics: In DNA, four basic nucleotides (i.e.,
Adenine (A), Cytosine (C), Guanine (G), and Thymine (T)) as
the basic elements to construct DNA sequences. Essentially,
a single DNA strand or oligonucleotide is composed of a
number of nucleotides. Two complementary DNA strands are
bonded together based on the complementary pairs, which
form a double helix. In this helix form, A and T are a
complementary pair, and C and G are aligned with each
other. For DNA storage, people store binary digital data in
DNA strands, which has much high density and long-term
preservation. To implement the DNA storage, as shown in
Fig. 1, four major processes in the DNA storage system
are used: encoding, synthesis, sequencing, and decoding. The
encoding and synthesis refer to the processes of writing digital
data to DNA storage. The sequencing and decoding indicate
the processes of reading data out from DNA storage.

Encoding and decoding: since DNA has four types of
nucleotides and the digital binary has only two types of data,
‘1’ and ‘0’, to store binary digits to DNA storage, first of
all, we need to convert digital data into DNA format (i.e.,
A, T, G, and C). Ideally, to map binary data to nucleotides,
we can achieve 2 bits per nucleotides encoding density (2
bits/nt) since each nucleotide can represent two binary bits
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Fig. 2: DNA architecture with the rotation encoding man-
ner [13].

(e.g., 00—A, 01T, 10—C and 11—G). However, the ideal
encoding method will introduce much high error rates during
the synthesis and sequencing processes due to biochemical
constraints such as homopolymers. In other words, the synthe-
sis and sequencing processes are not friendly to some specific
DNA patterns and thus we should avoid them to make write
and read easily in DNA storage. Therefore, most existing
studies [8], [11], [13]-[16] avoid the special patterns such as
homopolymers and obtain much lower encoding density than 2
bits/nt. The decoding process is a reverse process of encoding.
After reading DNA strands out from sequencing machines,
DNA sequences are decoded back to binary data according to
the encoding schemes.

DNA Storage Errors: In DNA storage, there are three
major types of errors including deletion, insertion and substi-
tution. More specifically, some nucleotides might be written
or read by another type of nucleotides (i.e., substitution) or
may not be written into the DNA strands or read out (i.e.,
deletion) or newly added into or read out (i.e., insertion). The
substitution error rate may reach 0.8% per base, which are
around 2X-10X higher than the other two types [8], [17].
Moreover, some features may increase the error probability
in the synthesis and sequencing processes. For example, due
to the technology limitation, with increasing DNA strand
length, it becomes harder to add more nucleotides on the DNA
strands. In other words, when the strand length increases, the
errors happening on each nucleotide bind also exponentially
increase [8], [15], [18]-[21]. Therefore, most of the existing
works for DNA storage use 1007300 bp length of a DNA
strand. GC content (i.e., the percentage of bases in a DNA
sequence that are either C or G) is related to the melting
temperature of DNA strands during PCR. Too high and too
low GC content cause too high melting point and unspecific
binding with primers, respectively, which makes PCR more
difficult and error-prone.

Some other features such as long homopolymers (e.g.,
AAAAA), hairpins/loops/secondary structures, and other
forms of higher-order structures [22] also induce the dif-
ficulty of writing or reading DNA strands. Although hair-
pins/loops/secondary structures and higher-order structure in-
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crease the difficulty of sequencing, DNA strands with those
structures are possibly read out by one or several time
sequencings. Therefore, most of the existing DNA storage
studies [8], [11], [13]-[16], [23]-[26] proposed their encoding
schemes only intentionally avoiding the long homopolymers
and low/high GC content since the hairpins/loops/secondary
structures and other forms of a higher-order structure are hard
to avoid and might be mitigated by sequencing multiple times.

III. HL-DNA ALGORITHM DESIGN

In this section, we introduce our proposed HL-DNA algo-
rithm design. First, we describe the lossless encoding schemes,
which achieve a lower encoding density but no error is
introduced. Based on that, an extension of lossless encoding
schemes is proposed to add approximation to the encoding
scheme to increase the encoding density. After that, with a
pool of encoding schemes, the HL-DNA scheme demonstrates
the algorithm of combining all those proposed schemes to
increase the encoding density of the DNA storage system
while remaining a low error rate for those image applications.
Finally, we proposed a new partition scheme for HL-DNA to
improve the robustness of DNA storage.

A. Lossless Encoding Schemes

As discussed in the background section, due to the biochem-
ical constraints, the DNA storage encoding scheme should sat-
isfy some rules to mitigate the induced errors during synthesis
and sequencing processes. The biochemical constraints include
the absence of homopolymers (e.g., AAAA) and low/high GC
content (i.e., the ratio of G and C in the DNA sequence). To
satisfy the biochemical constraints, people [13] proposed the
rotation code, in which the current encoded nucleotide is based
on the current binary bits and the last nucleotide.

As inspired by the rotation code [13], we propose new
lossless codes with a rotation manner. Lossless means that the
digital binary data encoded into DNA sequences can be cor-
rectly recovered from the decoding process theoretically. Two
encoding manners (i.e., CO and C1) are indicated in Fig. 3.
For each encoding manner, unlike the rotation code [13],
the binary patterns will have different encoding densities. We
define a digital pattern based on two binary digits, and thus
there are four combinations (i.e., ‘00’, ‘01’, ‘10’, and ‘11’)
for 2-bit patterns. Those two encoding manners (CO and C1)
achieve different encoding densities for these 2-bit patterns.
For example, CO encodes any 2-bit pattern with the first bit
of ‘0’ into one nucleotide and others into two nucleotides.
That is, the patterns ‘00’ and ‘01 will be encoded into one
nucleotide, and the patterns ‘10’ and ‘11’ will be encoded
into two nucleotides. In contrast, C1 encodes the patterns
‘10’ and ‘11’ into one nucleotide and ‘00’ and ‘01’ into two
nucleotides.

According to the CO and C1 encoding manners, if a binary
sequence contains more ‘0X’ patterns (where ‘X’ can be either
‘0’ and ‘1’), CO can achieve a higher encoding density than
C1, vice versa. Therefore, based on the pattern frequencies in
a binary sequence, we can select different encoding manners
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Fig. 3: Combined lossless code Design.

to achieve a higher encoding density. The details of how
to achieve the hybrid encoding scheme are introduced in
Section III-D.

B. Lossy Encoding Schemes

Based on the properties of image applications, a few errors
in those data will not affect the data quality too much. For
example, even though errors are added to some pixels of an
image, we can still clearly recognize the image. Based on that,
in this work, we can use lossy codes to enhance the overall
encoding density of DNA storage for those approximate ap-
plications.

As observed from Fig. 3, in the lossless encoding scheme,
the low-density portion can only have the encoding density of
1 bit/nt. Therefore, if an incoming binary sequence contains
many '10° and ’11° patterns, the encoding density will be
close to 1 bit/nt by using CO encoding scheme. Similarly, C1
encoding scheme will face low encoding density when a binary
sequence includes a lot of 00’ and 01’ patterns. These two
codes have four rows (i.e., four binary patterns). The reason
is that 2-bit binary has four types of patterns but DNA only
has four types of nucleotides. If we want to achieve a rotation
manner that only encodes binary patterns to one nucleotide, it
must satisfy that the number of patterns is one less than the
number of types of nucleotides (i.e., 4). That is, the number of
binary patterns needs to be 3. By doing so, each pattern will
be encoded into only one nucleotide as indicated in Fig. 2.
Another observation from Fig, 3 is that the binary patterns
in the low-density portion of each proposed lossless coding
manner have the same first bit. In other words, CO follows
’1X’ format and C1 follows '0X’ format, where ‘X’ indicates
either ‘0’ or ‘1.

According to the above discussion, we apply the approxi-
mation to the encoding scheme and propose lossy encoding
manners to improve the encoding density. As indicated in
Fig. 4, the lossless code can be extended to the lossy design.
For the lossy design, each coding manner covers three binary
patterns. The first two binary patterns are the same as that
of lossless code design, but the last one in the lossy design
has an uncertain pattern. Taking C10 as an example in Fig. 4,
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Fig. 4: Combined lossy code design. The binary pattern
‘AX(C)’ indicates that the patterns ‘A0’ and ‘A1’ belongs to
this pattern but will be decoded to ‘AC’. For example, ‘1X(0)’
refers to the patterns ‘10” and ‘11’ but will be decoded to ‘10°.

if a 2-bit pattern has the first bit as ‘1’, it will belong to
the pattern of ‘1X(0)’. Then, the digital patterns of ‘10’ and
‘11” will be encoded to the same nucleotide. For the decoding
process, ‘(0)’ in ‘1X(0)’ indicates that the nucleotides will
be decoded back to ‘10’. Therefore, ‘lossy’ in this design
comes from the patterns of ‘10° and ‘11’ only decoded back
to ‘10’ in C10. By doing so, the encoding density of C10 is
2 bits/nt although it introduces errors. Similarly, C11, CO00,
and CO1 follow the same concept as C10. The only difference
between them is which binary pattern contributes to the lossy
encoding. The reason for using multiple coding manners is that
if the frequency of one specific binary pattern is really high
and the pattern belongs to the lossy part, the binary sequence
might be inserted with a high error rate resulting in low data
quality. With multiple lossy encoding manners, these encod-
ing manners introduce errors from different specific binary
patterns. So, if we can analyze the frequency of the patterns
in binary sequences first, we can reduce the errors by using
the combination of multiple encoding manners. The details of
the hybrid mapping scheme are introduced in Section III-D.

C. Fartition Scheme

As introduced in the background section, the DNA storage
is error-prone, and the sequencing results may have errors
such as insertion, deletion, and substitution. Those errors may
cause a significant impact on the quality of digital data. We
follow similar idea from [10] to insert A’ into one DNA
strand at a specific position to fit the proposed encoding
scheme. As demonstrated in Fig. 5, a new start point "A’
is inserted into one DNA strand at a specific position. The
DNA chunks before and after the start point could be encoded
with different encoding schemes. The advantages of using
the partition are twofold. One is similar to IMG-DNA [10]
the partition can improve the robustness of DNA storage due
to preventing the error propagation. The other advantage is
that the partition enables multiple encoding schemes used in
one DNA strand. Since one DNA strand may follow different
pattern distributions, multiple encoding schemes in one strand
can further improve the encoding density.
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The reason to choose A’ as a new start point is that the
"XAX’ pattern ("X’ is one of the other three nucleotides (i.e.,
T, G, and C)) has the lowest error rate compared to other
patterns [8]. The position of the start point can be recorded
in the metadata of DNA storage, which is used to identify the
start point of the next DNA chunk. Based on the encoding
schemes, the positions of the start points might be varied,
and it may introduce a large overhead to record them. In this
paper, we assume those starting partitions use lossy codes and
thus the number of nucleotides can be pre-computed. In other
words, all DNA strands will have the same position of the
start point.

D. Overall HL-DNA Scheme

In this subsection, we introduce the overall architecture
of the hybrid lossy/lossless encoding (HL-DNA) scheme. As
indicated in the previous sections, there are two types of
encoding manners, lossless and lossy. The lossy encoding
manner introduces errors but improves the encoding density.
The lossless manner will compensate for the lossy encoding
manner to mitigate the error rate. Therefore, these two en-
coding manners are balanced with each other to improve the
overall encoding density while remaining good data quality.

For the whole process of the HL-DNA scheme, as intro-
duced in Fig. 6, a long bitstream will be first chunked into
a fixed-length (e.g., 400 bits). If we have two partitions,
the fixed-length bitstream will further partition into two bit-
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streams. Then, the fixed bitstreams will go through the HL-
DNA algorithm to select a code for each short bitstream, which
achieves a good encoding density while remaining a low error
rate (the details are shown in the following paragraph). After
that, the corresponding metadata information including primer,
internal index, encoding format, and error-correction code
(ECC) are attached to the payload. The new start point will be
also inserted at the beginning of the second partition. Then,
each DNA strand will be synthesized into DNA sequences.
To decode a DNA strand, the process is a reserved process
of encoding. First, the DNA strand will be amplified via
PCR and sequenced out. The encoding format field will first
determine the encoding manners of the DNA strand. Finally,
the corresponding binary sequence will be decoded following
the encoding manner. For the encoding field, since we have a
total of six encoding manners (i.e., CO, C1, C00, COl1, C10,
and C11) and two partitions in each DNA strand, it requires
three nucleotides to represent them in the format field. If we
have more partitions or more types of encoding manners, the
coding format field needs more nucleotides to distinguish the
encoding scheme for each partition in one DNA strand, and
thus it will cause a higher overhead.

Algorithm 1 indicates the details of the HL-DNA scheme.
First, for each incoming binary sequence, the frequencies
of four binary patterns (i.e., ‘00’, ‘01’, ‘10’, and ‘11’) in
the binary sequence will be computed (Line 6). Then, two
encoding paths are used. The first one is to select a lossless
code (Lines 7-12). Based on the densities, we will select the
lossless code with a higher encoding density. The second
path is to choose a proper lossy code among four codes in
Fig. 4 (Lines 13-24). Since all those lossy codes have an
encoding density of 2 bits/nt, the selection criterion is based
on how much error the code introduces. Finally, according to
the encoding density of lossless codes and error rates of lossy
codes, a proper code is selected to encode the corresponding
binary sequence. Since the state-of-the-art code using the
rotating encoding [8] has an encoding density of about 1.6
bits/nt, we use 1.65 bits/nt as a threshold for the lossless codes
to make sure that the overall encoding density of HL-DNA is
higher than the state-of-the-art codes. The error rate threshold
is another tuning parameter, which is defined by the number
of induced wrong bits divided by the total number of binary
bits. The error rate threshold balances the trade-off between
data quality and encoding density. We take an empirical value
of 0.1 as a default value. In the experiment, we investigate the
influence of the error rate threshold on the data quality and
encoding density.

IV. FEASIBILITY

This section mainly focuses on the feasibility of the pro-
posed HL-DNA scheme. Due to the large data size and high-
cost sequencing and synthesis in DNA storage, the experi-
ments of this work are based on simulation. It is common
to use the simulation-based feasibility check in biological
fields since the simulation can reflect real-life events to avoid
potential collision/fails, and improve the success rate of future

Algorithm 1 HL-DNA Algorithm

1: Inputs: BinarySeqs //**Binary sequences®*//

2: Qutputs: DNASeqs //**DNA sequences**//

3: procedure HL-DNA ENCODING ALGORITHM(binary se-
quence BinarySeqs)

binary_len = length(BinarySeqs)

5: for i in binary_len do

: Compute frequencies f,, of four binary patterns
‘11°, “10°, ‘01°, 00

7: if fi1+ fio > foo+fo1blthel1[
H manry_Len
8: density_lossless = m
DNA_lossless = C1(i)
10: else
. binary_l
1 density_lossy = %
12: DNA_lossless = CO(i)
13: if foo == min(foo, f%17 f1o,lf11) then
H nar en
14: density_lossy = m
15: DNA_lossy = C01(1)
16: else if fo; == mm(fg()» f01ylf10, f11) then
. inary_len
17: density_lossy = m
18: DNA_lossy = C00(1)
19: else if f1p == mm(fgo» f017lf107 f11) then
H nary_Len
20: density_lossy = m
21: DNA_lossy = C11(1)
22: else ‘
23: density_lossy = %
24: DNA_lossy = C10(1)
. _ min(foo,fo1,f10,f11)
25 e = Tt ot fot
26: if density_lossless < 1.65bits/nt or err <
Threshold then
27: DNASeqs[i] = DNA_lossy
28: else
29: DNASeqs[i] = DNA_lossless

30: Note: C0(), C1(), C00(), CO1(), C10(), and C11() are the
functions of encoding manners in Fig. 3 and Fig. 4.

wet-lab experiments. Moreover, the price of synthesis and
sequencing in DNA storage can reach hundreds of thousand
of dollars per GB. So, it is impractical to use expensive
experiments to investigate all possible scenarios for a large
amount of data.

Based on the commercial design rules [27], [28] for synthe-
sis and sequencing efficiency, we design a set of rules to check
the feasibility of the proposed scheme and previous studies [8],
[13], [15]. The design rules are shown in the following:

« Absence of long homopolymers (in this paper we use a
restrictive constraint and limits to avoid two consecutive
identical nucleotides) [15], [16].

o GC contents (40% - 60%) [8], [27], [29].

« Avoiding secondary structure: try to avoid sequences
containing two inverted repeats, separated by at least three
nucleotides [27].

o DNA strand length smaller than 1000 bp [27], [28].
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Fig. 7: Graphic view of different image examples with the error threshold of 0.1. (a), (c), (e) and (g) are original image
examples. (b), (d), (f) and (h) are based on the HL-DNA schemes with the results of SSIM and Encoding Density.

TABLE I: Results of design rules check for HL-DNA and the
reference work [8].

Organick et al. [8] HL-DNA
GC content (Average ratio) 50.71% 51.38%
long homopolymer violation No Only have "AA’
Long DNA strand length No No
Self-sequence complementarity™ 0.382 0.329

*We use the self-sequence complementarity to indicate the secondary
structure in the encoded DNA strands. The value indicates the ratio of
DNA strands containing the self-sequence complementarity.

Table I demonstrates the feasibility results of two schemes.
For the GC content, both schemes have around 50% GC
contents since those two schemes use rotating codes, which
uniformly make the distribution of ’G’ and ’C’ nucleotides
close to 25%. For the long homopolymers, both schemes can
avoid long homopolymers due to rotating encoding behavior.
For the proposed HL-DNA, since we use the partition scheme
by injecting a new start point A’ in the middle of DNA
strands, it may create a ’AA’ pattern. With the investigation,
around 14% of DNA strands have only one AA’ pattern. In
general, a DNA strand can have up to four consecutive iden-
tical nucleotides with reasonable successful rates of synthesis
and sequencing [16]. Therefore, the proposed HL-DNA only
containing the *AA’ pattern in a small number of DNA strands
will not cause a problem for the synthesis and sequencing
processes. For the self-sequence complementarity structure,
we expected the number of the self-sequence complementarity
in DNA strands as small as possible. As shown in Table I,
the proposed HL-DNA achieves a little smaller ratio of self-
sequence complementarity than the referenced work [8]. Fi-
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nally, after comparing all design rules, the proposed HL-DNA
scheme achieves similar scores with the validated reference.
Therefore, we can conclude that the proposed HL-DNA will
have similar difficulties to the work [8] during synthesis and
sequencing processes, and be highly possible that all encoded
DNA strands by HL-DNA can be implemented in the wet-lab
experiments.

V. EXPERIMENTAL RESULTS

This section presents the experimental results with the com-
parison of the encoding density between different schemes.
We use three baseline encoding schemes denoted and used by
Church et al. [11], Organick et al. [8] and Blawat et al. [16].
The default DNA strand length is about 300 bp for all four
schemes. We run the simulation based on the system environ-
ment as indicated in Section IV. A dataset of images [30] is
used with about 4GB. To quantify the data quality, a metric
called SSIM (structural similarity index metric) [31] is used
between images with no errors and approximate images. The
SSIM values have a range of -1 to 1. The larger SSIM value
indicates that the two images are more similar to each other.
So, if two images are near-identical, the SSIM will be close
to 1.

A. Overall Comparison

In this subsection, we compare the previous schemes with
the proposed HL-DNA in terms of the encoding density.
The encoding density is the average value of all images. As
indicated in Fig. 8, the proposed HL-DNA achieves the best
encoding density among all those schemes. HL-DNA increases
the average encoding density of the previous studies by about
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Fig. 8: Overall comparison of average encoding density and
average SSIM between different schemes.

20.2% - 89.4%. In other words, for a DNA storage system,
the HL-DNA can improve the overall DNA capacity by about
21% compared to the state-of-the-art design. The reason is that
HL-DNA adds the approximation to the encoding scheme to
improve the encoding density. Based on the different binary
patterns in images, HL-DNA can adaptively select a proper
code to achieve a high encoding density while remaining
a low error rate. To investigate the accuracy of different
schemes, the average SSIM values are shown in Fig. 8.
The three baselines have no error induced with SSIM = 1
and the proposed HL-DNA obtains SSIM=0.784 on average.
Moreover, the densities of different images can be varied from
1.802 bits/nt to 1.998 bits/nt based on these examples. For the
variance investigation, the proposed HL-DNA delivers much
small 99% confidence interval ranges, which are (1.919bits/nt,
1.927bits/nt) and (0.775, 0.792) for encoding density and
SSIM, respectively. In summary, HL-DNA attains much higher
encoding densities while remaining good qualities for the
approximate applications.

To graphically see how many errors are introduced in the
images, several image examples are indicated in Fig. 7. We
find that the HL-DNA scheme can achieve a much close vision
to the original images and the major objects in those images
can be clearly recognized. Moreover, for different images, HL-
DNA may obtain much different SSIM values. For example,
the flower in Fig. 7(d) only gets the SSIM value about 0.669,
which is much lower than the wolf image (Fig. 7(f)) with
SSIM=0.896.

For the overhead, there are two major aspects. One is the
computation overhead since we need to scan the bitstream and
select a proper encoding scheme among six. The system run-
ning the experiments has Intel i-7-47900 CPU@3.6GHz and
8GB memory. The tool used to encode binary data into DNA
sequences is MATLAB2020a. HL-DNA has about 10.7ms per
DNA strand and previous studies have about 2.86ms per DNA
strand. Although HL-DNA has 3.7 times slower than others,
compared to the DNA synthesis time (around 10 hours), the
computation overhead is negligible. Moreover, those encoding
times can be further decreased if changing to a more efficient
computing manner such as running in C/C++ in parallel
or executing in high-performance systems. The other is the
overhead of the encoding field. Since we use about 300 nt
as the length of DNA strands and four extra nucleotides for
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Fig. 9: Robustness comparison by injecting different error rates
with 99% confidence interval.
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Fig. 10: Graphic view of one example with injecting an error
of 0.5% for four encoding schemes.

the encoding format indicator and the start point, it has about
4/300 = 1.33%, which can be easily complemented by the
enhanced encoding density. With biotechnology developing,
the DNA strand length might be longer and the overhead of
encoding format indicator and the start point is reduced further.

B. Robustness

In this subsection, we investigate the robustness of HL-
DNA storage system and three other baselines by randomly
injecting errors from 0.1% to 1% following the distributions
of the error model [8]. The errors include insertion, deletion,
and substitution errors. As shown in Fig. 9, the proposed
HL-DNA achieve much better robustness compared to the
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Fig. 11: The influence on encoding density and SSIM as
varying payload length for HL-DNA schemes with and without
the partition scheme.

other baselines by injecting various error rates. In detail, we
can find that for a small error injection, the proposed HL-
DNA obtain similar SSIM as the studies from Church et
at. [11] and Blawat et al. [16]. The reason is that HL-DNA
originally introduces approximation into DNA data and the
errors from both approximation and injection in HL-DNA is
quite similar to the injected error in the others. As increas-
ing the injected error rate, HL-DNA performs much higher
robustness compared to those two schemes. This is because
HL-DNA uses the partition scheme and lossy encoding scheme
preventing the injected errors. The work [8] obtains the worse
robustness among all those schemes since it borrows the
rotation scheme and aggregates the error propagation issue.
The schemes of Church et at. [11] and Blawat et al. [16]
gets similar robustness performance with different error rates
although they use different encoding scheme. That is because
both of them simply encode either one bit or one bytes for each
time and thus the current bit/byte has no relationship with its
subsequent bit/byte. As a result, they achieve better robustness
performance than the rotation code [8]. However, in reality,
those schemes of Church et at. [11] and Blawat et al. [16]
may violate some bio-constraints, such as the absence of two
consecutive identical nucleotides, and thus cause a higher
error rates during the synthesis and sequencing processes.
Fig. 10 provides an example of graphical view as injecting
a 0.5% error in those four encoding schemes. As analyzed
previously, the scheme [8] obtains the worse graphical view.
The proposed scheme HL-DNA achieves the best view due to
the approximation and the partition scheme.

C. Investigation with Varying DNA Strand Length

With the biology technology development, some of the bio-
constraints may become loose such as allowing longer DNA
strands for DNA storage. In this subsection, we investigate the
influence of longer DNA strand length on the encoding density
and the image quality of HL-DNA. Two types of schemes
are used for this comparison. One is the proposed HL-DNA,
and the other is HL-DNA without the partition scheme. As
indicated in Fig. 11, as increasing the payload length, the
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SSIM values for both schemes remain similar. This is because
the approximation error introduced will keep similar and is
independent of the payload length. For the encoding density,
HL-DNA achieves a flat trend since each partition will have the
same length and thus longer payload lengths have little impact
on the encoding density. However, the encoding density of the
scheme without the partition is decreased. This is because with
a long payload length, without the partition scheme, one DNA
strand can only use a single encoding scheme and may not be
proper to the pattern distributions of the whole DNA strand.
In summary, by increasing the DNA strand length with the
biotechnology improvement, the proposed HL-DNA scheme
can still keep its advantages and maintain high encoding
densities.

VI. CONCLUSION

In this paper, we target on image applications and store
them in DNA storage. We propose to apply approximation
to DNA storage to improve the overall encoding density and
robustness of DNA storage by using a hybrid lossy and lossless
encoding scheme (called HL-DNA). Multiple approximate
encoding schemes (lossy and lossless codes) are proposed
and used to encode incoming binary sequence. The lossless
codes are used to limit the errors. These two types of codes
are coordinate to balance the encoding density and errors.
Moreover, the introduced approximation and newly proposed
hybrid encoding schemes in one DNA strand can improve the
robustness of DNA storage. Finally, the experimental results
indicate that the proposed HL-DNA improves the encoding
density of DNA storage and makes it much close to the ideal
case (i.e., 2 bits/nt). Also, HL-DNA achieves lower errors than
other DNA storage codes.
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