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1. Introduction

Solutions of many problems in science and engineering are required to be positive or within a prescribed interval. It is
important, and oftentimes necessary, for a numerical method to preserve its bound/positivity. There exist a large literature
on constructing positivity and/or bound preserving schemes for various problems, most of them are for first-order or second-
order partial differential equations. In particular, for first-order hyperbolic systems, sophisticated post-processing (limiter)
procedures for explicit schemes are developed in [27,26]. While the post-processing procedures can in principle be applied
to explicit schemes for higher-order equations, there are not particularly efficient due to the severe time step constraints
for explicit schemes to higher-order equations; For second-order parabolic systems, various numerical methods based on
finite differences and finite elements have been developed by exploring the discrete maximum principle (see, for instance,
[10-12,20,21] and the references therein).

On the other hand, less attention has been made to fourth- or higher-order systems with positivity and/or bound pre-
serving properties. Two main difficulties for this class of problems are (i) the lack of maximum principle, and (ii) high-order
spatial derivatives. Some existing approaches include:

e Cut-off and Lagrange multiplier approach: an ad-hoc approach is to simply cut off the values outside of the desired
range. This approach is very simple and can achieve high order, under some specific situations, in L2-norm [23,19]. But
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drawbacks of this approach include: (i) difficult to conserve mass, and (ii) the solution obtained by the cut-off approach
is usually not smooth so it is difficult to derive error estimates in energy norm.

e Convex splitting approach [3,7-9,15,22]: treat the convex part of the free energy implicitly to preserve bound/positivity,
for examples, see [3] for Cahn-Hilliard equations with logarithmic potential. The drawback of this approach is that a
nonlinear system has to be solved at each time step.

e Recently, a new Lagrange multiplier approach for constructing positivity preserving schemes was proposed in [5,6]. This
approach includes the cut-off approach as a special case and provides a new interpretation for the cut-off approach.
Furthermore, it can also preserve mass. But it is difficult to prove energy stability.

In [16], we combined the function transform with the SAV approach to construct unconditionally stable bound/positivity
preserving schemes for second-order parabolic systems. The main idea was to use a suitable function transform so that the
transformed function is always positive or within the specified bound, and then use the SAV approach to construct efficient
unconditionally stable schemes for the transformed equation. This method was shown to be effective for a class of second-
order equations in [16]. However, for fourth- or higher-order nonlinear systems, it appears that the transform systems can
become very complicated and difficult to solve. The main purpose of this paper is to extend this approach to deal with
fourth-order nonlinear systems.
To fix the idea, we consider the following fourth order nonlinear equations in a bounded domain Q C R4 d=1,2,3):

o=V - (f@)Vw), (11a)
_8E_ 1, CH (1.1b)
L ¢+ H(9), .

with either periodic or homogeneous Neumann boundary condition, where f(¢) is a positive mobility function, H(¢) is a
nonlinear potential, and E(¢) is the free energy

1
E(¢)=/£|V¢|2d9+/H(¢)dQ:= Eo(¢) + E1(e). (12)
Q Q

An important feature of the above system is that the following energy dissipation law holds
dE
%= | fovuraa <o (13)
Q

Examples of such equations include the Cahn-Hilliard equation [2], Lubrication-type equations [24].
In particular, with m > 0, we focus on the following two types of equations:

e Case 1. The Lubrication-type equations [24]: with f(¢) =m¢™, n> 0 and H(¢) =0 in (1.1).
e Case 2. The Cahn-Hilliard equation with logarithmic potential [2,13]: with constant mobility f(¢) =m or variable mo-

bility f(¢) =m¢(1 —¢) in (1.1), and H(¢p) =plogep + (1 — ¢)log(1 — @) + 3¢ (1 — ¢) in (1.2).

We observe that for Lubrication-type equations, the values of solution ¢ have to be positive, while for the Cahn-Hilliard
equation with logarithmic potential, the values of solution ¢ have to be within (0, 1). The above two problems are chal-
lenging due to (i) the singular nonlinear mobility function, (ii) solutions need to be bound or positivity preserving, and (iii)
fourth-order spatial derivatives.

We shall construct two classes of bound/positivity preserving and unconditionally stable schemes by combining the
function transform approach and the SAV approach in [18,17]. For the first class, we rewrite the transformed equation as a
system of two second-order equations, and then construct a class of linear and unconditionally stable schemes using the SAV
approach. At each time step, it requires solving a linear system of two second-order equations with variable coefficients. This
approach is most suitable for finite elements. It can also be used with a spectral discretization although it leads to coupled
linear systems with non-sparse matrices. For the second class, we divide the transformed equation by T’(u), where ¢ = T (u)
is a suitable function transform to guarantee positivity/bound preserving, and employ a suitable splitting of the nonlinear
mobility function f(¢), so that after time discretization by the SAV approach with all nonlinear terms and terms with
variable coefficients treated explicitly, one only needs to solve a system of two second-order linear equations with constant
coefficients. This approach is particularly suitable for spectral discretizations (as well as for finite difference methods). The
main contributions of this paper can be summarized as follows:

e We construct two classes of bound/positivity preserving schemes for two typical types of fourth order equations. These
schemes are unconditionally stable and can achieve high-order accuracy in time.

e For both classes of schemes, we provide rigorous proofs for bound/positivity preserving and establish unconditional
bounds for the numerical solutions.
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e We combine these schemes with a time adaptive strategy, and carry out simulations of challenging problems to show
their effectiveness and rubustness.

The rest of the paper is organized as follows. In the next section, we construct two classes of bound/positivity preserving
schemes, and prove that they are unconditionally stable. In the third section, we present ample numerical examples to
demonstrate the advantages of our numerical schemes. Some concluding remarks are given in the last section.

2. Bound/positivity preserving and unconditionally stable schemes

We present two methods to construct our bound/positivity preserving SAV for fourth-order equation: in the first method,
we need to solve two coupled second-order equations with variable coefficients, which is most suitable for finite element
method and can also be efficiently implemented with a preconditioned spectral discretization; in the second method, we
only need to solve two coupled second-order equations with constant coefficients, which can be highly efficient by using a
spectral or finite difference discretization.

Let I = (0,00) or I =(0,1) and assume that the values of solution ¢ are in I. Following the ideas in [16], which deals
with the second order equations, we first make a suitable mapping ¢ = T (u) with the range of T in I, then the equation (1.1)
on ¢ is transformed to an equation on u. Let u be an approximation to u, the range of the approximate solution ¢, = T (u)
will always be in I. In particular, for two typical cases mentioned above, we can use the following transformations:
= (0, 00): a suitable choice is T(v) =exp(v), so that u = T(v) is always positive.

0, 1): suitable choices include T(v) = 1 tanh(v) + % or T(v) = so that the range of u = T(v) is still in I.

(
=(

1
T+exp(—v)’

Note that we have T’(v) #0 for v € I.
We assume that there exists constant C > 0 such that

E1(¢) = —C+1, (2.1)

and we introduce a SAV r(t) = E(¢) + Co with Co = 2C + ||[E(¢®)||1<. Below, we shall describe two methods to solve the
transformed equation for u.

2.1. Method 1

Setting ¢ = T(u) in (1.1), we can expand (1.1) by adding an equation for the SAV as follows:

T'wur =V - (f(¢)Vi), (2.2a)
1
w= —E(T/(u)Au +T"W)|Vul?) + H'(¢), (2.2b)
dr r
—=— Vi, V). 2.2
i~ E@) TG (f@Vu, Vi) (2.20)
Then given " and (uf, ¢J) for j=n,--- ,n—k+1, we find (¢"*!, u™*1, "1 gnt1y by the following scheme:
sn+1_ n -
T/ (B (u™) 2 A — v (£ (B(@") V™1, 232
A = —L(T'(Br™) A" + T”(B(u™))) |V Br(u™)[?) + H' (B (™))
Odx  _
IfI = 0, . An+l — L, n+1 — An+1T —n+1 , 2.3b
(0, 00) T T@dx é ™) (2.3b)
If1=(0,1): / T dx = / #ldx, " =T, (2.3¢)
Q Q
rn+1 —_ rn+1 _— o i
- VAT vt 2.3d
m E(¢”+1)+C0(f(¢ )V L Attt (23d)
g e+ 1’)"“ Ci-a _‘;’_-11+1)lk I = k+1, kodd (2.3¢)
E(@+1) +Co K ' k+2, keven
un+1 — nz+1l—ln+1 , ¢n+1 — n]f(l+1(£n+]’ (2_3f)

where the constant «, operators Ay, By are defined by
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BDF1 scheme:

a1 =1, Ay(v")=v", By(h") =h"; (24)
BDF2 scheme: 3 1

=3, Ay (v =2v" — iv"”, By(h") = 2h™ — h"1; (2.5)
BDF3 scheme: 11 n n 3 n—1 1 n—2 n n n—1 n—2

a3:€, As(v) =3v —iv +§v , Bs(h")=3h"—-3h""" 4+ h""% (2.6)
BDF4 scheme: 25 4 1

=, Ag(vy =4v" — 3y 4 §v”_2 — Zv”—3, B4(h™) = 4h™ — 6h™ 1 +4h" 2 — p" 3, (2.7)

The formulae for k=5 and k =6 can be derived similarly. Several remarks are in order:

e The mass conservation for ¢"*! is guaranteed by (2.3b) or (2.3c), and the mass error for ¢"*! is 0 (st'). We can
determine A"t! in (2.3b) explicitly for the positivity preserving case while we need to solve a nonlinear equation (2.3c)
by iteration method to obtain A"*! for the bound preserving case.

e We choose I} to be even and it satisfies I, > k+1 to guarantee the whole scheme is k-th order accurate and 0 < n,’j“ <
1. As a result, the ranges of both ¢"t! and ¢"*! are in I.

e (2.3d) is a first-order approximation to (2.2c). Hence, r™t1 is a first order approximation to E(¢ (-, t"1)) 4+ Co which
implies that & is a first order approximation to 1. Hence, n{™' =1+ 0(8t‘*1), which implies that both ¢"*! and
"1 are k-th order approximation of ¢ (ty41) = T (U(tns1)).

e The above scheme can be efficiently implemented as follows:

- determine (@"*1, i™*1) by solving the coupled second-order system (2.3a);

- compute ¢"t1 from (2.3b) or (2.3c);

- with ¢"*! known, determine r"+! explicitly from (2.3d), and compute £"*! and n,’c'“ using (2.3e);
- update ¢"*! and u"*! using (2.3f), go to the next step.

Hence, the main computational cost is to solve the coupled second-order equations (2.3a) which amounts to solve the
following coupled system:

aX)u—V-bx)Vv = f(x), (2.8a)
v+ c®)Au = g(x), (2.8b)

where u and v satisfy either periodic or homogeneous Neumann boundary conditions, and a, b, ¢, f, g are given functions
with a, b, ¢ being positive.

Let X;, be a finite dimensional approximation space such that X, € H'() if u and v satisfy the homogeneous Neumann
boundary conditions, or X, € H}J(Q) :={v e HI(Q) : v periodic} if u and v satisfy the periodic boundary conditions. And let
(-, -)n be a discrete inner product on X x Xp, a Galerkin approximation to (2.8) is: Find uy, vi, € X}, such that

@®)up, pp)n + bEVvp, Vop)p = (f (X), dpn,  Yon € Xp, (2.92)
Vs Ydh — (Vup, V@ Yp)n = (X)), Yn)n, Yy € Xp. (2.9b)

Depending on the choice of Xj, the above coupled linear system can be solved directly or iteratively using a BiCGStab or
GMRES with a suitable preconditioner.

Note that for this method, we need to solve a coupled second-order system with variable coefficients so it is mostly
suitable if X; consists of local basis functions such as finite-elements which would lead to a sparse system that can be
efficiently solved. However, if X; consists of global basis functions such as in a spectral method, it may lead to a non-sparse
system that might be costly to form and solve. Hence, we shall present below a second method which is more suitable for
a spectral discretization.

2.2. Method 2

Setting ¢ = T(u) in (1.1), introducing v = % and dividing T’(u) on both sides, we can rewrite (1.1) as follows:

_ 8w, ¢,v)
us — f(p)av = W, (2.10a)
1. Tw o, HE@
V+O[AU— T’ W) [Vul® + T’ (2.10b)
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where g(u, ¢, v) is given by

g, ¢,v) = f(P)(VAT () +2Vv - VT () + Vf(¢) - V. (211)

The transformed equation (2.10) is complicated. However, if f(¢) is a constant, the left hand side of (2.10) has only con-
stant coefficients while the right hand side only has terms with lower-order derivatives. Thus, if we treat the left hand side
implicitly and the right hand side explicitly, we only need to solve a system of linear equations with constant coefficients at
each time step. Furthermore, in certain situations such as Cahn-Hilliard equations with logarithmic potentials, the nonlinear
terms can be greatly simplified by choosing a suitable transform function.

To deal with the variable mobility, similar to the method presented in [30,1], we rewrite (2.10a) as

Ur—S1Av+ Su=gu,¢,v) = %

where S, S, are suitable positive constants.
We introduce a SAV r(t) = E(¢) 4+ Co with Co =2C + |[E(¢%)||; and rewrite (2.10) and (1.3) as

+ (f(@) — S1)AV + Syu, (212)

Ur — S1Av + Sou=g(u, ¢, v), (2.13a)
1. Tw._ o, H@)

Vb A= VUl (2.13b)

d=Tw), wu=T Wy, (2.13¢)

d

2= (F@)Vi, V). (213d)

dt __E(¢)+C0

With r(0) = E(¢)|¢t=0 + Co, it is clear that the above system is equivalent to (1.1) with energy dissipative law (1.3).
Instead of discretizing (1.1), we shall discretize the expanded system (2.13) by using the general strategy introduced in
[16] as follows:

Given r" and (uf, ¢?) for j=n,---,n—k+1, find ("1, u"*+1 +1 g1+1) such that
O[kﬁnJrl(;tAk(un) _ S]A“)n+] + SzﬁﬂJrl :g(Bk(un), Bk(¢n), Bk(l_)n)), (214a)
Py LA = T g )2 4 WG
#Odx - i}
If I =(0,00): A" = fﬂi nHl — T @, 2.14b
( ) o T @ 1ydx ¢ ( ) ( )
IfI=(0,1): / T ™ dx = / #Odx, "1 = T g, (2.14c)
Q Q
/:Ln+l — ]—)n+1 T/(L—ln+1)’ (214d)
rn+1 —_h rn+1 _— + 41
=——— mrhvatth vattth), 2.14e
5 E(¢"+1)+C0(f(¢ V" vttt (214e)
it k+1, kodd
M = ————— g =1 - = : (2.14f)
E(@™t!) +Co k+ 2, k even
un+1 — n;z+1ﬁn+1 , ¢n+1 — nlr<1+1¢‘)n+1, (2'14g)

where the constant «, operators Ay, By are as before.

We observe that the main difference with Method 1 is that (2.3a) is replaced by (2.14a) which is now a coupled second-
order equation with constant coefficients and can be solved more efficiently, particularly with a spectral method or finite
difference method.

2.3. Astability result

It is obvious that the schemes (2.3) and (2.14) are bound/positivity preserving. Moreover, we have also the following
stability results.

Theorem 1. Given ¢ with rangein I = (0,1) or I = (0, 00), ul = T~1(¢!) fori =0, 1, ...,k — 1 and r". The schemes (2.3) and (2.14)
admit a unique solution satisfying the following properties unconditionally:

1. Mass conservation for g"1: [, ¢"dx = [, ¢°dx.
2. Bound preserving: i.e., the range of $"+1 and ¢"*+! are in I.
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3. Energy dissipation: Given 1 > 0 we have r"t1 > 0, £"1 > 0 and

rn+1 _ rn — —8t.§n+1 (f(q_)ﬂ+1)vllﬂ+1’ V[LTH]) < 0. (215)

4. Furthermore, for the k-th order schemes, there exists My > 0 such that
[V@"|| < My, Vn. (2.16)

Proof. Eliminating 7"*! from (2.14a), we find that #"*! is the solution of

S spu+ Latu=g, (2.17)
ot o

subjected to the periodic boundary condition or g—ﬁlm = Ba%lm =0, and with g being a given function. It is clear that
(2.17) admits a unique solution. On the other hand, (2.3a) leads to (2.8). It can be shown, using the standard theory for
linear elliptic equations, that (2.8) with the periodic boundary condition or homogeneous Neumann boundary condition
admits a unique solution.

The rest of the proof for the two schemes are exactly the same so we shall only do it for the scheme (2.14). It is obviously
that the range of ¢"*1 is in I and [, ¢"'dx = [, $°dx from (2.14c).

We derive from (2.14e) that

rn+1 :rﬂ/(l + (f(q_sTH*l)VI:LTH*l’ V,E(/n+1)>.

ot
E(¢"+1) + Co
Hence, if r" > 0, we have r"t! >0, and (2.15) follows directly from (2.14e).
It follows from (2.14f), (2.15) and the definition of Cq that

0 0
0<&™l < r LA@)€ (218)
E@t)+Co 1+IE@9)+C

As a result, (2.14f) and (2.18) together imply

0<(1—e"hlk <1, 0<nt! <1. (2.19)

k

Hence, the range of ¢™*! is also in I as ¢"+! =1+l
Now, it follows from (2.14f) and the assumption on Eq(u) that

rn—H 2T0
EM = — <— : (2.20)
E(p"t1) 4+ Co ~ IV +1]|2 42
Since n,’}“ =1—(1—&"Hk, there exists a polynomial Py of degree I; — 1 and a constant My > 0 such that
M
n+ly _entlp ently o Mk ) 221
et =16 Pl = (2.21)
Therefore, by the fact v/A < A +2 for all A >0, we have
Ive™ ' =g HIve™ ' | <My O (2:22)

2.4. Adaptive time stepping strategy

To fully take advantage of the unconditional stability of our schemes, one should use an adaptive time stepping [28,13,4].
It is clear that £"*1 should be close to 1 otherwise the numerical solution likely deviates from the exact solution. However,
£™1 close to 1 can not ensure a good approximation is achieved. Hence we modify the adaptive time-stepping algorithm
in [28] as follows. Given a default safety coefficient p, a reference tolerance tol, the minimum time steps Tyj, and the
maximum time steps Tmax, a tunable constant rq, r, and define

tol\ T
0 ) ' (2.23)

Aple.T) = p(—

We update the time step size by the following algorithm:
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102
102
10
104
. 0 . 100k
[ [
3 5
N_l N_l
108 ¢
10
—6—SAV-BDF1 10l —6—SAV-BDF3
—=— SAV-BDF2 10 —=a— SAV-BDF4
1st Ref e 3rd Ref
-~ 2nd Ref -~ 4th Ref
108 10712
10 102 107 10 102 107
dt dt
(a) BDF1 and BDF2 for Lubrication-type (b) BDF3 and BDF4 for Lubrication-type
equation equation

Fig. 1. (Example 1.) Accuracy test for the 1-D Lubrication-type equation using the SAV/BDFk schemes (k =1, 2, 3, 4).

Algorithm 1: Time step adaptive procedure.

Given: the previous time step 7, and the previous solutions u".

step 1. compute u"*! with time step 7,;

step 2. calculate e, 1 = max{|[u™! —u"|,rp|1 — £"H1)};

step 3. if e, 1 > tol, then
recalculate time step 7, < max{Tmin, Min{Agp(€n+1, Tn), Tmax}};
goto step 1

step 4. else update time step Tpi1 < Max{Tmin, Min{Agp(€n+1, Tn), Tmax}}:

step 5. endif

The above algorithm is only first-order, and is particularly efficient if one is interested only in the steady state solutions.
For first-order adaptive schemes, the usual choice of r; is 0.5. The choice of r, depends on specific problems, and needs to
be determined with some trial-and-error process. Higher-order BDF versions can be constructed as in [4,18].

3. Numerical results

In this section, we present ample numerical examples to verify our numerical schemes. For all the examples in this
section, periodic boundary conditions are imposed in all directions, and for space discretization, we employ the Fourier-
Spectral method [14,25]. We use Nx, Ny and Nz to denote the number of modes in x, y, z directions, respectively.

3.1. Convergence test

We first test accuracy of the two proposed methods.

Example 1 (Accuracy test of the scheme (2.3)). We consider the one-dimensional Lubrication-type equation (cf. Case 1 in the
introduction) with f(¢) =m¢. The computational domain is [—1, 1] and the initial condition is

¢ (x,0) = exp(sin(irx)). (3.1)
To preserve positivity, we use the function transform
¢ =T(u) =exp(u). (3.2)

The parameters are chosen as o = 1, m = 0.0001 and Nx = 64. The reference solution is generated by the fourth-order
scheme with 8t = 0.0002. We plot in Fig. 1 (a) the L2-error of the first- and second-order schemes at t, = 1, and in Fig. 1
(b), the L2-error of the third- and fourth-order schemes at t, = 1. Expected convergence rates are observed for all cases.

Note that the mass is exactly conserved only for ¢"*!, and with an error of order O (tx) (I, defined in (2.3e)) for ¢"*+1.
We report in Table 1 the mass error of different schemes at t, =1 for ¢"*!, which verifies that Ef . :=| [o¢" dx —
fQ ¢9dx| is of order O (8t') for the first-, second- and third-order schemes, and the magnitude of mass error for the fourth
order scheme is already very small at large §t.

Example 2 (Accuracy test of the scheme (2.14)). We consider the two dimensional Cahn-Hilliard equation with logarithmic
potential and constant mobility, i.e. Case 2 in the introduction with f(¢) = m. The computational domain is [0, 2] x [0, 2]
with the initial condition



F. Huang, J. Shen and K. Wu Journal of Computational Physics 460 (2022) 111177

Table 1
Mass error test for the 1-D Lubrication-type equation using the
SAV/BDFk schemes (k=1,2,3,4).

BDF1 BDF2 BDF3 BDF4
st EM s E E E

1.00e-1 2.2291e-5  5.5041e-8 3.9037e-8 3.9164e-12
5.00e-2  6.2430e-6  4.2971e-9 3.3633e-9 1.0436e-13
2.50e-2 1.6521e-6  3.0567e-10  2.6184e-10  2.2204e-15
125e-2  4.2495e-7  2.0511e-11 1.8758e-11 4.4409e-16
1.00e-2 2.7352e-7  8.5270e-12  7.9203e-12 0

5.00e-3  6.9165e-8  5.4934e-13  5.2847e-13  4.4409e-16
2.50e-3 1.7390e-8 3.5083e-14  3.4195e-15 O

125e-3  4.3599e-9  2.6645e-15  2.2204e-15  4.4409e-16

n n n
mass mass mass

102 10*

10 R
107
g g
o s 10°
N_l N_l
10
—e— SAV-BDF1 1070 —e—SAV-BDF3
—&— SAV-BDF2 —=&— SAV-BDF4
1st Ref 3rd Ref
-~ 2nd Ref -~ 4th Ref
108 1072
10 102 107 10 102 107
dt dt
(a) BDF1 and BDF2 for Cahn-Hilliard (b) BDF3 and BDF4 for Cahn-Hilliard
Fig. 2. (Example 2.) Accuracy test for the 2-D Cahn-Hilliard equation using the SAV/BDFk schemes (k =1, 2, 3, 4).
Table 2
Mass error test for the 2-D Cahn-Hilliard equation using the SAV/BDFk
schemes (k=1,2,3,4).
BDF1 BDF2 BDF3 BDF4
8t EnmL'lSS Enmass EnmllSS ETTIHGSS
1.00e-1 3.0766e-5 6.1988e-11 5.3766e-11 5.6233e-14
5.00e-2 7.9521e-6 4.5424e-12 2.9375e-12 7.2164e-16
2.50e-2 2.0509e-6 3.1247e-13 1.7120e-13 0
1.25e-2 5.0940e-7 2.0539%¢-14 1.0325e-14 0
1.00e-2 3.2655e-7 8.4377e-15 4.2744e-15 0
5.00e-3 8.1903e-8 4.9960e-16 2.2204e-16 0
2.50e-3 2.0509e-8 1.6653e-16 1.1102e-16 0
1.25e-3 5.1314e-9 0 1.1102e-16 5.5511e-17
¢(x,y,0)=0.2exp(— sin? (X)) — cos? (Ty)). (3.3)
We use the function transform
1
¢p=TWw)= ——. (3.4)
1+ exp(—u)

The parameters are chosen as o = 100, m = 0.0001 and Nx = Ny = 64. The reference solution is generated by the fourth-
order scheme with §t = 0.0002. We plot in Fig. 2 (a) the L?-error of the first- and second-order schemes at t, =1, and in
Fig. 2 (b), the L2-error of the third- and fourth-order schemes at t, = 1. Expected convergence rates are observed for all
cases. Next, we report in Table 2 the mass error of different schemes at t, = 1, which verifies that E .. = 0 (8t') for large
8t and low order schemes, and the magnitude of mass error for high order schemes is very small even for large ét.

3.2. Lubrication-type equation

Example 3. We consider the following one dimensional Lubrication-type equation

b + 0 (f($)33¢9) =0, with f(¢) =¢'/? (3.5)
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(a) Maximum value of imaginary part from (b) Energy evolution from Scheme II: func-
scheme I: usual semi-implicit scheme tion transformation without SAV
Fig. 3. (Example 3.) Failure in solving (3.7) by using Scheme I and Scheme II.
in Q =[—1, 1] with the initial condition
¢o(x) = 0.8 — cos(rx) + 0.25cos(2m x). (3.6)

It was shown in [29] that the solution of this problem develops a finite time singularity at t = t;. It was proposed to consider
the regularized equation [29]

2 f ()
e f(@e) + o2
with ¢ « 1. It was shown in [29] that solution of the regularized problem with any ¢ > 0 is strictly positive.

In the following, we fix € =10~ and use different time discretization schemes to solve (3.7). Since the problem is
nearly singular, we only compare the results using first-order schemes.

O e + 0x(f (fe) 35 de) = Owith f(e) = (3.7)

e Scheme I. The usual semi-implicit scheme without function transformation: i.e. given ¢", we solve ¢"*! from

n+1 _ 4n
% = A (F @™ ), (3.8)
,u/ﬂ+1 — _83¢ﬂ+1 . (38b)

We set Nx =160 and 8t =5 x 10—, and plot the maximum value of the imaginary part of the solution in Fig. 3 (a).
We observe the imaginary part becomes non zero around the singular time t;, which means the numerical solution is
no longer positive. The situation remains the same even as we use smaller time steps and more spatial modes.

e Scheme II. The semi-implicit scheme with function transformation ¢ = T(u) = exp(u) but without SAV, i.e. we fix
£"1 =1 in the Scheme 2.3. We set Nx =160 and 8t =5 x 107, and plot the energy evolution in Fig. 3 (b). We observe
that while the numerical solution remains positive, the scheme becomes unstable at around the singular time t;. Again,
the situation remains the same even we decrease the time step and increase the spatial resolution.

e Scheme IIl. The semi-implicit scheme with function transformation ¢ = T(u) = exp(u) and with SAV, i.e. the scheme
(2.3). We set Nx =160, §t =5 x 1072, and plot the minimum value of the numerical solution in Fig. 4 (a) and the SAV
factor n in Fig. 4 (b). We observe that the numerical solution approaches zero at around t; while the SAV factor dips
slightly below 1 to allow the scheme to pass the singular time.

The small time step is dictated by the rapid change of energy initially and at around ts;. To overcome this difficulty,
we implemented the scheme (2.3) with a time adaptive strategy. We set Nx = 160 and the minimum time step as
Stmin = 5 x 1072, which is the maximum allowable time step without time step adaptivity. Other parameters for time
adaptivity are chosen as p =0.5,71 =0.5,1, = le — 3,t0l = 107>, 8t;uqx = 5 x 107>, We plot the solutions at different
times in Fig. 5 (a), the energy evolution in Fig. 5 (b), and the time step evolution in Fig. 5 (c). We observe that small
time steps were used initially and at around t,, and the time step gradually increased several magnitudes at later times.

Example 4. We consider the two dimensional Lubrication type equation

¢ =V-(f(@Vpn) with f(p)=¢, (3.9a)
w=—A¢, (3.9b)
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Fig. 4. (Example 3.) Successful computation of (3.7) by using Scheme III: function transformation with SAV.

7 10-5
Energy
6
5 10°
54 dt
= E 107
w3
z 10
1
i .
‘B 00 0.01 0.02 0.03 0.04 0.05 & 0 0.01 0.02 0.03 0.04 0.05
X time time
(a) Solutions from scheme III (b) Energy evolution from (c) Time steps evolution from
with time adaptivity scheme III with adaptive time scheme III with adaptive time
stepping stepping
Fig. 5. (Example 3.) Successful computation of (3.7) by using Scheme III with adaptive time stepping.
in @ =[-0.5,0.5] x [—1, 1] with the initial condition
o (22
Po(x) =& + — exp T X TV, (3.10)

40

with 0 =80 and € = 0.01. This example was considered in Section 4.1 of [1]. We set Nx =96, Ny = 192, and use first-order
version of the scheme (2.14) with the function transform ¢ = T (u) = exp(u) and parameters S; = 2.2, Sp =1 combined with
a time adaptive strategy. The parameters for time adaptivity are chosen as 8tpip, = 2.5 X 1079, 8tpex = 107>, p = 0.9, 11 =
0.5,r3=1,tol =2 x 107°. Fig. 6(a) shows the time evolution of the minimum value of ¢ which are above zero at all times,
Fig. 6(b) shows the time evolution of the maximum value of ¢, and Fig. 6(c) is the time evolution of the total free energy
E. We observe that initially, the free energy E decreases very fast, but after around t = 1074, the free energy E decreases at
a much slower rate. On the other hand, Fig. 6(d) illustrates the time evolution of the adaptive time step §t. We also present
in Fig. 7 the instantaneous normalized solution ¢/max(¢) at the time instants t1, tp, t3, t4 labeled by the vertical red lines
in Fig. 6.

3.3. Cahn-Hilliard equation with logarithmic potential

In this subsection, we consider the two- and three-dimensional Cahn-Hilliard equation with logarithmic potential, i.e.
Case 2 in the introduction. We use the same settings as those in [13], namely, f(¢) =m¢ (1 —¢) in (1.1), and the associated
potential is H(¢) = ¢ loge + (1 — ¢)log(1 — @) + 3¢ (1 — ¢) in (1.2), and the initial condition is

do=C+r, (311)

where ¢ is the mean initial condition and r is a random perturbation variable with uniform distribution in [—0.05, 0.05].
All the examples presented in this subsection are computed using the scheme (2.14) with the function transformation
¢=Tu)= m. which not only preserves ¢ € (0, 1), but also lead to simplified nonlinear terms in (2.14), for example:

log(¢) —log(1 — ¢) =u, (3.12a)

10
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Fig. 6. Example 4. (a) Temporal evolution of the minimum value of ¢ over the entire computational domain; (b) Temporal evolution of the maximum value
of ¢ over the entire computational domain; (c) Temporal evolution of free energy E; (d) Temporal evolution of the adaptive time step dt. (For interpretation
of the colors in the figure(s), the reader is referred to the web version of this article.)

t, =101 to=11-10"3% +3=192-10"2 ¢, =1.693-10"!

Fig. 7. Example 4. Snapshots of instantaneous normalized ¢/max(¢) at the time instants as indicated. All the contour levels are equally spaced between 0
to 1, and the colormap is consistent with the contour levels.

h(¢) =h(p,u) =u+r—21r¢, (3.12b)
T'w)=Q1-Tu)T@w) =(1-9¢)¢p, (3.12¢)
T"(u) 3

T = 1-2T@w)=1-2¢. (3.12d)

Example 5. In this example, we consider the two dimensional Cahn-Hillard equation in a unit square at two different o
values, @ = 3000 and o = 6000 with the mean initial condition ¢ = 0.63. For both cases, we use the scheme (2.14) with
S1=0.2m and S; = 2. The spatial resolutions used are Ny = N, = 128, time step dt = 10~8 for o« = 3000 and Ny = Ny =
256, time step dt =2 x 10~ for o = 6000. We conduct the simulations using the first order version of (2.14) in order to
compare the results obtained using a first order scheme in [13].

Fig. 8(a) and Fig. 8(b) show the time evolution of free energy E at o« = 3000 and o« = 6000, respectively. These energy
plots are consistent with the corresponding results in Figure 5 and Figure 15 of [13].

In addition, we present in Fig. 9 and Fig. 10 snapshots of the solution at exactly the same time instants as the Figure
6 and Figure 11 in [13], respectively. The dynamical process and the steady states obtained by our scheme are visually
comparable with the results presented in [13].

11
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Fig. 8. Example 5. Temporal evolution of free energy at (a) « = 3000 and (b) o = 6000. In both cases, the mean initial conditions are ¢ = 0.63.

(a)t=2.011-10"5  (b)t=4.243-10"°  (c)t=8.327-107°

(A)t=1.605-10"7 ()t =3.118-10° ()t =6.098 10"

(g)t=1.324-10"1 h)t =2.656- 1074 (i) steady state

Fig. 9. Example 5. Snapshots of ¢ at different time instants as indicated. The solutions are simulated at o = 3000, f(¢) = 3000¢(1 — ¢), mean initial
condition ¢ = 0.63, constant time step dt = 1e — 8 and spatial resolution Ny = Ny =128.

Example 6. We consider the three dimensional Chan-Hillaird equation with logarithmic potential in a unit cube with the
mobility function f(¢) =m¢(1—¢) and f(¢) =m. We set S =0.2m, S, = 2 for the variable mobility case and S; =m, S, =
1 for the constant mobility case in the scheme (2.14).

We fix o = m = 200, the mean initial condition ¢ = 0.63, and use Nx = Ny = Nz = 96 for both cases. We use the
first-order version of (2.14) with adaptive time steps. In both cases, the same parameters are used for time adaptivity:
Stmin=2 %1072 8ty =107, p=0.2,71 = 05,1, = 1,tol =2 x 1074,

Fig. 11 shows the energy evolutions for the variable mobility case (a) f(¢) =200¢ (1 — ¢) and the constant mobility case
(b) f(¢) =200, and the time steps evolutions for the variable case (c) f(¢) =200¢(1 — ¢) and the constant mobility case
(d) f(¢)=200. We observe that in both cases the energy decreases monotonically and we can use quite large time steps at
a significant part of times.

Fig. 12 illustrates the instantaneous isosurfaces of the numerical solution with variable mobility f(¢) = 200¢(1 — ¢).
The isosurfaces plotted in each single figure are ¢ = 0.45 (blue), ¢ = 0.5 (green) and ¢ = 0.55 (red). We observe that the
isosurface ¢ = 0.5 forms a circular cylinder shape in the steady state. Similarly, we present in Fig. 13 isosurfaces with
constant mobility f(¢) = 200. The isosurface ¢ = 0.5 in steady state is also a circular cylinder. Moreover, since we use

12
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(a)t=1837-10"  (b)t=23821-10"°  (c)t=7.801-10"°

(d)t =1.641-107° e)t =3.246-107° f)t =6.190-107°
g)t=1237-100*  (h)t=2.557-10"* (i) steady state

Fig. 10. Example 5. Snapshots of ¢ at different time instants as indicated. The solutions are simulated at o = 6000, mobility f(¢) =6000¢(1 — ¢), mean
initial condition ¢ = 0.63, constant time step dt =2 x 10~ and spatial resolution Ny = Ny =256.

(a) f(¢) =2004(1 — ¢) (b) f(¢) =200
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Fig. 11. Example 6. Temporal evolution of free energy E at (a) f(¢) =200¢(1 — ¢) and (b) f(¢) =200; Temporal evolution of the adaptive time steps at (c)
f(¢) =200¢(1 — ¢) and (d) f(¢) =1. In both cases, the mltlal conditions are ¢ =0.63, o =200 and spatial resolutions Ny = Ny, = N, = 96.
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Fig. 12. Example 6. Snapshots of iso-surfaces of ¢ at different time instants as indicated at o =200, mobility f(¢) =200¢(1 — ¢) and mean initial condition
¢ = 0.63. The iso-surfaces are plotted at ¢ =0.45 (blue), ¢ = 0.5 (green) and ¢ = 0.55 (red).

t=4458-107*% t= -107* t=17.369-10"* t=8.767-10"*

t=1199-10"% +=1413-10"2 ¢=2019-10"3 ¢=2449.107

‘ -\ \

t = 3.506 - 1073 t= 4.293 - 1073 t= 5.068 - 1073 t= 9.635 - 1073

Fig. 13. Example 6. Snapshots of iso-surfaces of ¢ at different time instants as indicated at o = 200, mobility f(¢) =200 and mean initial condition ¢ = 0.63.
The iso-surfaces are plotted at ¢ = 0.45 (blue), ¢ = 0.5 (green) and ¢ = 0.55 (red).

exactly the same in

itial condition, we observe that the solution with the constant mobility case reaches essentially the

same steady state but within a shorter time compared with the variable mobility case.
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4. Concluding remarks

We constructed two classes of bound/positivity preserving and unconditionally stable schemes by combining the func-
tion transform approach and the SAV approach. The bound/positivity preserving property is ensured by a suitable function
transform, while the unconditionally stability is provided with the SAV approach. Both properties are independent of spatial
discretizations as long as proper integration by parts is respected, so our time discretization schemes can be combined with
any consistent Galerkin type spatial discretiztion.

The first class of schemes requires solving a coupled second-order linear system with variable coefficients at each time
step so it is most suitable for a finite element discretization but can also be used with a finite difference or spectral
discretization, while the second class of schemes only requires solving a coupled second-order linear system with constant
coefficients so it is particular suitable for a spectral or finite difference discretization in space for which fast solvers may be
developed.

Although the transformed equations can be complicated, the second class of schemes is relatively easy to implement as
one only needs to solve a coupled second-order linear system with constant coefficients at each time step. On the other
hand, the first class of schemes is based on a natural variational approach so it will be relatively easier to carry out a
convergence analysis.

We implemented both class of schemes with Fourier-spectral methods for the Lubrication-type equations and the
Cahn-Hilliard equations with logarithmic potential, and presented ample numerical examples to validate the accuracy and
efficiency of the proposed schemes. It is found that the proposed schemes are able to capture correctly the complex dy-
namics of the Cahn-Hilliard equations with singular mobility and singular behaviors of the Lubrication-type equations. A
drawback of the proposed schemes is that one may need to use smaller time steps compared with a usual approach with-
out function transform. But this is more than offset by their other nice properties, and this situation can be improved by
using an adaptive time stepping strategy.
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