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In this work, we investigate magnetic monolayers of the form A'A"B,Xg based on the well-known

intrinsic topological magnetic van der Waals (vdW) material MnBiyTey (MBT) using first-principles
calculations and machine learning techniques. We select an initial subset of structures to calculate
the thermodynamic properties, electronic properties, such as the band gap, and magnetic properties,
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such as the magnetic moment and magnetic order using density functional theory (DFT). Data
analytics approaches are used to gain insight into the microscopic origin of materials’ properties.
The dependence of materials’ properties on chemical composition is also explored. For example, we
find that the formation energy and magnetic moment depend largely on A and B sites whereas the
band gap depends on all three sites. Finally, we employ machine learning tools to accelerate the
search for novel vdW magnets in the MBT family with optimized properties. This study creates
avenues for rapidly predicting novel materials with desirable properties that could enable applications

in spintronics, optoelectronics, and quantum computing.

Introduction

Two-dimensional (2D) materials represent an important family of
materials that have been of central interest since the discovery of
graphene in 2004, A large number of 2D materials have been
investigated using computational and experimental approaches.
The tunability of their properties down to a single layer makes
them ideal candidates for a variety of applications including nano-
electronics, optoelectronicsm'[‘—”, sensin, memory devices®, spin-
tronicsZ, and quantum computingm. This implies that 2D mate-
rials hold great potential for driving future industrial innovation.
Materials with intrinsic 2D magnetism are of particular interest
because these materials can exhibit phenomena such as ferro-
magnetism, and the quantum anomalous hall effect (QAHE). Al-
though existing materials databases, such as C2DB2, and 2DMat-
Pedial, contain a lot of 2D magnetic materials that are predicted
via computational methods, there are only a handful of such ma-
terials that are experimentally demonstrated to show intrinsic
2D magnetism. Examples of these include CrzGezTe6[E], CrI3[B],
VSeQM, Fe3GeTe2[E], and FePS3[1-d.

MnBi,Te, is one of the most studied 2D magnetic materi-
alsl1 728 whose bulk phase was experimentally studied in 201322,
It consists of blocks of a septuple layer (SL) of Mn, Bi, and Te in
the following order: Te-Bi-Te-Mn-Te-Bi-Te. Each SL can be ex-
foliated as a single layer that exhibits intralayer ferromagnetism
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(FM). Interestingly, any two adjacent SL blocks can be stacked to
give rise to an anti-ferromagnetic (AFM) order. Bulk MBT has an
AFM order and is a topological insulator (TI)MI@]. Meanwhile,
the MBT monolayer is a direct band gap semiconductor with a
band gap of 0.70 eV, In addition, MBT also hosts several exotic
phases that depend on the layer number. These include the quan-
tum anomalous hall insulatotl&, Weyl semimetalb], and axion in-
sulator3L. The alternating magnetic ordering and rich topological
properties make MBT an exciting 2D topological quantum mag-
netic material that can have potential applications in topological
quantum computing, nanoelectronics, spintronics, and data stor-
age.

Discovering novel materials with desirable properties in a large
materials space via experiments or first-principles quantum cal-
culations is prohibitive as both methods are expensive in terms
of time and cost. Access to supercomputers has accelerated
the exploration of materials resulting in an increasing num-
ber of novel materials in recent years. The rise of materials
databasesTO11B32133] 4nd access to efficient ML algorithms facili-
tate the growing area of materials informatics, i.e. applying ma-
chine learning to materials science. Materials informatics enables
the accelerated discovery of materials with desirable character-
istics through the efficient exploration of a large set of materi-
als3440 ML lowers the computational cost of materials discov-
ery due to its ability to learn from a small dataset and make pre-
dictions on a much larger dataset. As a result, ML techniques
have been employed in various areas of materials science includ-
ing 2D magnetic materialsm‘ﬂ], Janus materials@, energy mate-
rials[f’éM, MXenes[ﬁ@, catalysts[ﬂ] and other functional 2D ma-
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terials=8 to accelerate materials discovery.

In this paper, we use first-principles calculations and ma-
chine learning techniques to investigate monolayers of the form
A'AYB 4Xg based on the well-known intrinsic topological magnetic
layered material MnBi,Te4. We consider a very large number of
candidate materials (~ 10%) formed by making chemical substi-
tutions at A, B, and X sites. We select an initial subset of 240
structures and study their thermodynamic (i. e. formation en-
ergy), electronic (i. e. band gap), and magnetic properties (i. e.
magnetic moment, magnetic order) using DFT calculations. Data
analytics methods are employed to gain insight into the micro-
scopic origin of materials’ properties. Finally, we use ML tools
to predict novel materials from the MBT family having desirable
properties, such as materials with large magnetic moments and
high chemical stability. This study creates avenues for the design
of novel materials that can enable technological innovation.

Methods

First, we generate a database of candidate structures of the type
A'AB,Xg based on the parent material MnBi,Tes with different
elements occupying A, B, and X sites. In our study, we consider
20 transition metals at the A site, 4 elements from group IVA-VA
at the B sites, and 3 chalcogens at the X site, yielding 12,600
A"A""B4X8 candidate materials that comprise our chemical space.
Initially, we consider a small subset of 240 structures for DFT
calculations. The unit cell of MnBi,Te4 consists of 7 atoms. We
use a 2 x 1 x 1 supercell in the calculation to ensure that a mini-
mum number of sites are available for making composite materi-
als from the parent structure. The chemical formula of compos-
ite materials thus becomes A’AB,X,. All the structures consid-
ered in DFT calculations have an Mn atom at one of the two A
sites of A’A"B,Xg (eg. (MnCr)Sb,Teg). Geometrical optimization
is performed with spin-polarization and spin-orbit interactions.
We use VASP48 to perform first-principles calculations with pro-
jected augmented wave pseudopotential4? along with the GGA-
PBE typeY of exchange and correlation functional. The Hubbard
U parameter (U = 4 €V) is introduced to consider the localized
3d-states of all the transition metals®L, A plane wave basis set
with a kinetic energy cut-off of 450 eV is used. The electronic
and force convergence criteria are set to be 107% eV and 1072
eV/A between any two successive SCF steps respectively. Gamma-
centered k-points mesh of 5 x 10 x 1 is used for the integration of
the Brillouin zone. A vacuum region of more than 30 A is chosen
to avoid the interaction between any two adjacent layers. Using
DFT, we calculate the total ground state energy, electronic band
gap, magnetic moment, and magnetic order of the initial subset
of structures. We also calculate the formation energy and use it as
a proxy for the chemical stability of a material. It is the difference
in energy between the chemical compound and individual ele-
mental phases constituting that compound, which, for A’A"B, X,
structures, is given as,

Eform = E(A'A"B,Xg) — E(A") — E(A™)

—4xE(B)—8xE(X)

The corresponding energies are obtained from the DFT calcula-
tions. It should be noted that the materials with the lowest en-
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ergy spin configurations are considered when calculating the for-
mation energy.

To train the ML models on the DFT-calculated data, we con-
struct a set of materials descriptors using atomic properties ob-
tained from the Mendeleev python package2. We use a total of
55 descriptors built from 11 different atomic properties includ-
ing dipole polarizability, ionization energy, electron affinity, cova-
lent radius, number of valence electrons, and number of unpaired
electrons (see Supplementary Information for detailed informa-
tion). These descriptors are the inputs of the ML models and DFT-
calculated formation energy, magnetic moment, and band gap are
the target variables of the ML models.

To train the machine learning model, we randomly split our
dataset into a training set, a validation set, and a test set in the
ratio of 0.6: 0.2: 0.2 respectively. Different types of supervised
ML models are then employed to predict the materials’ properties.
For instance, random forest regression and extra trees regression
are used for predicting the formation energy, whereas random
forest regression is used for making predictions on the magnetic
moment, and band gap®?. These models are useful for making
physical interpretations of the predictions because they allow us
to extract the relative importance of the features used to make
predictions=22/>4,
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Fig. 1 The crystal structure of the A/A“B,Xg (a) FM and (b) AFM
state. (c) Elements that are considered for the substitution on A (blue),
B (magenta), and X (tan) sites.

Results and discussion

Workflow Overview

The workflow of data-driven virtual screening of the magnetic
vdW materials is presented in Fig. |2| We start with a monolayer
of MBT as the archetypal material. Then we make chemical sub-
stitutions at the A, B, and X sites of MnBi,Te,, with one of the
two A sites (i.e. A?) unchanged, to get a subset of the chemi-
cal space for DFT calculations. 20 transition metals are chosen
for the A sites (making MnA”, eg. MnCr, MnNi), 4 group IVA-
VA elements for the B sites (i.e. Bi,, Sb,, Sn,, and Pb,) and 3
chalcogens at the X sites (i.e. Sy, Se,, and Te,) are used for the
substitutions. This generates a total of 240 candidate structures.
Next, we perform DFT calculations on those structures and apply
data-analytics techniques to analyze the DFT results. Our data-
analytics method focuses on the following materials’ properties:
formation energy, magnetic moment, magnetic states, and band
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Fig. 2 The workflow of data-driven virtual screening of magnetic vdW materials.

gap. We train ML models and then use them to predict the prop-
erties of the entire materials space of A'A"B,Xg structures consist-
ing of 12,360 candidate materials. Next, we apply three screening
criteria on the ML predicted materials properties: formation en-
ergy (Ef) < 0 eV, (ii) magnetic moment (u) > 4.55 up, and (iii)
band gap (E,) > 0 eV. These filters will search for stable magnetic
insulators from the materials space of A'/A”B,Xg. Finally, the can-
didate materials that are passed through the filters are tested via
DFT calculations. The dynamic stability tests are performed on
the structures that are confirmed by DFT calculations.

Formation Energy

Calculating formation energy is the very first step in screening
the materials in our work. It is used as a proxy for the chemical
stability of a material. A plot of the formation energies of 240
structures considered in the initial calculations is shown in Fig.
a). In the calculations, one of the two A sites (i.e. A!) is always
fixed to Mn. It is evident that the cases where the elements Sc,
Zn, Y, and Cd are on the A% site have the lowest formation en-
ergies than any other substitutions. This behavior also resembles
that of Cr,Ge,Te, in Ref.[137]. The structures comprising certain
transition metals such as Mo, Tc, Ru, Rh on the A’ site tend to
have larger formation energy implying less stability. The number
of electrons present in their d-orbitals is associated with this be-
havior (see Supplementary Information). Also, a trend of slightly
decreasing formation energy is seen as we go up the column from
Te to Se or S at X sites. For any given A and X sites, the structures
with Bi on the B site tend to have lower energies. There is a trend
of increasing formation energy for the B site as follows: Bi < Sn
< Pb < Sb.

Magnetic Moment

Calculating magnetic moments is another important step in our
materials search. We aim to find materials that have ferromag-
netic spin configurations as well as large magnetic moments. Fig-
ure [3(b) shows a heatmap of the DFT-calculated magnetic mo-
ment per unit cell for the 240 candidate structures in their lowest
energy spin configurations. Since only the A site (A’ and A¥)
of MBT contains magnetic elements, the magnetic moments de-
pend mainly on the A site (A’ is fixed to Mn). A pattern in Fig.
[3b) emerges: as we go from left to right of the first two rows of
transition metals in the periodic table, the structures comprising
the elements such as V, Cr, Mn, Fe have larger (or nearly zero)

magnetic moments if there is FM (AFM) ordering whereas the el-
ements such as Sc, Ti, Cu, Zn have significantly smaller values.
This is consistent with the total number of unpaired electrons
in the atoms: the elements with the higher (lower) number of
unpaired electrons have larger (smaller) magnetic moments (see
Supplementary Information). Also, elements like Sc, Y, Zr, Cu,
Zn, and Ag are non-magnetic, substituting these in the A% site
will reduce the magnetic moment to around 2.2 ug per unit cell.
The white blocks represent the AFM structures having magnetic
moments close to zero. In addition, some of the structures exhibit
ferrimagnetism with the magnetic moment between 0 and 2 up
such as (MnNi)Sb,Teg, (MnCo)Sn,Seg, and (MnV)Sb,Sg.

Interestingly, the elements on the B sites play a role in deter-
mining the magnetic moment, and magnetic order of the struc-
tures although their contribution is not highly significant. Rel-
atively larger magnetic moments are found in the cases where
Bi and Sb are on the B site (i.e. B, = Bi,, Sby). We expect
that structures with both Bi and Sb at the B site also have simi-
lar magnetic moments (i.e. B, = BiSb). On the other hand, Sn
and Pb at the B site tend to lower each atom’s local magnetic
moments, resulting in smaller magnetic moments. This empha-
sizes the role of additional 5p (unpaired) electrons in group VA
elements that are absent in group IVA. The magnetic moment of
pure MBT monolayer is 4.62 up per unit cell. We find that the
following four additional candidate materials have slightly larger
magnetic moments than pure MBT monolayer: Mn,Bi,Sg (4.66
Up), Mn,Bi,Seg (4.65 up), Mn,Sb,Sg (4.65 up), and Mn,Sb,Seg
(4.64 up).

Magnetic Spin Configurations

A plot of magnetic spin configurations of 240 candidate structures
of A’A"B,Xg is shown in Figﬂ(a). The blue and yellow colors rep-
resent the respective FM and AFM spin ordering in their ground
states. Most of the structures with Co, Ni, Ru on the A? site
strongly prefer AFM configurations irrespective of B and X sites
whereas those comprising Mn, and Tc prefer FM configurations.
A total of 182 out of 240 structures have FM and the remaining 58
have AFM spin configurations. Our analysis of magnetic ordering
gives an overall scenario of how the magnetic spins are aligned
in the candidate materials depending upon the atomic substitu-
tions at different sites. This helps us to search for structures in
the chemical space of A'A"B,Xg with specific magnetic configura-
tions.
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Fig. 3 (a) Formation energy per unit cell (in eV) and (b) Magnetic moment per unit cell (in ug) of A’/A7B,Xg structures at the lowest energy states.

Band Gap

The electronic properties of the candidate structures are also in-
vestigated. The calculated electronic band gaps are shown in Fig
[4(®). Analysis of electronic band gaps is an important step to
search for candidate materials in the family of MBT monolayers
that exhibit topological properties. Since standard DFT is known
to underestimate the band gap@, we use the DFT+U method to
better approximate the band gaps. We expect that the results
will also be useful for the comparative study of the family of
MBT materials. The exact band gap calculation requires computa-
tionally very expensive methods such as hybrid-DFT (HSE) /56157,
many-body green function (GW)58460, and Bethe-Salpeter Equa-
tions (BSE) approachesm, which are not suitable for high-
throughput calculations. All the structures comprising the ele-
ments from group IVA, namely, Sn and Pb, at the B site show zero
band gap hence the metallic behavior irrespective of A and X sites.
But those with Sb and Bi at the B site are mostly semiconducting
and show an increasing trend of the band gap as we go up from
Te to Se or S at X sites. This implies that the band gap is sensitive
to the occupancy of A, B, and X sites.

Next, we apply the following three filters on the materials in the
DFT dataset: (i) formation energy (Ef) < 0 €V, (ii) magnetic mo-
ment (u) > 4.55 up, and (iii) band gap (Eg) > 0 eV. The first
filter, Ef, is a proxy for chemical stability. It is a necessary but
not sufficient condition for chemical stability. The second filter,
U, screens for the materials with magnetic moments greater than
or equal to that of monolayer MnBi,Te,. This also ensures that
the screened materials are ferromagnetic with large magnetic mo-
ments. The third filter is applied to exclude the candidate mate-
rials that are metallic. Since the topologically nontrivial insula-
tors tend to have non-zero band gaps, we expect that the last
filter may help to identify novel materials in the MnBi,Te, fam-
ily that have topological properties. We find that four candidate
structures satisfy these screening criteria. These structures are
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Mn,Bi,Sg, Mn,Bi,Seg, Mn,Sb,Sg, and Mn,Sb,Seg. Their corre-
sponding values are presented in Table

It should be noted that the monolayer Mn,Sb,Sg and few-
layer anlgg_lflg__?]es have been successfully synthesized in ex-
periments While the monolayers of Mn,Bi Seg, and
anlﬁsjlﬂ)“Se8 are predicted using first-principles calculations in the
past®®, the bulk phase of Mn,Bi,Sg, and a quasi-one-dimensional
phase of Mn,Sb,Seg are also experimentally synthesized. 69170
This supports the ability of DFT methods to discover novel ma-
terials.

ML Models for High-throughput Screening

We train ML models on the DFT data aiming to facilitate a better
understanding of the structure-property relationships so that this
relationship can be exploited for quantitative predictions. ML will
then be used to screen the entire space of A"A""B4X8 materials.
We use two non-linear regression models to predict the forma-
tion energy of the materials. Fig. a), and b) represent the
performance of extra trees regression and random forest regres-
sion on predicting the formation energy of A’A"B,Xg structures
respectively. The models’ performance is measured in terms of
R? and mean absolute error (MAE). It is evident that both mod-
els work very well for predicting the formation energy, indicated
by the high (R?) test scores. We also examine the performance
of random forest regression on the test data with the size of the
training set in Fig. [5(c). The model performance increases with
the training set size at first, then reaches almost a plateau region
after the training set size exceeds 96 data points (40% of the DFT-
generated dataset). The corresponding highest test score (R2) is
0.92 with an MAE of 0.27 eV.

The random forest descriptor importances for the top descrip-
tors for formation energy is shown in Fig. [5(d). This shows that
certain descriptors such as atomic volume, electron affinity, elec-
tronegativity, dipole polarizability, and covalent radius are the
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Fig. 4 (a) Magnetic spin states (FM/AFM) and (b) Electronic band gap (in €V) of A/A7B,Xg structures at the lowest energy states.

most important for predicting the formation energy. The larger
the difference in atomic volume between B and X sites, the more
negative the formation energy (indicating higher stability). Simi-
larly, the greater the difference in electronegativity between two A
sites, the more positive the formation energy is (indicating lower
stability. The structures with higher electronegativity, a tendency
to make chemical bonds, are more chemically stable. This means
the structures comprising two completely different elements on A
sites (in terms of electronegativity) are less chemically stable.

The random forest model performance for the magnetic mo-
ment of A’A"B,X, structures is shown in Fig. E](a). The model
has a test score (R?) of 0.59 and MAE of 0.35 uz. The model
performance here is lower than that of the formation energy. This
is likely due to the fact that the magnetic moment is a complex
property whose behavior is not fully captured within the descrip-
tors used. For instance, the magnetic moment is sensitive to the
position of atoms within the structures because of the direct and
indirect exchange interactions. However, the descriptors used do
not directly include the atomic positions. Also, the model perfor-
mance is impacted by the distribution of the data. For instance,
a large portion of the data has pu near 2 up (see Supplemen-
tary Information for more details). To more accurately predict
u, we need a sophisticated set of descriptors. Examples include,
CGCNNZL and SOAP72. However, these models are more com-
plex and less physically interpretable. So, we choose a less so-
phisticated interpretable model for our analysis. We are able to
employ this model for making reasonably accurate predictions on
magnetic moments of the new structures, which is discussed be-
low. The top descriptors are the average number of unpaired elec-
trons, average electron affinity, and standard deviation of valence
electrons. Since the total magnetic moment comprises the local
magnetic dipole moments of individual spins, a larger (smaller)
number of spin-up electrons will yield a higher (lower) magnetic

moment. Among the elements on A sites, Mn and Tc have the
highest number of unpaired electrons. So we expect the struc-
tures comprising these elements to have the largest magnetic mo-
ments (see Supplementary Information for the most important
descriptors).

Fig. [6{b) shows the performance of random forest regression
on band gap prediction. The model performs well with a test
score (R2) of 0.70 and MAE of 0.08 eV. The performance is not
as good as formation energy but better than the magnetic mo-
ment. The average number of unpaired electrons, average dipole
polarizability, average number of valence electrons, and average
ionization energy are some of the most important descriptors. For
example, a higher ionization energy implies that the electrons are
more tightly bound to the nucleus and thus are not easily liber-
ated from the atom. This results in a larger separation of the
valence band and conduction band in solids thereby increasing
the band gap. Also, the materials with larger (smaller) dipole
polarizabilities have smaller (larger) band gaps. However, the
reverse trend is observed in the case of unpaired electrons (see
Supplementary Information for additional details). Several stud-
ies have already shown that data-driven approaches can be used
as an efficient method to predict the band gap of a variety of ma-
terialsZ3r77,

After training the ML models, they are used to make predic-
tions on the entire space of A’A"B,X; materials containing 12,360
structures that are not included in the original dataset of 240
structures used for DFT calculations. Next, we apply the following
three filters on the materials in the resulting dataset: (i) forma-
tion energy (Ey) < 0 €V, (ii) magnetic moment (i) > 4.55 ug,
and (iii) band gap (E,) > 0 eV. After applying the screening cri-
teria to the ML predictions, we find 25 promising materials. We
then check these predictions with further DFT calculations and
find that 9 of them satisfy all the criteria. Interestingly, 3 of these
9 structures are already reported as ferromagnetic vdW Janus
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Fig. 5 ML prediction of formation energy (in eV) of A’/AiiB,Xg structures (a) extra trees regression (b) random forest regression. Training and test
data are displayed in blue circles and orange squares respectively. (c) Performance of random forest regression on the test data with the size of the
training set (d) Top 9 descriptors for the formation energy prediction by random forest regression.

materials. They are anBi4S4Te4|L8m, anBi4Se4Te4|leZ9|, and
MHZSbZBiZTeS. This validates our data-driven method for dis-
covering novel materials. The remaining best candidate struc-
tures (6 ML-predicted and one DFT-calculated) are presented in
Table[il

To further test the stability of our best candidates, we test
the dynamical stability by calculating the phonon spectra us-
ing the Phonopy package. The stability is also verified by
ab-initio molecular dynamics simulations at 500 K (see Supple-
mentary Information for detailed information). We find that
Mn,Bi,Sg, Mn,Sb,Bi,S,Se,, Mn,Sb,Bi,Se,Te,, Mn,Sb,Bi,Seg,
Mn,Sb,Se,Te,, and Mn,Bi,S,Se, are dynamically stable. This
provides evidence that it may be possible to synthesize these ma-
terials.

All the predicted A’A"B,Xg structures have Mn at both A’ and
A" sites. This is the result of the magnetic filter that searches
for structures with the highest magnetic moments. Mn has
the highest number of spin-up electrons, which is the major
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deciding factor for magnetic moment. Although the elements
occupying B and X sites are non-magnetic, they possess minimal
magnetic moment values resulting from the indirect exchange
interaction with the magnetic elements at A sites. We find that
the local magnetic moments at X sites are always negative for
X = Te. However, this doesn’t hold true when S and Se are
substituted at X sites. In fact, they possess smaller (in magnitude)
positive magnetic moments as opposed to the former case. That’s
why the structures (Table [1)) comprising Te at the X sites have
relatively smaller magnetic moments as compared to the ones
without Te. We expect that this behavior is associated with the
large-spin-orbit coupling in Te as compared to S and Se. Also, all
of the predicted structures are ferromagnetic.

Mn,Sb,Bi,S,Se,, Mn,Sb,Bi,S,Te,, Mn, Sb,Bi,Se,Te,,
Mn,Sb,Bi,Seg are Janus 2D materials. They are a special
class of materials showing exotic physical phenomena such as
varying electronic band gap, the Rashba effec, and
piezoelectricity8282183 which makes them promising candidates
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Table 1 Predicted candidate structures.

DFT and ML represent the structures that are predicted from DFT calculations and machine learning,

respectively.

Chemical Predicted Magnetic Formation energy Magnetic moment Band gap
formula from state (eV/unit cell) (up/unit cell) (eVv)
Mn,Bi, Sg*7° DFT FM -2.511 4.655 0.732
Mn,Bi, Seg ¥163164168 DFT FM -2.751 4.651 0.493
Mn, Sb,S*/65767 DFT FM -0.601 4.652 0.707
Mn, Sb, Seg#68162 DFT FM -0.783 4.639 0.431
Mn,Bi, S, Te,$78/72 ML FM -1.522 4.613 0.169
Mn,Bi,Se, Te, $78/72 ML FM -1.928 4.619 0.178
Mn, Sb,Bi, Teg*/80 ML FM -0.807 4.641 0.278
Mn, Sb,Bi,S,Se, ML FM -1.558 4.641 0.465
Mn,Sb,Bi,S,Te, ML FM -0.627 4.611 0.252
Mn,Sb,Bi,Se,Te, ML FM -1.024 4.618 0.249
Mn, Sb,Bi,Seg ML FM -1.856 4.644 0.335
Mn,Sb,Se, Te, ML FM -0.137 4.616 0.493
Mn,Bi,S,Se, ML FM -2.439 4.645 0.533

for numerous potential applications including photo-catalytic
water splitting®28¢]  hydrogen-evolution reaction878 and
sensing devices®220, We believe these candidate materials will
spark novel and emergent phenomena in 2D Janus materials. In
addition, MBT-type materials are well-known for their rich topo-
logical properties.©1712630B31 Thys, our work creates avenues
for the future study of the topological properties of the most
promising candidate structures identified in this study. However,

this is beyond the scope of the present study.

Conclusions

First-principles calculations combined with machine learning
techniques are used to investigate monolayers of the form
AiA’A’AB4X8 based on the intrinsic topological magnetic van der
Waals material MnBi, Te,. DFT is used to investigate a small set of
structures. The formation energy, band gap, magnetic moment,
and magnetic order are calculated. Data analytics approaches are

used to gain insight into the microscopic origin of materials’ prop-
erties. We find that the formation energy and magnetic moment
depend largely on A and B sites whereas the band gap depends
on all three sites. Finally, we employ machine learning tools to
search for novel materials within the family of MBT structures
with desirable properties. This study creates avenues for predict-
ing novel materials with desirable properties that have applica-
tions in spintronics, optoelectronics, and quantum computing.
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