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ABSTRACT

We investigate the relationship between chemical weathering, persistence of soil cover, and topography in two
neighboring mountain ranges in the northern Rockies of western Montana, USA. We augment existing tools for
measuring chemical weathering with adjustments for both local and landscape-scale contributions from un-
weathered rock fragments, boulders, and bedrock exposure. Adjusted weathering intensities recognize that
quantifying weathering in mountainous systems should account for rock exposure, rather than focusing solely on
fine-grained soil mantles. Our study systems' distinct morphologies are shaped by their unique climate histories.
The previously glaciated Bitterroot Mountains consist of steep hillslopes with abundant rock cover, while the
neighboring unglaciated Sapphire Mountains display convex, soil-mantled hillslopes. Over 380 soil thickness
measurements, 118 analyses of soil and rock geochemistry, and digital terrain analysis reveal that patchy soils in
the bedrock-rich system are roughly half as thick as those in the continuously-soil-mantled landscape, and ~45%
less weathered, despite wetter conditions that would be expected to enhance weathering. These disparities in-
crease when accounting for coarse rock fragments in soils and bedrock cover across the study catchments. The
near continuously soil-mantled Sapphire system experiences ~1.5 times greater weathering intensity at a
catchment scale compared to the bedrock-rich Bitterroot system. Rock exposure across the mountainous study
system increases with increasing slope gradient. However, we find no clear threshold at which soils decrease in
abundance or weathering intensity, and soils are surprisingly resilient even at the steepest hillslopes (comprising
~60% of the landscape area at slopes >30°). Our new data quantify soil abundance and chemical weathering
intensity at both local and landscape scales. This work highlights how measurements of soil and rock cover need
to be incorporated into studies quantifying chemical weathering, as traditional approaches may significantly
overestimate and mischaracterize weathering regimes in mountain environments.

1. Introduction

et al., 2016). Stream solute fluxes may integrate across these disparate
signals, but solute measurements reflect short temporal scales that may

In mountainous landscapes, chemical weathering is thought to play a
key role in influencing the availability of rock-derived nutrients to
ecosystems (Hahm et al., 2014), controlling thresholds for soil cover
(Dixon and von Blanckenburg, 2012; Riebe et al., 2017), and regulating
the long-term drawdown of atmospheric CO; (e.g., Berner et al., 1983;
Walker et al., 1981; West, 2012; Maher and Chamberlain, 2014). But
investigating weathering and its governing controls in many mountain
systems is complicated and challenging due to heterogeneous regolith
and surface cover and strong topographic and hydrologic variability.

Local regolith and soil, landslides deposits, and bedrock surfaces all
contribute to weathering in complex mountain terrain (e.g., Emberson
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miss longer-term processes or variability. Measurements of the chem-
istry of residual soils, on the other hand, provide longer-term but highly
local insights. These soil-chemistry measurements are sometimes used to
make broad inferences regarding the weathering regime of heteroge-
nous mountainous systems (e.g., Dixon and von Blanckenburg, 2012;
Larsen et al., 2014).

In the critical zone of a dynamic hillslope, the chemical alteration
and dissolution of bedrock (from millimeters to tens of meters below the
surface) produce regolith, the unconsolidated material at Earth's sur-
face. In the terminology used throughout this manuscript, the regolith is
composed of soil, the surface mantle of mobile material, and in some
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cases saprolite, the physically immobile but chemically-altered and
weathered material underlying soils. Saprolite retains its relict rock
structure even as weatherable constituents are removed in solution. Soil
is produced at its base by the disruption of saprolite and/or bedrock by
physical mechanisms such as tree throw, bioturbation, and frost
cracking that mobilize underlying material and further enhance chem-
ical weathering, or at the surface by dust deposition and transport from
upslope. In this way, the mineral grains that are found in unconsolidated
mantles at much of Earth's surface started as part of the underlying or
upslope parent rock, were exhumed from depth, chemically and physi-
cally altered into soils and saprolite, and then either left in-situ or
transported by dust and/or downslope processes to their present
location.

In some systems, much of the surface may appear devoid of regolith,
even while chemical weathering, regolith production, and erosion pro-
cesses are ongoing. Patchy soils and exposed rock in steep mountainous
landscapes may reflect local outpacing of rock comminution and soil
production by physical erosion (e.g. Heimsath et al., 2012). However, if
and at what rate a limit of soil production exists is debated and may be
specific to each landscape (Dixon and von Blanckenburg, 2012; Heim-
sath et al., 2012), and likely depends partly on rock strength and climate
(Pelletier and Rasmussen, 2009; Perron, 2017). This limit may be
inferred in weathering rates and the landscape-scale exposure of
bedrock in mountain systems (Dixon and von Blanckenburg, 2012), but
it is surprisingly elusive at a local scale. For example, several studies
have found that soil production rates in steep mountain systems keep
pace with regional erosion rates (Heimsath et al., 2012), despite the fact
that such soils may become highly localized as bedrock cover increases.
Landscape-scale transitions from a soil-mantled system to one of
increasing bedrock-exposure are thus not easily explained by simple
erosional thresholds, though local exposures of soil and rock may vary
with topography (DiBiase et al., 2012; Milodowski et al., 2015).

Research has flourished on chemical weathering in soil-mantled and
creep-dominated terrains (Burke et al., 2007; Yoo et al., 2007; Lebedeva
and Brantley, 2013; Ben-Asher et al., 2021), resulting in several unifying
models for how soils evolve during bedrock weathering and physical
erosion (Anderson et al., 2007, 2019; Mudd et al., 2013; Brantley et al.,
2017). Though soil development and regolith weathering have been
quantified in steep landscapes, studies tend to focus on soil-mantled
portions of the system that fit within the above models and associated
sampling designs (e.g., Riebe et al., 2004; Dixon et al., 2012). A solely
regolith-focused perspective, however, would provide limited insight
into long-term chemical weathering in landscapes with abundant
bedrock.

The exposure of bare rock has important implications for chemical
weathering processes. Chemical weathering rates are set by a combi-
nation of factors, including but not limited to physical erosion rate
(Stallard and Edmond, 1983; Riebe et al., 2001, 2003, 2004; Green et al.,
2006; Yoo et al., 2007; Burke et al., 2009; Dixon et al., 2009b), lithology,
rock chemistry (Garrels and Mackenzie, 1971; Meybeck, 1987; Bluth
and Kump, 1994; Edmond et al., 1996), and moisture availability (Bluth
and Kump, 1994; White and Blum, 1995; Dixon et al., 2016). Physical
erosion and chemical weathering rates are positively correlated across
diverse landscapes, since physical erosion refreshes the supply of un-
weathered material from below and weathering reactions increase
erodibility (e.g., Anderson et al., 2002; Riebe et al., 2004; West et al.,
2005; Burke et al., 2009; Dixon and von Blanckenburg, 2012). Weath-
ering in such systems is largely referred to as supply-limited, because
weathering rates keep pace with erosion and are limited primarily by the
supply of fresh minerals (Stallard, 1985; West et al., 2005), resulting in
soils with similar and high chemical depletions regardless of erosion rate
(Ferrier et al., 2016). By contrast, in kinetically-limited systems mineral
supply rates result in diminishing returns to chemical weathering as
there is insufficient time, water, or acidity to deplete weatherable
minerals (Ferrier and Kirchner, 2008; Gabet and Mudd, 2009). In sys-
tems with abundant bedrock at the surface, chemical weathering rates
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may be decoupled from mineral supply rates, either because of high
erosion rates, so that mineral residence times are brief, or because of dry
conditions, if moisture is insufficient for weathering reactions to prog-
ress (Rasmussen et al., 2011).

Previous work suggests limits to regolith production may determine
the transition from supply to kinetic limitation (e.g., Anderson et al.,
2019; Dixon and von Blanckenburg, 2012; Fletcher et al., 2006) or set
maximum weathering rates (Ferrier and Kirchner, 2008). Despite this,
the spatial variability of rock cover within soils and across the landscape
has not explicitly been incorporated into chemical weathering studies.
We anticipate that this bias in perspective results in overestimations of
surface weathering intensities and fluxes from mountainous or rocky
landscapes.

Improved mechanistic understanding of the controls on soil and
bedrock cover and their influence on chemical weathering in mountain
systems is still needed. Understanding the extent of surface weathering
in heterogeneous, rocky landscapes requires quantifying the spatial
variability of soil, variation in weathering extent, and the complex
controls on both. To address these challenges, we pursue the following
objectives in two adjacent mountainous systems with disparate glacial
histories: 1) to quantify the amount of soil and bedrock cover at local (1
m) to landscape (1 km) scales, and 2) to measure the magnitude and
variability of chemical weathering intensity in soils. We thus aim to
quantify the contribution of soils, rock fragments, boulders, and exposed
bedrock to total landscape weathering.

2. Study area

This study draws on the morphologic legacy left by Pleistocene
glaciation in the northern Rockies, which provides an ideal natural
laboratory for investigating the controls on weathering and soil cover in
two disparate mountain landscapes. We focus on two north-south
trending mountain ranges, the Bitterroot and Sapphire Mountains,

Belt Series
"~ Idaho batholith
Tertiary sedimentary rocks
Tertiary volcanic rocks
Alluvium r
Glacial deposits

Normal fault

Catchments €%
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Fig. 1. Study area in western Montana, USA, showing lithology, topographic
variability between the Bitterroot and Sapphire Mountains, and catchments
selected for topographic analysis. Detailed study sites (Lost Horse and Rye
Creeks) have bold outlines. Lithologic basemap from MBMG 1:100k Seamless
Geodatabase, a combination of legacy geologic maps, some of which were
previously published by the USGS.
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which flank the Bitterroot River valley in western Montana (Fig. 1), in
the headwaters of the Columbia River basin. These two systems provide
contrasts in glaciation history, topography, and soil and rock cover that
facilitate investigation of morphology, weathering, and erosion
processes.

The Bitterroot and Sapphire Ranges are separated by the 500-1500
m thick east-dipping Bitterroot mylonite shear zone. On the west side of
the Bitterroot River basin, the Bitterroot Mountains are underlain by the
Idaho batholith, a metamorphic core complex made up of metasedi-
mentary rocks in the north and granitic rocks to the south (Lonn and
Berg, 1996; Lewis, 1998). The Bitterroot Mountains primarily comprise
late Cretaceous to Eocene granodiorite, quartz monzonite, and granite,
including quartz, orthoclase, oligoclase, and biotite, with a coarse-
grained to porphyritic texture (Ross, 1950; Foster et al., 2001). The
Sapphire Mountains on the east side of the Bitterroot River basin are
largely underlain by the Belt Supergroup, a Proterozoic fine-grained
metasedimentary and mafic intrusive assemblage. Granitic plutons are
scattered throughout, more densely toward the southern end of the
block (Hyndman, 1980). Similar modern tectonic forcings are thought to
control the ranges bordering the Bitterroot Valley, as the massive granite
assemblage underlying them is free of structural or lithologic variations
(Lonn and Berg, 1996; Lewis, 1998). Though it has been reported that
rock uplift rates are negligible in this vicinity (Foster and Raza, 2002),
late Quaternary surface ruptures are visible along Bitterroot front range
faults (Stickney, 2014). These active structures may contribute to the
contrast in average relief between the two ranges (Fig. 1).

Our work builds on previous investigations of the classically post-
glacial topography of the Bitterroot Range (Naylor and Gabet, 2007;
Foster et al., 2008; Pederson and Egholm, 2013). The Bitterroot Moun-
tains experienced multiple Pleistocene glaciations (Alden, 1953; Weber,
1972). Glaciers were likely larger in the southern portion of the Bitter-
root Mountains, where they extended beyond their valleys and left
moraines in the Bitterroot River valley (Weber, 1972). Reconstructions
of late Pleistocene weather patterns suggest that Last Glacial Maximum
(LGM) precipitation should have been similar across the Bitterroot
Range due to the dominating influence of anticyclonic easterlies
(Kutzbach and Ruddiman, 1993; Hostetler and Clark, 1997). Naylor and
Gabet (2007) noted asymmetry in east-west striking basins of the
Bitterroot, likely driven by less solar insolation on north-facing slopes
that resulted in enhanced glacial erosion processes. The Sapphire
Mountains were either entirely or largely not glaciated, likely due to
their lower mean elevation and precipitation rates. Isolated glacial de-
posits have been mapped in the upper reaches of some high-elevation
watersheds in the Sapphires (Fig 1; MBMG seamless), though they are
not recognized in all maps (e.g. Lonn et al., 2003).

The Bitterroots receive more modern precipitation than the Sap-
phires. Weather systems in the study area tend to travel eastward from
the Pacific Ocean, depositing nearly three times as much winter pre-
cipitation on the western side of the range compared to the eastern side
(Whitlock and Bartlein, 1993). Within the Bitterroot Mountains, modern
precipitation varies from ~180 cm y’1 in our upper study area to ~100
cm y~! in lower parts of the mountains. By comparison, precipitation in
the Bitterroot River valley at the base of the range averages 30 cm y ™,
and the Sapphires to the east receive 30-130 cm y !, increasing with
elevation (PRISM, 2014 30-year normals). Both ranges are subject to
wildfires. Extensive, high-severity fires in 2000 produced debris flows in
isolated portions of the Sapphires (Parrett et al., 2004; Hoffman and
Gabet, 2007; Gabet and Bookter, 2008; Hyde et al., 2014), though how
wildfire influences long-term erosional processes in both mountain
ranges is unknown.

3. Approach and methods
Our study combines topographic analysis, laboratory-based mea-

surements of soil chemistry, and field-based analysis of soil cover and
thickness to determine how soil formation varies across the study region.
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We select two representative catchments, Rye Creek (Sapphire Moun-
tains) and Lost Horse Creek (Bitterroot Mountains) for detailed analysis
(Fig. 1). These catchments are underlain by the same unit of granodiorite
bedrock. We can thus treat lithology as constant between our two study
basins, helping to isolate the role of catchment morphology on soil
formation. We measure soil distribution and chemical weathering extent
across these two catchments by quantifying soil cover and thickness, and
through geochemical analyses of soil and rock samples.

3.1. Field methods and sampling

In summer and fall of 2015 and 2016, we sampled soils and bedrock
for chemical weathering analysis, and measured soil thickness, spatial
cover, and the extent of rock fragments and bedrock exposure. Our
sample design was intended to quantify soil cover and chemical
weathering intensity across multiple spatial scales and geomorphic
settings. To do so, we targeted sample sites at a variety of topographic
positions, including hillslopes and valley bottoms at a range of slope
gradients and aspects (sites detailed in supplementary material). In this
study, regolith is determined functionally as disruptable and augerable
material, while the soil subcomponent lacks relict rock structure.
Regolith thickness was measured by hand auger to the depth of refusal at
387 points across Rye and Lost Horse Creek catchments. At Lost Horse
nearly all augers contacted with coherent bedrock, while in many sites at
Rye Creek soils lie atop saprolite. In these cases, soil thickness was
determined by the depth at which relict structures from bedrock can be
viewed within the weathered sample. Auger sites at Lost Horse Creek
were focused on the lower elevation portions of the catchment, below
the upper-elevation regions of near continuous bedrock. Auger transects
extended upslope from the valley bottom, crossing bedrock outcrops,
boulders, and soil-mantled swaths.

Measuring chemical weathering intensity in soils requires quanti-
fying the soil geochemistry and comparing to an associated parent ma-
terial. Functionally, this is not straightforward in systems with variable
grain sizes or course rock fragments. Traditionally, soil chemical ana-
lyses focus on the <2 mm fine-earth fraction (Schoeneberger et al.,
2012). Though it is recognized that the coarse fraction is important to
account for soil geochemistry and geomorphology (Egli et al., 2014),
sampling designs across studies are widely variable and typically biased
to whatever can be sampled easily. In our sampling design, we consider
soil to be all material less than 5 cm in diameter (following Dixon et al.,
2012). Coarser surface material and rock exposures are classified either
as rock fragments, boulders, or in-place bedrock.

We established a 3 x 3 m grid at 56 sites where we collected soil
samples within 9 grid squares (each 1 m%; Fig. 2). We sampled the top 10
cm of soil within each of the 9 grid-squares and amalgamated these to a
single sample to best capture the average soil composition (e.g., Ferrier
et al., 2012). We follow Dixon et al. (2009a) by sampling bulk soils for
elemental analyses, and do not sieve out coarse fractions >2 mm. We
deliberately include material up to 5 cm diameter to more accurately
characterize weathering in rocky soils with variable sizes.

Approximately 5-10 rock samples from nearby exposed rock and
boulders were collected from the surface within 10 m of the soil grid to
represent an average parent material. We aimed to sample rock expo-
sures that were primarily intact, though these were limited in most
sample sites, and thus we included samples from detached boulders
potentially transported some distance from upslope. Our sample design
assumes that the chemical composition of bedrock and rock fragments at
the surface is reflective of the parent material from which surface soils
were formed. This assumption likely biases our rock samples to those
more resistant to weathering, especially at Rye Creek where the
weathered soil cover is largely continuous. Despite this drawback in our
methods, we have taken steps to improve accuracy over methods that
rely on a single rock source or type and that assume soils are only formed
from rock directly underlying. Our existing amalgamated rock samples
likely reflect to some degree both local and upslope parent materials. By
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Fig. 2. We quantify soil cover at both the local and landscape scales in Lost Horse (a) and Rye Creek (b). A string grid, outlined in red for visibility, consisting of nine
1 m? segments (c, d) was used to estimate local soil and rock cover at each sample location in the field. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

amalgamating rock fragments from several rocks rather than a single
sample, we minimize the effect that one anomalous sample or exposure
might have on our estimate of parent material composition. To further
prevent sampling bias, all collected rock samples were crushed to <1 cm
and powdered before subsampling for XRF analysis.

Surface regolith cover in these mountain environments included
coarse rock fragments >5 cm and sometimes was disrupted by the local
exposure of bedrock at the surface. These larger rock fragments and
cobbles were not collected and homogenized in soil sampling. To com-
plement auger measurements made of soil and rock cover, we deter-
mined the local and finer-resolution extent of rock cover using a grid-
based method. The fractional cover of exposed bedrock and rock frag-
ments (>5 cm in length) was estimated within each of the 9 grid seg-
ments and averaged to calculate the fractional local exposure of bedrock
and effective soil cover at each sample location. We then calculated an
effective soil thickness by multiplying the average measured soil thick-
nesses by the fraction of soil cover. This analysis assumed that the
amount of rock exposed at the surface is reflective of rock fragments
distributed throughout the soil column (Simanton et al., 1994). We dug
six soil pits to compare the depth distribution of rock fragments and
validate that surface exposure reflects variability at depth.

3.2. Topographic and land cover analyses

We characterized topography using USGS National Elevation Dataset
~10 m digital elevation models (DEMs; N-S spacing). Though higher-
resolution topographic data are available for some valley bottoms and
other isolated portions of the study region, those datasets have insuffi-
cient coverage for our sample locations and catchment-wide analyses.
Terrain attributes, stream networks, and catchment extents were

extracted using Spatial Analyst tools in ArcGIS and TauDEM toolset
(Tarboton, 1997), and processed in MATLAB software to derive topo-
graphic statistics.

In Lost Horse Creek, field measurements of rock exposure were
largely limited to lower slopes, primarily below treeline. These rock-
cover field measurements from augers and soil-grids are thus detailed
and accurate only within the predominantly soil-mantled domain in
which they were taken. Areas of more continuous rock exposure were
visible from valley floors; these rocky areas tend to be found in high-
elevation, very steep, less-accessible settings (Figs. 2a, 3a). In order to
identify bedrock exposure in inaccessible regions and at a larger
catchment scale, we use a combination of Google Earth Images, ImageJ
spectral analysis, and the 2011 National Landcover Database. We
selected multiple 100 x 100 m sites at each catchment to explore the
applicability of expanded rock and landcover mapping. Using Google
Earth, we hand-digitized exposures of rock in 10 selected patches of Lost
Horse Creek (Fig. 3). Plots were chosen to span a variety of aspect and
slope positions and aimed at rock-soil transitions. In this analysis, we
included talus boulder fields in the rock domain. We included 6 vali-
dation sites in Rye for consistency, a lower number because the catch-
ment exhibits a near-continuous soil mantle, and rock outcrops are
isolated and difficult to identify in aerial imagery due to their small size.

First, we used the 2011 National Land Cover Database (NLCD)
dataset (Homer et al., 2015) created by the Multi-Resolution Land
Characteristics (MRLC) Consortium, which characterizes land cover at
30 m resolution based primarily on a decision-tree classification of c.
2011 Landsat satellite data. NLCD thematic classes primarily focus on
vegetation communities and land use, and as such this database is not
aimed at distinguishing rock cover. Here, we use NLCD data because of
their wide availability and accessibility to users, and we explore the
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Fig. 3. Google Earth aerial imagery (a, b) and NLCD 2011 land-cover classifications (c, d) were used to map catchment-scale bedrock cover in our study area.
Extensive high-elevation bedrock exposures visible in the image of Lost Horse Creek (a) are poorly represented by the “Barren Land (Rock/Sand/Clay)” NLCD
category, which makes up less than 0.2% of the mapped catchment (primarily as isolated pixels too small to be visible in panel c). Instead, rock exposures above
treeline at Lost Horse overlap with the Herbaceous/Grassland NLCD category, though this category underestimates exposures on north-facing slopes. In Rye Creek (b,
d) soil cover is nearly continuous. Multiple 100 x 100 m? patches (6 in Rye Creek, 10 in Lost Horse Creek) were selected for detailed bedrock mapping to reclassify

NLCD categories and calibrate ImageJ processing.

degree to which reclassified categories serve as proxies of mapped
bedrock outcrops. In Lost Horse Creek, the NLCD “Barren Land (Rock/
Sand/Clay)” category occupies only 0.2% of the catchment area, far
underestimating the rock cover visible in this system (Fig. 3). NLCD
categories were compared to bedrock exposures mapped in Google Earth
validation plots and field-based ground truthing where possible, in order
to reclassify NLCD data into two binary categories: soil and rock. This
method allows us to identify and quantify exposed rock quickly across
the entire study area rather than exhaustive mapping by hand at a large
scale. Workers who intend to explore this method in the future must
readjust their classifications for their particular setting of interest.

We also test the use of simple spectral analysis of aerial photography
to estimate the proportion of soil and rock cover using ImageJ, a public-
domain image-processing program. Due to lack of extensive exposures of
bedrock in Rye Creek, where bedrock outcrops tend to occur at a meter-
scale, we apply this reclassification at Lost Horse Creek only. Our ImageJ
analysis of Google Earth images is based on a simple algorithm that
quantifies pixels in an image above a brightness threshold chosen by the
user. In this analysis, rock cover was delineated in the 10 Lost Horse
Creek validation plots based on brightness of a greyscale aerial image
(Fig. 4 and supplementary material). We then applied this threshold to
an image of the entire catchment in order to calculate landscape-scale
rock and soil cover and compare to the NLCD-based estimates.

3.3. Analysis of chemical weathering extent

We combine the field analysis and the remotely sensed landcover
characterization described in the previous two sections to improve our
understanding of chemical weathering at multiple spatial scales.

Chemical depletion fraction (CDF) and mass transfer coefficients (tau)
are well-established metrics of chemical weathering extent (Brimhall
and Dietrich, 1987; Riebe et al., 2001). We build on these by adjusting
the calculations first to incorporate rock within the soil-mantled do-
mains as measured by our sample grids, and second to incorporate rocky
domains using landcover classifications.

We analyzed the bulk elemental composition of 118 soil and rock
surface samples by X-ray fluorescence (XRF) spectrometry, performed
by ALS Global in Reno, NV.

Bulk samples were completely pulverized to <75 pm. Concentrations
of trace elements such as zirconium were measured by pressed-pellet
wavelength dispersive XRF. Major oxides were measured on a fused
disk of sample mixed with a lithium borate flux. Molar concentrations
were calculated from oxide percentages and all concentrations were ash-
corrected based on loss on ignition percentages.

We quantify the degree of chemical weathering based on bulk and
trace elemental concentrations in soils and bedrock. The chemical
depletion fraction (CDF; Riebe et al., 2001, 2003) reflects the relative
enrichment of an inert element in soils (is,;) compared to parent material
(irock):

CDF =1— (—k> 1
Lsoil

Relative losses of major elements (j; Na, Mg, K, Ca) were indexed by

mass transfer coefficients (tau; 7;) (Muir and Logan, 1982; Brimhall and
Dietrich, 1987):

Tj _j:ml Lrock 1. (2)

Jrock " Lsoil
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Fig. 4. Subset of selected sites in Lost Horse Creek for comparison of mapped bedrock, NLCD-classifications, and ImageJ spectral processing. Each separate row
compares mapped bedrock exposure in the sites with corresponding NLCD categories (middle column) and Image-J analysis (right column). The photograph at the
bottom left panel was taken from the ground at the point and perspective of the black arrow for LH site 2. Rock exposures visible in Google Earth are outlined in red.
While large expanses of exposed bedrock at Lost Horse Creek were identified well by “grassland/herbaceous” NLCD classes, sites with patchy bedrock (red outlines)
were generally found to match multiple NLCD classes (LH site 8). Site locations with the Lost Horse Creek basin are shown in Fig. 3c. In Rye Creek, rock cover was
rare and too sparse to correlate with coarse NLCD classes (see supplementary material). (For interpretation of the references to color in this figure legend, the reader

is referred to the web version of this article.)

Values of T > 0 represent fractional mass gain in soil relative to its
parent material and t < O represent fractional mass loss. In this analysis
we assume 1) soils are derived from bedrock and that inputs from dust
sources are negligible; 2) boulders on the surface have similar compo-
sition to local and upslope bedrock at depth; and 3) rock and soil contain
an immobile element (i) that is effectively inert to chemical weathering
reactions.

We compared Zr and Ti in soils and rock (Fig. 5) to test that their
concentrations varied with little change in ratios, an observation
consistent with enrichment during weathering (e.g., Dixon et al., 2012).
Egs. (1) and (2) were applied to soil-rock pairs from each sample site.
However, several sites within Rye Creek had anomalous Ti and Zr con-
centrations relative to their local rock pairs or regional counterparts,
likely reflecting inconsistent composition of locally outcropping boul-
ders compared to buried parent material (Fig. 5a). For soil samples
paired to these bedrock outliers, weathering indices were calculated
using a composite parent material value measured as the average values
of all unflagged Rye rock samples. Although this is an inconsistency for
these few samples, we find it valuable to keep sample pairs together
when possible and do not use a single landscape-averaged rock chem-
istry value for all sample calculations. The paired rock samples already
represent an amalgamation of nearby parent-material sources, and

regional rock compositions across the batholith are variable (Fig. 5a).

We use Zr-based CDF and tau values in the remainder of the manu-
script consistent with similar studies (e.g., Dixon et al., 2012). The Zr-
based values yield lower and more reasonable CDF values than Ti-
based measurements, and past studies have suggested Ti-mobility in
granitic rocks is higher than that of Zr (Taboada et al., 2006).

We adapt the weathering calculations above (Egs. (1) and (2)) to
develop a new metric accounting for rock fragments within soil-mantled
portions of the landscape. Mass transfer coefficients of specific elements
and CDF values were multiplied by the grid-based percent soil cover
estimate at each sample site to calculate a “rock-adjusted tau” (RAt) and
“rock-adjusted CDF” (RACDF) value. The hyper-local focus of traditional
approaches does not account for parent material from rock fragments
and bedrock exposed within just a shovel or arm's length. This rock-
adjusted value provides an improved characterization of the weath-
ering intensity underfoot at each sample site.

We extend our calculations to a regional scale and adjust CDF and tau
values to include the rocky uplands where we assume weathering in-
tensities are minimal compared to regolith values. Using estimates of
rock cover based on the landcover analyses described in Section 3.2, we
calculate “landscape-adjusted” CDF and tau values as the product of
rock-adjusted weathering (RACDF and RA7) and fractional soil cover (i.
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Fig. 5. a) Ti and Zr concentrations of soil (closed symbols) and rock (open symbols) samples. The arrows highlight an example anomalous rock sample where Ti and
Zr concentrations exceed the associated soil values. b) CDF values calculated with either Ti (CDFry) or Zr (CDFy,) as refractory elements are correlated, though not a

1:1 relationship. Symbol size exceeds uncertainty unless shown.

e., the proportion of the catchment estimated by NLCD to be mantled by
soil). We apply this adjustment to Lost Horse Creek only because Rye
Creek lacks significant amounts of exposed and mappable rock.

4. Results
4.1. Topographic variability across study catchments

Slope analysis of catchments within our study region highlights
differences between the formerly glaciated Bitterroot Mountains and
primarily nonglaciated Sapphire Mountains (Fig. 6). Catchments exhibit
similar morphologies within each separate range. Slope gradients of
Sapphire catchments are normally distributed about mean slopes of
20.9° + 0.01 (p + s.e.). By contrast, slope gradients of the Bitterroot
catchments are higher, averaging 27.5° &+ 0.01, with over half of slopes
>33°. The focused study catchments, Rye and Lost Horse Creeks, are
generally representative of the broader mountain ranges; Lost Horse has
a higher mean elevation (2014 m) than Rye (1734 m).

4.2. Soil cover and thickness

Auger-based estimates of soil and regolith cover are highly variable
across both Lost Horse and Rye Creek catchments (Fig. 7a, b). Measured
soil thicknesses (determined by the absence of relict rock fabric in
samples) are less than the augered depths of refusal in Rye Creek. Thus,
regolith in this system is composed of both mobile soil and saprolite
(Fig. 7a). In comparison, nearly all soils directly mantle rock in Lost
Horse Creek, with no saprolite layer. Soils tend to thin with increasing
slope at Lost Horse Creek but exhibit little consistent variation with
slope at Rye (Fig. 7c, d). Soils are on average two times thicker in Rye
Creek (34.9 + 1.4 cm, n = 165) than Lost Horse Creek (17.5 + 1.5 cm, n
= 165; p < 0.01). Only 78% of auger sites (146 of 187) within the pri-
marily soil-mantled portions of Lost Horse Creek had measurable soil
(>1 cm). We augured 4 points withina 1 m? area at two calibration sites
in Rye Creek and two in Lost Horse Creek, and found local coefficients of
variation of 15% and 27% in Rye and Lost Horse respectively, based on
standard deviations of soil thickness.

At a subset of sample sites with soil at the surface, we performed local
grid-based measurements of emergent boulders and rock fragments >5

Slope (%)

100 150 200

5 ‘ Sapphires (unglaciated)

Frequency (%)

J

Bitterroots (glaciated)

Lost Horse

Slope (°)

Fig. 6. Slope distributions of 11 catchments in the Bitterroots (blue) and Sapphires (red). The red and blue shaded histograms represent Rye Creek and Lost Horse
Creek respectively. Slope distributions generally group by mountain range, with higher modal slopes in the Bitterroots. (For interpretation of the references to color

in this figure legend, the reader is referred to the web version of this article.)
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cm. Soil cover estimates at Lost Horse and Rye Creek were 86.8%
(£2.6%, n = 23) and 96.9% (+2.1%, n = 23) respectively. Accounting
for auger sites lacking soil in the otherwise primarily-soil-mantled
domain of Lost Horse Creek (22%; not included in the above string-
grid measurements), the surface soil cover estimate adjusts to 67.7%
(Table 1). Thus, within this soil-mantled domain, local rock outcrops
and large rock fragments (>5 cm) make up >27.4% of the surface in Lost
Horse Creek and 3.1% of the surface in Rye Creek.

Next, we multiply average soil thicknesses (measured by auger) and
soil cover estimates (estimated using 3 x 3 m grid at sample sites) to
calculate what we term the effective soil thickness. This metric accounts
for the observation that even in the largely soil-mantled valley bottom
and lower hillslopes of Lost Horse Creek, rock cover influences the
ecologic, hydrologic, and geomorphic role of soils. Effective soil thick-
ness in Rye is more than double that of Lost Horse (Table 1; 33.8 cm and
12.7 cm, respectively). Because this comparison only applies to pre-
dominantly soil-mantled portions of each landscape and excludes rocky
ridges and upper hillslopes of Lost Horse Creek, catchment-scale dif-
ferences in soil thickness and cover between these two catchments are
much greater.

We now broaden our scope to include rocky portions of Lost Horse
Creek, those steep uplands where soil is patchy if present at all. This
same larger-scale analysis is not relevant in Rye Creek, which lacks
steep, rocky areas. While small exposures of rock cover could be mapped
in Rye Creek via aerial photography, these were too isolated and small-
scale to compare to coarse NLCD landcover classifications (Fig. 3). Nine
NLCD landcover classes are found in Lost Horse, and the NLCD “Barren
Land (Rock/Sand/Clay)” category occupies only 0.2% of the catchment
area, far underestimating rock cover in this system. The coarse resolu-
tion and sub-pixel landcover mixing of NLCD data are known to result in
underestimations and limited accuracy of mapped extents of “Barren
Land” in steep mountain terrain. In the Sierra Nevada Mountains of

“Hﬂﬂﬂ i,

40

Local Slope (°)

Table 1
Chemical weathering intensity and soil thickness.

Lost horse (bitterroots) Rye (sapphires)

Avg +Std n Avg +Std n
err err
Element-specific tau®
T Si -0.30  +0.04 28 —-0.55 +0.03 28
TAl -0.26  +0.03 28 —-0.43  +0.05 28
T Na -0.42  +0.04 28 -0.55 +0.04 28
TK -0.39  +0.04 28 —-0.65 +0.03 28
Rock-adjusted tau”
RA 7 Si —-0.22 +0.05 23 —0.53 +0.05 27
RA T Al -0.19  +0.05 23 -0.42  +0.06 27
RA t Na -0.30  +0.05 23 -0.53 +0.06 27
RATK —0.28 +0.06 23 —0.63 +0.06 27
Soil cover and thickness
Auger refusal depth 18.2 +1.6 164 41.1 +2.1 165
(cm)*
Soil thickness (cm) 17.5 +1.5 163 34.9 +1.4 165
Local soil cover (%) 67.7 96.9
Effective soil thickness 12.7 33.8
(cm * %area)b
Soil and surface
weathering
CDF 0.29 +0.03 28 0.53 +0.03 28
RACDF’ 0.20 0.51
Landscape-adjusted 0.14 0.51
RACDF!

# Negative tau (t) values reflect element-specific weathering loss.

b Rock-adjusted weathering (RA-t, RACDF) and effective soil thickness
incorporate local-scale rock fractions, based on string grids at sample sites.

¢ Auger refusal depth differs from soil thickness when saprolite is present.

4 Landscape-adjusted RACDF is the average RACDF times landscape-scale soil-
cover and is therefore the most comprehensive measure of landscape-wide
chemical weathering we produce.
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California, NLCD categories underestimate rock at high-gradient slopes
(similar to the high-elevation cliffs of our study area) up to 88% (Petliak
et al., 2019). Visual comparison with aerial photography (Fig. 3) iden-
tified three categories (“Perennial Ice/Snow,” “Barren Land (Rock/
Sand/Clay),” and “Grassland/Herbaceous™) that best match mapped
rock cover at both a catchment scale (Fig. 3) and across the rock-soil
transitions seen in Lost Horse Creek validation plots (Fig. 4). Predomi-
nantly soil-mantled slopes coincide with the other classifications,
including “Evergreen Forest”, “Woody Wetlands”, “Emergent Herba-
ceous Wetlands”, and “Pasture/Hay”. The “Shrub/Scrub” category,
which makes up 12% of total area of Lost Horse Creek, often occurred at
the edges of clear bedrock regions and included significant rock outcrops
(Fig. 3). In our conservative metric of rock cover, erring on the side of
underestimating rock exposure (and thus underestimating the weath-
ering differences between soil-mantled versus steep terrain), we classi-
fied “Shrub/Scrub” as soil. This results in an NLCD-based estimate of
rock cover in Lost Horse Creek catchment of 28.6%.

Iterative ImageJ analysis of aerial imagery in 10 validation plots
(Fig. 3) was used to visually determine a brightness threshold of 135 (on
an 8-bit greyscale, where 0 = black and 255 = white) that delineated
rock and soil portions of the landscape. We selected a threshold that
conservatively identified mapped soil swaths in the validation plots.
Thus, these methods likely provide a slight underestimation of rock
exposure. Applying this threshold across the entire catchment, we find
that at least 29.6% of Lost Horse Creek has exposed bedrock.

Applied at the landscape scale, both NLCD and ImageJ analysis of
aerial imagery indicate just under one third of land surface area in Lost
Horse Creek has exposed bedrock at the surface (Fig. 8; 28.6% by NLCD;
29.6% by ImageJ). Our visual comparison does not provide a robust test
of NLCD- and Google Earth-based analyses of landscape rock cover,
which is beyond the scope of this study. However, their agreement
suggests both are reasonable (though conservative) estimates.

Our catchment-scale methods map similar areas of bedrock cover
(Fig. 8), though there is some disagreement at a fine scale. While both
methods are effective at capturing extensive rocky ridges, we find
disagreement mostly 1) at the transition between hillslopes and ridges,
where vegetative cover is patchy and coarse NLCD resolution is limiting,
2) on soil-mantled avalanche chutes that have high brightness in ImageJ
analysis, and 3) along shadowed rocky ridges and scree slopes that
ImageJ analysis misidentifies as soil. We adopt the rock cover estimate
from NLCD reclassification (28.6%) for the following calculations.

4.3. Chemical weathering intensity

First, chemical depletion fractions (CDF) calculated from zirconium
concentrations in soils and bedrock, on average indicate local soils at
Lost Horse Creek are 45% less weathered than those at Rye Creek (0.29
+ 0.03, n = 27 and 0.53 + 0.03, n = 28 respectively; p < 0.01). Mass
transfer coefficients (t) of major elements (Si, Na, and K) also tend to be

a) NLCD-based estimation

rock-dominated

soil-mantled
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higher in Rye (Table 1; using two-sample t-tests assuming unequal
variances, tSi and K significant at p < 0.01; TNa p = 0.03). Notably,
tNa, which is often used as an indicator of plagioclase weathering (e.g.,
Rasmussen et al., 2011) is highly variable in both systems and ranges
from —0.10 to —0.68 in Lost Horse Creek and from 0.03 to —0.83 in Rye
Creek, averaging —0.43 + 0.17 (n = 27) and —0.53 + 0.23 (n = 28)
respectively.

CDF measurements range surprisingly high (Fig. 10). Though we do
not know the fraction of quartz in regional bedrock, estimates of
weathering intensities upwards of 70% are likely impractical. These
high values may result from a sampling design reliant on bedrock ex-
posures that are of a different composition than buried bedrock and are
more resistant to weathering. Regardless, we have attempted to improve
sampling methods over past studies that are heavily reliant on single
bedrock samples, and CDF values should provide a valid, if relative,
measure of weathering intensity for landscapes with a patchy soil
mantle.

Local Rock-Adjusted CDF values (RACDF) and element-specific los-
ses (RAT) incorporate an adjustment for rock-fragments and bedrock
exposure within sampled soil-mantled areas (i.e. valley bottoms and
lower hillslopes) based on our field sampling grids. These metrics pro-
vide a more accurate picture of the profound differences in catchment-
scale weathering intensity and soil formation between Rye and Lost
Horse. RACDF values average ~41% higher in Rye Creek compared to
Lost Horse (0.51 and 0.20 respectively; p < 0.01). Elemental differences
(RAT of Si, Na, and K) between soils in Lost Horse Creek also become
magnified by rock adjustment, while rock adjustment in Rye Creek does
not change the numbers significantly (Table 1).

Finally, we widen our scope to include the highest and steepest
portions of Lost Horse Creek where bedrock is exposed. Multiplying the
percent of Lost Horse's total area that is mantled by soil (71.4%) by its
RACDF (0.2) we calculate Lost Horse's landscape-adjusted CDF to be
0.14 (Table 1). We offer this as the most comprehensive estimate of
chemical weathering intensity across the entire catchment.

5. Discussion

Detailed analysis of two study catchments, Lost Horse and Rye Creek,
showed differences in soil cover and thickness at local and landscape
scales. Within the >70% of Lost Horse catchment that is soil-mantled
(Fig. 9), local rock outcrops and large rock fragments make up a sig-
nificant portion (27%) of the surface (Table 1; Fig. 2). Bedrock domi-
nance increases and soil thicknesses decrease with increasing slope
gradients in Lost Horse Creek both locally (Fig. 5) and at a landscape
scale (Fig. 9). Thus, we find no clear critical slope thresholds above
which soil does not persist, similar to past studies, although thresholds
may emerge when viewed at finer resolutions (e.g., DiBiase et al., 2012).
An apparent decrease in rock cover at gradients >40° is likely due to the
poor applicability of NLCD as a proxy at these steep slopes (Petliak et al.,

b) ImageJ-based estimation

Fig. 8. Comparison of rocky (grey) and soil-mantled (brown) regions within Lost Horse Creek based on two methods, (a) NLCD vegetation reclassifications and (b)
spectral image classification of aerial photography using Image-J analysis software. Both methods yield a similar estimate of ~30% rock cover in this catchment. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 9. NLCD-derived rock and soil categories versus slope (binned by 5° in-
crements) within the Lost Horse catchment. In total, our NLCD-derived rock
category composes ~30% of the land cover in Lost Horse. Rock cover increases
noticeably with slope gradient, from only 6% rock cover at slopes <5° to ~40%
at slopes >35°. The apparent decrease in rock cover at the highest slopes is
likely due to the low-resolution of NLCD data and poor accuracy in rocky and
steep terrain (Petliak et al., 2019).

2019), which occur intermittently along thin bands of the Lost Horse
catchment. Importantly, soils are present in roughly half the landscape
even at steepest slope angles (Fig. 9). While increases in slope gradients
do not result in an observable threshold response in soil cover and
abundance, they correlate with a gradual doubling in rock cover at a
landscape scale, and thus we infer important process changes that co-
vary with slope.

Weathering indices consistently show that sampled soils in the
unglaciated Rye Creek are more highly weathered than post-glacial Lost
Horse Creek. CDF and t values of major elements derived from weath-
erable minerals (Si, Na, and K) indicate nearly double the weathering
intensity at soils in Rye Creek watershed compared to soil-mantled
portions of Lost Horse. This difference could arise if soils are ‘older’ in
Rye Creek due to the lack of glaciation. Based on denudation rates at
similar settings around the globe (Portenga and Bierman, 2011), the
relatively thin soils (<50 cm), and the time since glacial retreat, we
suspect that soil residence times may be similar in the two catchments.
Instead, we anticipate that the lack of glacial erosion in Rye allowed the
bedrock weathering front to outpace soil production long term (as evi-
denced in the observed saprolites in Rye; Fig. 7a) and thus soils are
derived from pre-weathered parent material (saprolite).

On average, Na and K losses are high in both systems and suggest
strong weathering of plagioclase and potassium feldspar. These simi-
larities are not surprising based on the uniform lithology across the
catchments, and the expectation that feldspar dissolution dominates
weathering losses in granitic catchments (Rasmussen et al., 2011).

These soil-based indices underestimate differences in surface
weathering because they include locations with significant rock expo-
sure and rock fragment contributions to soils. Adjustments for un-
weathered rock contributions in the near surface (e.g., calculation of
RACDF) reduce measured chemical intensities from 29% to ~20% in
Lost Horse Creek and from 53% to 51% in Rye Creek. Accounting for
landscape-scale rock emergence further reduces estimates of chemical
weathering intensity in Lost Horse Creek to 14%. This derivation as-
sumes areas of exposed bedrock undergo trivial weathering. It also re-
quires accurate quantification of soil-mantled and rocky portions of the
landscape. Our study is limited by the exclusion of weathering in deep
fractures and the facets of talus fragments. However, even with signifi-
cant error, the approximations presented here should more accurately
reflect landscape weathering differences between the two catchments
than is captured by soil geochemistry results alone.

Most studies based on regolith data focus solely on kinetic- and
supply-limited regimes focused in landscapes with a continuous soil
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Fig. 10. Weathering indices for soils in Rye (red) and Lost Horse (blue)
catchments. Raw data distribution of soil CDF and element specific losses are
shown as shaded violin plots. The distribution of rock-adjusted weathering
indices (RACDF and RAT) is represented by hollow violins, and is calculated by
multiplying individual sample CDF and t-values by the percent soil cover
estimated at that sample site using a 3 x 3 m string grid (Fig. 2). Average values
of CDF and 7 are shown by circles, while the rock-adjusted mean is represented
by a horizontal line. Landscape-scale surface weathering intensity (accounting
for large-scale rock cover within study systems) is represented by the star.
Because NLCD methods were unable to identify sparse, isolated boulders in Rye
Creek, landscape-scale weathering averages (star) are the same as the Rock-
Adjusted values (line). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

mantle (Riebe et al., 2003; Mao et al., 2018) or at a local scale that does
not take into account the emergence of rock (e.g., Dixon et al., 2012;
Larsen et al., 2014). However, rock cover and abundance, in addition to
biasing chemical weathering measurements, also play an important role
in local and landscape processes. Rock fragments influence chemical
weathering rates (White and Brantley, 2003), and their delivery to
channels impacts fluvial sediment dynamics and incision (Sklar et al.,
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2017; Shobe et al., 2016; Shobe et al., 2018; DiBiase et al., 2018). Rock
cover is also diagnostic of weathering conditions and processes within a
system. The consistencies in soil mantle and soil thickness and the high
intensity of weathering across Rye Creek suggest a largely supply-
limited weathering scenario at both local and landscape scales. By
contrast, we find several conditions in Lost Horse Creek that are diag-
nostic of kinetic-limited weathering (an interpretation that does not
require measured erosion rates). First, soils exhibit a wide range of
weathering extents, and in some soils a high portion of Na from bedrock
remain, an indication that weatherable plagioclase persists. By contrast,
in a supply-limited weathering systems one would expect intense and
less-variable weathering intensities. Second, local soils directly overlie
rock, such that little or no saprolite layer exists beneath mobile regolith.
This condition is consistent with the outpacing of a chemical-weathering
front by biophysical erosion and soil production (Dixon et al., 2012).
Next, soils contain abundant large rock fragments (cobble size or larger)
that persist in the weathering reactor. Finally, at a catchment and
landscape scale, rock cover is spatially abundant and patchy soils are
evident.

We find little correlation between weathering intensity and local
topographic metrics (Green et al., 2006; Dixon et al., 2012). This may be
attributable to the difference in DEM resolution and the scale of chem-
ical weathering measurements. Our calculations of slope and curvature
reflect topographic conditions at a scale of ~900 m? (or 9 pixels of a 10
m DEM). This resolution is too coarse to capture the variations in our
local soil weathering and rock-adjusted soil weathering measurements
(1 m? scale) across the landscape. Analysis of high-resolution (~1 m)
topography could provide further insight into controls on local soil
processes (e.g., DiBiase et al., 2012; Milodowski et al., 2015). Alterna-
tively, we may also infer that highly heterogeneous weathering in our
mountainous study landscape reflects a number of complex controls not
explicitly quantified here. For example, surface and subsurface hydrol-
ogy, vegetation and other biotic influences, and fracture-controlled
weathering are likely highly variable at a local scale and may over-
print other topographic controls. Further complexity may arise if
chemical weathering occurs primarily in transient depositional settings
such as landslides, rather than in-situ produced soils (Emberson et al.,
2016), or as a combination of both. This scenario could result in a
decoupling of weathering and the topographic controls we might
otherwise expect to influence mineral residence time at the surface.

6. Conclusions

Exploiting two landscapes that present useful contrasts in soil cover
and morphology, we provide new data and insights into how weath-
ering, topography, and soil cover relate. We introduce rock-adjusted and
landscape-adjusted chemical weathering metrics to refine measure-
ments of chemical weathering intensity in complex settings. We
demonstrate that rock cover at local and landscape scales has important
implications for calculations of weathering intensity in these systems. In
Lost Horse Creek, accounting for abundant rock at local and landscape
scales resulted in reductions of calculated landscape-averaged surface
weathering intensities by ~50%. These findings suggest that studies that
solely rely on fine-regolith chemistry and/or focus only on weathering in
hyper-local or isolated soil-mantled portions of the landscape may
overestimate weathering regimes and controls in mountainous systems.
We suggest adapted chemical weathering metrics, local rock and
landscape-adjusted CDF and 7, to address this complexity and resolve
biases that result from underestimated rock cover.

Our work also adds new insights into the heterogeneity of critical
zone architecture in a complex mountainous landscape. Few studies
have quantified spatial variability in soil and bedrock cover (e.g., Norton
and Von Blanckenburg, 2010; DiBiase et al., 2012) or rock fragments
(Marshall and Sklar, 2012) across mountainous watersheds. We find
rock cover (locally emergent bedrock, boulders, and large rock frag-
ments within soils) is ubiquitous at multiple scales, and accounts for a
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significant component of the surface in the Lost Horse Creek study
catchment at both the local and landscape scale. Quantifying bedrock
cover and the controls on its emergence will be important in future
studies as we seek improved understanding of the chemical and physical
processes that release rock-derived nutrients, sculpt and shape mountain
systems, and play a critical role in Earth's carbon cycle.
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