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A wide-range (0 to 1044.0 g/cm3 and 0 to 109 K) equation-of-state (EOS) table for a 
CH1.72O0.37N0.086 quaternary compound has been constructed based on density-functional the­
ory (DFT) molecular-dynamics (MD) calculations using a combination of Kohn-Sham DFT MD, 
orbital-free DFT MD, and numerical extrapolation. The first-principles EOS data are compared 
with predictions of simple models, including the fully ionized ideal gas and the Fermi-degenerate 
electron gas models, to chart their temperature-density conditions of applicability. The shock Hugo- 
niot, thermodynamic properties, and bulk sound velocities are predicted based on the EOS table 
and compared to those of C-H compounds. The Hugoniot results show the maximum compression 
ratio of the C-H-O-N resin is larger than that of CH polystyrene due to the existence of oxygen and 
nitrogen; while the other properties are similar between CHON and CH. Radiation hydrodynamic 
simulations have been performed using the table for inertial confinement fusion targets with a CHON 
ablator and compared with a similar design with CH. The simulations show CHON outperforms CH 
as the ablator for laser-direct-drive target designs.

I. INTRODUCTION

Laser-direct-drive (LDD) [1] and indirect-drive [2] tar­
gets in inertial confinement fusion (ICF) experiments 
typically consist of a spherical ablator capsule that covers 
a deuterium-tritium (DT) fuel layer. Polystyrene (CH) 
has widely been used as the ablator material, which is 
easy to fabricate and has relatively well-undestood equa­
tion of state. The disadvantage of CH being susceptible 
to the Rayleigh-Taylor instability, however, has driven 
exploration of materials with high tensile strength as al­
ternatives for ablators. Examples include high-density 
carbon, boron nitride, and boron carbide, which typically 
exhibit higher ablation pressure and x-ray absorption and 
can improve the target performance in such experiments. 
Beside the high-strength materials, other techniques have 
also been explored. One example is the recently proposed 
foam layer (through additive manufacture) to mitigate 
laser imprint and reduce hydrodynamic instabilities dur­
ing ablation [3], which is an important factor in LDD 
experiments.

One strategy being explored is to use two-photon poly­
merization (TPP) to fabricate targets from CHON poly­
acrylate resin. Using this technique, the CHON material 
can be precisely fabricated into shell structures with su­
perb lateral structure uniformity (to the level of 1 pm) 
and radial density gradients (resembling that of bulk 
resin at the interior and foam at the exterior), which 
can mitigate the growth rate of Rayleigh-Taylor instabil­
ity [4]. The fill tube can also be additively manufactured 
with the capsule as a single component.
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High-quality equation of state (EOS) of the target ma­
terials are required for designs of ICF and high-energy- 
density (HED) experiments. However, in contrast to CH, 
whose EOS has been widely studied experimentally and 
theoretically [5-14], an EOS for the CHON quaternary 
compound is still missing. The goal of this work is to 
provide a first-principles EOS for CHON to be used for 
hydrodynamic simulations, as well as to benchmark the 
performance of the new CHON against traditional CH 
materials. This is important for the design of future ICF 
and HED experiments that use ablators made of this ma­
terial.

The manuscript is organized as follows: Sec. II intro­
duces the structural preparation and the computational 
methodology; Sec. III shows the resultant EOS and com­
parison with other EOS models and pure CH, including 
the performance based on a preliminary one-dimensional 
(1D) hydrodynamic simulation; and Sec. IV concludes 
the paper.

II. METHODOLOGY 

A. Structure preparation

The CHON resin material used for TPP printing of 
targets has a bulk density of 1.2 g/cm3 and empirical 
formula of CH1.72O0.37N0.086 [15]. In this study, we built 
an atomistic structure model for the CHON resin based 
on a half of that of polycyanoacrylate [16], where three 
CN pairs were replaced by CH3 units and an additional 
H2 molecule was introduced to obtain a 50-atom unit 
cell with 16 C, 27 H, 6 O, and 1 N atom—stoichiometry 
that matches the resin material in laboratory [17]. The 
ambient-pressure structure is optimized through full re-
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FIG. 1. A snapshot of the 50-atom CHON unit cell after KS- 
DFT-MD simulations at 1.2 g/cm3 and 1000 K, which consists 
of a C-H-O-N frame and a Hg molecule. Edges of the periodic 
cell are shown with gray lines. Brown, cream, red, and blue 
spheres represent C, H, O, and N atoms, respectively.

luxation of the unit cell by Kohn-Sham (KS) density 
functional theory (DFT) [18, 19] calculations using a 
strongly constrained and appropriately norrned (SCAN) 
exchange-correlation functional [20].

Solid structures for densities higher than ambient are 
obtained by first shrinking and then partial relaxation 
(lattice vectors fixed while atoms allowed to move) of 
the cell. The procedure is performed starting from the 
ambient structure and gradually increasing density until 
the system is 20 times denser than the ambient condi­
tion. To relax the constraints in cell shape, we have then 
performed full relaxation at a series of pressures by start­
ing from structures that have been partially relaxed at 
nearby volumes. Lastly, partial relaxation is performed 
at each of the target densities by starting from the fully 
relaxed configuration at a nearby pressure. The resultant 
structures were used as the starting configuration in our 
KS-DFT molecular dynamics (KS-DFT-MD) simulations 
along corresponding isochores.

For lower-than-ambient densities, structures were pre­
pared at 1000 K by KS-DFT-MD simulations starting at 
0.75 g/cm3; then the cell was gradually expanded. This 
procedure retains the basic molecular units in the simu­
lation cell and is continued for a series of densities down 
to 0.05 g/cm3. The resultant structures were used for 
higher-temperature KS-DFT-MD simulations along cor­
responding isochores.

Figure 1 shows a snapshot of the simulation cell after 
our KS-DFT-MD simulation at 1.2 g/cm3 and 1000 K, 
which has a triclinic structure that is similar to the re­
laxed structures at higher densities. At temperatures 
above 15,000 K or densities above 20.0 g/cm3, our tests 
show the cell shape has little effect on the EOS. Therefore 
we switched to a 50-atom cubic cell at such conditions, 
except for densities of 100 g/cm3 and above, where a 100- 
to 400-atom cell was used to reduce finite size effects.

We perform first-principles MD calculations of the
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FIG. 2. Temperature-density grid of the EOS data for 
CHON produced in this work. The data at densities below 
0.025 g/cnr3 are extrapolated based on the Redlich-Kwong fit 
of data between 0.1 and 1.0 g/cm3 and therefore not shown 
for clarity. “bC”: bare Coulomb.

EOS along 27 isochores (density ranges between 0.05 
and 1044.0 g/cm3) at 24 different temperatures (between 
1000 and 109 K). These data have been extrapolated to 
lower densities and temperatures to produce a wide-range 
EOS table (shown in Fig. 2). Details of our methodology 
are presented below.

B. Kohn—Sham DFT MD for low-temperature 
calculations

We perform KS-DFT-MD simulations for relatively 
low-temperature (from 1000 K up to 500,000 K) con­
ditions by using the plane wave DFT code VASP (Vi­
enna Ab initio Simulation Package) [21]. We use the re­
cently developed thermal exchange correlation functional 
T-SCAN-L, which takes into account electronic thermal 
and nonhomogeneity effects at the meta-generalized gra­
dient approximation (meta-GGA) level of theory [22], 
preserving the meta-GGA-level accuracy of SC-AN-L [23] 
at low temperatures—an improvement over previous cal­
culations that typically use GGA or local density ap­
proximation (EDA) functionals. Two types of poten­
tials, projector augmented wave (PAW) [24] and bare- 
Coulomb [25], have been employed, depending on the 
density. The PAW potentials (used for simulations up 
to 25 g/cm3) explicitly treat the Is electron of FI and all 
second-shell electrons of C, O, and N as valence, and have 
0.8 and 1.1 Bohr core radii for FI and the other elements, 
respectively. A large energy cutoff of 2000 eV is used in 
the PAW calculations, which is the same as that used in 
previous work for CH [12, 13].

At densities above 25 g/cm3, we have switched to bare-
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Coulomb potentials to eliminate errors from overlapping 
of the frozen 1s cores of the PAW potentials. A cut­
off energy of 70,000 eV is chosen for the bare-Coulomb 
calculations. A rigid shift of 500 eV/atom was applied 
to all bare-Coulomb energies to align with those from 
PAW calculations (see Appendix A1). The strategy of 
switching potentials at 25 g/cm3 and the validity of using 
bare-Coulomb at high densities are verified through all­
electron calculations using the Quantum Espresso code [26] 
and a hard set of local pseudo-potentials (LPP), transfer­
able to extreme conditions of high pressure and tempera­
ture (see details in Sec. IIC), for selected snapshots (see 
Appendix A2). We note that previous studies [27, 28] 
have employed VASP and the bare-Coulomb potentials 
for calculations of pure C and H at similarly high den­
sities. To our knowledge, usage of the potentials for O 
and N or applications to quaternary compounds have not 
been reported. Due to flexibility of the Quantum Espresso 
code, we use it and in-house-built all-electron LPP po­
tentials to cross check the validity of the bare-Coulomb 
results from VASP. Except for the differences in compu­
tational efficiency, DFT implementation in the different 
codes would perform similarly [29].

In all calculations, the Baldereschi mean-value 
point [30] is used to sample the Brillouin zone if cu­
bic cells are used, while a T-centered 2 x 2 x 2 k mesh 
is used for simulations with triclinic cells. The num­
ber of orbitals are explicitly set to be large enough 
to ensure the highest energy state has negligible occu­
pancy (about 10-5 or smaller). A Nose-Hoover ther­
mostat [31, 32] is used to generate canonical ensembles 
at each temperature-density condition of interest, while 
electrons are enforced to follow a Fermi-Dirac distribu­
tion with the temperature equal to that of the ions [33]. 
A typical KS-DFT-MD trajectory consists of 2000 steps 
(timestep is 0.001 to 0.5 fs). When analyzing the EOS, 
we discarded the beginning part (typically 20%) of each 
MD trajectory to ensure that the reported EOS repre­
sents that under thermodynamic equilibrium. Ion ki­
netic contributions to the EOS are manually included 
by following an ideal gas formula (i.e., internal energy 
Eion kin. = 3NkBT/2 and pressure P-lon kin. = 3NkBT/V, 
where kB is the Boltzmann constant, N denotes the total 
number of ions in the simulation cell), while all other con­
tributions (ion-ion, ion-electron, and electron-electron 
interactions and the electron kinetic term) are calculated 
explicitly.

C. Orbital-free DFT MD for high-temperature 
calculations

KS-DFT-MD calculations become increasingly 
formidable at higher temperatures because of thermal 
excitation of the electrons to more orbitals at higher 
energy. We have calculated the CHON EOS at 105 K or 
higher temperatures by employing an orbital-free (OF) 
DFT MD approach with the Luo-Karasiev-Trickey

Y Thomas-Fermi (LKTyTF) tunable noninteracting 
free-energy functionals [34]. The thermal functional 
is constructed through a convex combination of LKT 
GGA [35] and TF [36] functionals:

T] = YFLKT[n,T] + (1 - [n,T], (1)

where y is a tuning parameter that varies between 0 and 
1, depending on the thermodynamic conditions [34]. This 
represents another improvement over previous EOS stud­
ies that employ the similar strategy of stitching KS and 
OF but use TF functional in the OF calculations [9, 37­
39]. In our calculations at 0.1 g/cm3, y is fixed to 1.0; 
for densities of 0.25 g/cm3 or higher, we first determine 
the value of y for each density by matching the pressure 
from our OFMD calculations at a high temperature (1 to 
3x105 K, shown with green squared symbols in Fig. 2) 
to the corresponding value from our KS-DFT-MD cal­
culations. Then the same y is applied for all higher- 
temperature OF-DFT-MD calculations along the corre­
sponding isochore. Finally, the resultant OF-DFT-MD 
energies along each isochore are shifted to agree with the 
KS-DFT-MD value at the matching temperature. This 
procedure ensures that there are no discontinuities in the 
EOS caused by switching from KS to OF. The values of
Y determined for CHON in this study and the matching 
conditions are shown in Fig. 15. To ensure thermody­
namic consistency, we used the same thermal T-SCAN-L 
exchange-correlation in OF- as in KS-DFT-MD simula­
tions.

In OF-DFT-MD, we used two sets of local pseudo­
potentials (LPPs). A hard one (dual-space Gaussian 
all-electron LPPs [40] for C, H, O, and N) was used 
for high densities (> 10 g/cm3) and a softer one (an 
LPP for H as described in [41] and all-electron ones for 
C, O, and N generated using the procedure described 
in [42] and presented in the dual-space Gaussian ana­
lytic form) for low densities (< 7.5 g/cm3). The hard 
pseudopotentials contain only the local part of the dual­
space Gaussian pseudo-potentials, and are fitted to sev­
eral strongly excited and ionized configurations of the 
atoms [43]. Because of the extreme conditions under 
which these pseudopotentials are used, the excitations 
and ionizations were chosen to be stronger than for stan­
dard pseudopotentials, including energy differences of up 
to 0.3 Hartree. Accuracy of the soft set of LPPs is veri­
fied against the hard ones by comparison between OF- 
DFT-MD simulations at selected thermodynamic con­
ditions. All OF-DFT-MD simulations were performed 
with PROFESS@QUANTUM-ESPRESSO package [44] and, 
depending on the real-space simulation cell size, on a 
128x128x128 or 256x256x256 numerical grid.

D. Extrapolation to low densities and low 
temperatures

Accurate DFT-MD simulations at low density become 
extremely taxing due to the large cell volume and the
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need for long trajectories. In order to extend the EOS 
table below 0.1 g/cc, we extrapolated each isotherm us­
ing analytic fits based on the Redlich-Kwong model [45]. 
The pressure is fit on each isotherm to

AT p A(T)p
M^(T)l-A(T)p 1 + A(T)/

where R is the gas constant, and Mm, A, and B are fit 
parameters corresponding to the mean molar mass, at­
tractive coefficient, and molecular co-volume. The spe­
cific energy is then fit to

A RT
e{p-, T) = eo+ (C0 — 1) -g ln(l — Bp) — ln(l — Bp)

RT Bp 
Mm 1 — Bp 

(3)

with e0, C0, C6, and Cm as fit parameters. The functions 
were fitted by using nonlinear least squares with bounds 
enforced on certain parameters to ensure their values are 
physically correct (e.g., the molar mass parameter must 
be positive). Note that because each isotherm is fit inde­
pendently, thermodynamic consistency is not assured in 
the low-density portion of the table.

Figure 3 shows the fitting/extrapolation produces pres­
sure and energy isotherms (colored curves) that match 
the first-principles values but are much smoother and 
extrapolate to a physically plausible zero-density limit. 
This provides a useful solution to filling the very low- 
density regime of the EOS table, which is barely acces­
sible to direct first-principles simulations but needed to 
exist for performing hydrodynamic simulations.

The low-temperature regime is jointly constrained by 
the cold curve (T=0 K), calculated using KS-DFT at 
densities between 1.2 and 17.5 g/cm3 [46], and the cal­
culated /extrapolated data at T > 1000 K. This has been 
accomplished numerically for each isochore with interpo­
lation (at densities 1.2 to 17.5 g/cm3) or extrapolation 
(at other densities) using cubic splines. We note that this 
methodology works better at higher-than-ambient than 
at lower densities, and the uncertainty in the low density, 
low temperature regime does not affect using this EOS 
table for typical IGF applications (see Appendix A4).

III. RESULTS

A. EOS and pair-correlation functions

Our calculated EOS at selected densities as functions 
of temperature is summarized in Fig. 4, which shows good 
agreement between PAW and bare-Coulomb results along 
the entire 25-g/cm3 isochore and smooth bridging of KS 
and OF data at the matching temperatures. Figure 4 also 
shows monotonic increasing in energy and pressure with 
temperature due to the increased ion and electron ther­
mal contributions. The variations with temperature be­
come smaller at higher densities because of the increased

(a)
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FIG. 3. Fit of (a) low-density (up to 1.2 g/cm3) pressures 
and (b) energies data (empty squares) to a Redlich-Kwong 
model along different isotherms (line-crosses).

degeneracy of electrons. The EOS approaches that of a 
fully ionized ideal gas in the limit of high temperatures 
(106 to 107 K, higher at higher densities).

Figure 5 compares the differences between our first- 
principles EOS and that of a fully ionized ideal gas at 
selected densities, calculated by E0 = 3Nn+ekBT/2 and 
Po = Nn+ekBT/V, where Nn+e is the total number of 
particles (nuclei and electrons). Different isochores have 
been shifted apart, which clearly shows agreements be­
tween PAW and bare-Coulomb data. Figure 5 also shows 
how the EOS data evolve with temperature and the OF- 
MD data approach that of the fully ionized ideal gas in 
energy and in pressure. The slope variations in the en­
ergy plots between different densities reflect changes in 
heat capacity; the differences between energy and pres­
sure plots define the profile of the Griineisen parameter. 
Both are due to the joint effects of ion thermal vibration 
and electron thermal excitation, which will be discussed 
later (Sec. IllB).

Figure 6 shows our calculated and extrapolated EOS 
data as functions of density, in comparison with fully
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FIG. 4. (a) Internal energy and (b) pressure of CHON
along different isochores considered in this study. “bC”: bare 
Coulomb. Gray lines denote corresponding values for a fully 
ionized ideal gas. The energies have been uniformly lifted by 
310 eV/50-atom cell to ensure positive values for the logarith­
mic plot.

FIG. 5. Matching KS (blue) and OF (red) data in (a) en­
ergy and (b) pressure along selected isochores in this work. 
Data shown are relative to values of fully ionized ideal gas 
(denoted by E0 and P0 and shown with black dotted hori­
zontal lines). Blue diamonds and squares denote calculations 
using PAW and bare-Coulomb potentials, respectively. Dif­
ferent isochores have been shifted apart for clarity.

ionized ideal-gas (gray curves) and non-relativistic Fermi 
degenerate electron gas (black lines) values at zero K [47], 
calculated via Pdeg = 2neEp/5 = (Sty2)2/3!^2 / (5me)n^3 
and Sdeg = 3Pdeg^z/2, where h is the reduced Planck con­
stant, me is the electron mass, ne is the electron number 
density, and V is the volume. The CHON system re­
sembles the fully ionized ideal gas at above 107 K, for 
all densities considered in this study (0 to 1044 g/cm3).

At lower temperatures and densities below 0.1 g/cm3, the 
same scaling but quantitative disagreement with the fully 
ionized ideal-gas values indicate the system resembles an 
ideal gas that is partially ionized. The Fermi degener­
acy limit is approached but not reached at the highest 
density of 1044 g/cm3.

We have also compared the C-C, C-H, and H H pair-
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FIG. 6. (a) Internal energy and (b) pressure of CHON
along different isotherms considered in this study. “bC”: 
bare Coulomb. Gray lines represent the fully ionized ideal 
gas value. Black lines denote the Fermi degenerate electron 
gas values at zero K.

correlation functions g(r) from our OF and KS simula­
tions of CHON. Figure 7 shows OF-DFT MD reproduces 
the structureless or structured features in g{r) by KS- 
DFT MD at the matching conditions (250,000 K). At 
25 g/cm3, the radial distribution results from KS-DFT- 
MD simulations with different electron-ion interaction

-4- KS-DFT-MD/PAW, C-C 
C-H 
H—H
KS-DFT-MD/bC, C-C 

-a-C-H 
-a- H—H
— OF-DFT-MD, C-C
— C-H
— H-H

FIG. 7. Comparison in pair-correlation functions from OF- 
DFT-MD and KS-DFT-MD calculations of CHON at selected 
densities and 250,000 K. The different sets of curves have been 
shifted apart for clarity. “bC”: bare-Coulomb.

potentials are consistent with each other. We note that 
the good agreement in gr(-r) at the matching conditions is 
not sufficient to justify the correspondence of KS and OF 
in the warm-dense-matter regime. In particular, the OF 
does not reproduce ionization effects of the shell elec­
trons. This effect is not directly captured by the gr(-r) 
function but can lead to differences in the Hugoniot and 
thermodynamic properties, which are discussed in the 
following Sec. IIIB.

B. CHON versus CH: Hugoniot, thermodynamic 
properties, and bulk sound velocity

The shock Hugoniot of CHON can be straightforwardly 
calculated from the EOS table through the Rankine- 
Hugoniot equation, E - E; + (P + P\){V - Vj)/2 = 0, 
where (E, P, V) denote the internal energy, pressure, and 
volume in the shocked state and (E;,P;, Vj) are the cor­
responding values at the initial unshocked state. By 
choosing CHON resin at ambient condition (1.2 g/cm3 
and 298 K) as the initial state, the pressure and tem­
perature Hugoniots as functions of compression ratio are 
calculated and compared to those of CH from KS/OF- 
DFT-MD [9] or KS-DFT-MD/path integral Monte Carlo 
(PIMC-) [12, 13, 48] calculations and hydrocarbons, oxy­
gen, and nitrogen from the first-principles EOS (FPEOS) 
database [48-50]. Figure 8 shows the CHON Hugoniot 
(black solid curve) up to 3 x 105 K is close to that of 
KS-DFT-MD predictions of CH with a comparable ini­
tial density (1.29 g/cm3, blue dash-dotted curve), and 
the overall profile is similar to that of the OF-DFT-MD 
predictions of CH (black dashed curve).
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FIG. 8. (a) Pressure- and (b) temperature-compression ratio
Hugoniot of CHON compared with that of CH from KS/OF 
calculations and those of C-H compounds, O, and N from 
FPEOS.

Figure 8 also shows that the OF-DFT-MD prediction 
of the CHON Hugoniot around the peak compression 
is narrower and has larger compression maximum (by 
~ 2%) than pure CH. Based on estimations using the 
FPEOS database, the compression maxima of hydrocar­
bons are expected to increase with the C-:H ratio (blue 
curves) or decrease with the initial density (blue dash- 
dotted versus red dotted curves), while pure nitrogen and 
oxygen have very high peak compression (pink and cyan 
curves). If the same trends are preserved for OF-DFT 
MD, we can attribute the observations about Hugoniot 
peak relations between CH (C:H=1:1, p;=1.05 g/cm3) 
and CHON (C:H=1:1.72, p;=1.2 g/cm3) to the inclusion 
of N and O in CHON. The all-electron PIMC- Hugo­
niot for CH has been widely acknowledged to be accu­
rate and shown to be consistent with experiments [li­
lt, 51, 52]. If a similar relation between PIMC and OF- 
DFT-MD predictions of the compression maxima of CH

is expected for CHON, deducted by a 1.4% increase due 
to the use of LKTyTF (for CHON) rather than TF (for 
CH) functional (according to our tests), we estimate the 
real compression maximum of CHON to be ~4.7 and 
occur at 50 TPa and 2 x 106 K. This can be verified by 
alternative methods, such as PIMC [48], spectral quadra­
ture [53-56], extended DFT [51, 57-59] or hybrid Kohn- 
Sham+ Thomas-Fermi [60], that improve the description 
of core electrons at such high temperatures, and tested 
in future experiments on gigabar (Gba.r) platforms such 
as the National Ignition Facility [14].

To better understand the differences between CHON 
and CH, and for applications to planetary modeling and 
comparisons with future experiments, we have calculated 
the thermodynamic parameters and sound velocities of 
CHON based on our EOS. These include the heat capac­
ity

Cy = (6)E/aT)y, 

the Griineisen parameter

7 = E(c)P/c)E)y, 

the thermal expansion coefficient

a = (cHny/#r)r = -(c)kip/crr)r, 

and the bulk sound velocity

Cb = ■\/Kslp = ■s/ Kt{ 1 + ajT)/p,

where

= -y(&p/ay)T = (ctp/ainp)?

is the isothermal bulk modulus that must be corrected to 
the adiabatic bulk modulus Ks to compare with experi­
ments. This approach has been applied to study shocked- 
compressed silica and shown to predict similar properties 
as those measured by experiments [61].

Figure 9 summarizes the calculated thermodynamic 
properties and sound velocity of CHON along five dif­
ferent isochores (colored curves) and along the Hugoniot 
(dashed line-circles), in comparison with those for CH 
polystyrene along its Hugoniot (gray curves). Setting 
aside the fluctuations at low temperatures, which are due 
to the sensitivity of the derivatives to the nonsmooth­
ness of the numerical EOS data, the results clearly show 
the following trends: (1) Cv exceeds the “Dulong-Petit” 
limit of 3A:b/atom (classical high-temperature limit for 
solids) at 5000 K, decreases with temperature, and shows 
a minimum at 2 to 3xl04 K, then increases to show a 
peak at 106 K, and finally approaches the fully ionized 
ideal gas limit value of 6.84 A:B/atom (=1.5 &B/particle 
x 228 particles/50 atoms) at above 107 K; (2) 7 seems 
to show opposite trends as Cv—it first increases and 
reaches a maximum at 2 to 3xl04 K, then decreases and 
shows a minimum at 106 K, and eventually approaches 
the limit of 2/3; (3) a and Cb are sensitive to density
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FIG. 9. (a) Heat capacity, (b) Grtineisen parameter, (c) thermal expansivity, and (d) bulk sound velocity of CHON as functions
of temperature along selected iso chores and the principal Hugoniot. Corresponding properties of pure CH along the polystyrene 
Hugoniot and calculated based on the FPEOS database [12, 13, 48] are shown in dark-gray solid curves for comparison. In (a) 
and (b), the horizontal gray dashed lines denote the corresponding values of a fully ionized ideal gas.

at temperatures below 105 K and almost independent of 
density at 106 K or higher; and (4) the results of CHON 
resin along the Hugoniot are overall similar to that of CH 
polystyrene.

We note that the minimum in Cv has been observed in 
other materials under high temperature, pressure condi­
tions and attributed to a transition of the system from a 
bonded to an atomic fluid [62, 63]. Structural changes by 
chemical bond dissociation in the CHON liquid are asso­
ciated with the decreasing Cv and increasing 7 below 2 to 
3xl04 K (or approximately 4 Mba.r and 3.4 g/cm3 along 
the Hugoniot). Beyond these conditions electron thermal 
excitation dominates, leading to the peak in Cv and val­
ley in 7 before they turn around (as K shell ionization is 
completing) at 106 K (^228 Mba.r and 5.3 g/cm3 along 
the Hugoniot) and reach the fully ionized ideal gas limit 
at 107 K (~2.85 Gba.r, or 285 TPa, along the Hugoniot).

We also note that the Grtineisen parameter is impor­
tant in constructing empirical EOS and planetary im­
pact models [64, 65]. Our findings about the existence of 
a basin structure in the Grtineisen parameter of CHON 
before it reaches the limit of 2/3 is consistent with pre­
vious calculations for MgSiOs [66]. The decrease in the 
Grtineisen parameter along the Hugoniot at 104 to 105 K 
has also been observed in shock experiments on SiOg and 
MgSiOg fluids [61, 67, 68]. At lower temperatures (below 
~ 2 x 104 K, 3 Mbar, or 3.3 g/cm3), the Grtineisen pa­

rameter increases, similar to previous experimental and 
theoretical reports for CH and MgSiOg at relatively low 
pressures [67, 69]. More experiments with improved ac­
curacy are still desired to benchmark the theoretical pre­
dictions.

C. Radiation-hydro dynamic simulations of ICF 
implosions with a CHON ablator

To test the laser absorption and hydrodynamic ef­
ficiency of CHON resin as a potential ablator mate­
rial for LDD targets, we have performed radiation- 
hydrodynamic simulations of cryogenic DT implosion 
targets by using the 1-D radiation-hydrodynamics code 
LILAC [70]. The CHON results are compared with the 
conventional polystyrene (CH: C42H58) ablator. State-of- 
the-art physics models are employed in these simulations, 
including ray-tracing for laser energy deposition with a 
cross-beam energy transfer model [71], nonlocal thermal 
transport model of iSNB [72], and the first-principles 
equation-of-state [9, 73, 74] and opacity tables [75, 76] 
for constituent materials of DT and CH. For CHON we 
use the first-principles EOS table created in this work, 
while a collisional-radiative-equilibrium model [77] is ap­
plied for the opacity of CHON. A typical OMEGA-scale 
cryo-DT target displayed in Fig. 10(a) consists of a 50-
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CHON:
7 pm

50 pm

FIG. 10. Target assemblies using (a) CH or (b) CHON 
as the ablator, and (c) laser pulse shape used in our LILAC 
simulations.

pm-thick DT-ice layer covered by 8-pm-thick CH ablator 
(p0=1.05 g/cm3). To have a mass-equivalent target with 
a CHON ablator (p0=1.2 g/cm3), Figure 10(b) shows the 
CHON-layer thickness is slightly reduced to 7 pm (due 
to its higher density). We conducted LILAC simulations 
for these two targets imploded by the same laser pulse 
depicted by Fig. 10(c), having a total UV laser energy of 
-27 kJ on OMEGA.

The LILAC simulation results are presented in 
Figs. 11 and 12 with comparisons between CH-ablator 
(red/dashed curve) and CHON-ablator (blue/solid 
curve) cases. Figure 11(a) shows the accumulative laser 
absorption fraction during the implosion, in which the 
CHON-ablator case gives slightly (—2%) more laser ab­
sorption than the CH-ablator case. This can be explained 
by the larger effective charge of ZeS = (Z2) / (Z) % 5.82 
for CHON than the value of ZeS % 5.06 of CH, because 
the inverse Bremsstrahlung laser absorption depends on 
ZeS. The time-dependent implosion velocity (vimp) com­
parison is illustrated in Fig. 11(b), which shows —9% 
increase in vimp for the CHON case. This enhanced im­
plosion velocity can be attributed to the —2% increase of 
laser absorption [Fig. 11(a)] as well as the slightly larger 
value of (A) / (Z) = 1.85 for CHON, improving the hy­

CH
CHON

Time (ns)
E30423J1

FIG. 11. Comparison in the time evolution of (a) laser 
absorption fraction and (b) implosion velocity between targets 
using CH or CHON as the ablator.

drodynamic efficiency.
Figure 12 compares the LILAC-predicted target per­

formance for the two implosions using CH and CHON 
ablators. Figure 12(a) shows the compression areal den­
sity (pR) as a function of time. Both targets give very 
similar peak compression of —210 mg/cm2, though the 
bang time is —100 ps earlier for the CHON case due to 
its higher implosion velocity. The —9% increase of vimp 
for the CHON-ablator case leads to —46% higher neutron 
yield seen in Fig. 12(b). The neutron yield changes from 
8.8 x 1013 for CH to 1.3 x 1014 for CHON. Overall, we find 
CHON resin is a moderately better ablator material for 
FDD target designs. This will prompt us to further pur­
sue the use of CHON resin for 3-D-printed FDD capsules 
with a foam layer for laser-imprint mitigation [3],

It is noted that the CH target was designed for 
OMEGA shots to reach hot-spot pressure of 80 Gbar; 
it was therefore tuned for good shock timing. Using the
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IV. CONCLUSIONS

In this work, we have constructed a wide-range, self- 
coherent (with errors between different computational 
approaches up to ~6%) EOS table for CH1.72O0.37N0.086 
based on first-principles calculations (KS+OF-DFT MD) 
and numerical extrapolation. [78] Our predicted Hugo- 
niot of CHON resin shows a sharper profile and larger 
compression maximum by ~ 2% than that of pure CH 
polystyrene, due to the co-existence of nitrogen and oxy­
gen. Calculations of thermodynamic properties show 
overall consistency with that of CH along their respec­
tive Hugoniots. Both exhibit a local minimum in heat 
capacity and maximum in the Griineisen parameter at 2 
to 3xl04 K, which corresponds to chemical bond disso­
ciation, and a peak in heat capacity and a basin in the 
Griineisen parameter at 106 K, corresponding to ioniza­
tion of the K shell. The heat capacity and the Griineisen 
parameters are found to reach the fully ionized ideal gas 
limit at 107 K, while the thermal expansion coefficient 
and the bulk sound velocity show independence of the iso­
chore once temperature exceeds 106 K. 1-D radiation hy­
drodynamic simulations show CHON resin outperforms 
CH polystyrene as an ablator material for laser-direct- 
drive target designs, due to slight increase in the laser 
absorption fraction. This further prompts the TPP fab­
rication of the CHON shell with a foam layer for laser- 
imprint mitigation.
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FIG. 13. Energy differences between PAW and bare- 
Coulomb calculations for single snapshots as a function of (a) 
density and (b) electronic temperature. In (a), the electronic 
temperature is 1000 K in all cases except 17.5 g/cnr3, which 
includes results from extra calculations at 15,625 K or using 
a.2 x 2 x 2 k mesh, as compared to only using the F point in 
other cases. Differences between (a) and (b) at comparable 
density-temperature conditions are negligible and are due to 
differences in snapshots and detailed settings of the calcula­
tions. “bC”: bare-Coulomb.

APPENDEX: MORE TECHNICAL DETAILS

Al. ALIGNING BARE-COULOMB WITH PAW 
ENERGIES

Figure 13 shows the energy difference between the 
bare-Coulomb and PAW calculations is approximately

500 eV/atom at various densities, nearly independent of 
temperature.

A2. VALIDATION OF BARE-COULOMB 
POTENTIALS

Figure 14 shows PAW and bare-Coulomb calculations 
produce EOS for CHON that agree within l%-6%. In ad­
dition, we found good agreements between bare-Coulomb 
and all-electron LPP results. These validate our choice of 
bare-Coulomb potentials at 25 g/cnr3 or higher densities.

A3. TUNING PARAMETER IN LKTyTF 
CALCULATIONS

Figure 15 shows values of 7, the matching conditions, 
and a comparison in pressure between KS- and OF-DFT 
MD at the matching condition determined for CHON in 
this study. Our additional tests show the fluctuation in 
the 7-density plot [Fig. 15(a)] leads to errors in pressure 
of up to 2% (at the matching condition) or smaller (at 
above the matching temperatures).

A4. EOS AT LOW DENSITIES

Figure 16 shows the low-density region of the CHON 
EOS table constructed in this work (line-crosses), in com­
parison to data from KS-DFT (at 0 K) and KS-DFT-MD 
(at 1000 and 5000 K) calculations (diamond symbols). 
The overall agreement between the tabulated and the cal­
culated data at 1000 and 5000 K indicates the Redlich- 
Kwong fit works well. Scattering of the calculated data at 
0 K reflects the sensitivity of the low-density EOS to the 
structure models, which is a challenge to first-principles 
calculations because of the limitations by the cell size and 
the computational cost. In this work, we use numerical 
extrapolation or interpolation to estimate the EOS at 0, 
150, 298, and 600 K for the purpose of making the EOS 
table practically useful for radiation-hydrodynamic sim­
ulations. The errors in the low-density, low-temperature 
region of the table is not a concern for typical IGF appli­
cations (see conditions charted in e.g., Fig. 1 in Ref. [79]).
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