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ARTICLE INFO ABSTRACT

Editor: Don Porcelli Geochemical signatures preserved within the geologic record can be used to reconstruct past mean temperature

and seasonality, but in order to accurately apply any geochemical proxy method in the past, a rigorous study of

Keywords: how the recorded proxy is related to temperature in the modern setting must be conducted. Here, we assess the
E‘Otolpe Geochemistry ability of multiple isotope techniques to correctly record mean annual temperature and seasonality in the bivalve
1valve

Lucina pensylvanica. We compare subannual-resolution 5'0-based, seasonally-targeted and continuous high-
resolution (H.R.) clumped isotope (A47)-based thermometry methods, as well as multiple data treatment
methods for each, to determine which approach best matches known modern temperatures (maximum and
minimum absolute temperature and annual temperature range), with the goal of defining the ideal sampling
scheme for use on fossil shells. In L. pensylvanica shells collected from 7 sites, we observe neither mean tem-
perature nor seasonal biases. Mean annual temperature is best matched by averaging all seasonally-targeted Ag47-
temperatures. Seasonality is best matched by averaging 8'80c.,-based temperatures from all summers and all
winters before taking the difference. Of two data treatment approaches applied to the continuous high-resolution
A47-based temperatures, “data optimization” is apparently better at resolving smaller seasonal temperature
differences. In contrast, “data smoothing” produces a temperature record unbiased by prior assignment of sea-
sonal extremes and has the simultaneous ability to detect subannual variability in SISOW' However, accurate
application of H.R. A4y methods must balance sampling resolution and growth rate. If sampling resolution is high
enough relative to the growth rate (~1 pt./month or better), we recommend continuous high-resolution A47-
thermometry with data smoothing. If this resolution cannot be achieved due to slow growth rates or insufficient
shell size, we recommend pairing subannual 5'80arp-based and seasonally-targeted A4y-based temperature
reconstruction to acquire seasonal range in temperature and absolute temperature extremes.

Subannual Clumped Isotope
High Resolution Clumped Isotope

1. Introduction

Small changes in seasonal temperature extremes can affect multiple
elements of the Earth’s climate system. For example, warming winters
have increasing Colorado’s mountain pine beetle infestation (Negron
and Cain, 2019) and warming summers over the Greenland Ice Sheet
have exceeded the melting point, triggering extensive surface melting
(Nghiem et al., 2012). Determining how seasonality has changed in the
past across different mean climate states can help predict which areas
may be impacted by uneven seasonal warming in the future. Quantifying
past changes in seasonality can also be used to validate climate model
simulations at a finer scale (Tierney et al., 2020) and improve mean
annual temperature reconstructions through identifying seasonal biases
in time-averaged proxy records (Ivany, 2012). However, in most
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paleoclimate studies, reconstructed temperatures are often limited to
long-term annual means, and paleoseasonality is overlooked. This is
especially true in deep time, due to a variety of obstacles with the res-
olution and preservation of different climate archives (Ivany and Judd,
2021).

A common approach to reconstructing seasonal climate cycles in the
past is through high-resolution oxygen isotope analysis (5!%0) of fast-
accumulating biogenic archives such as corals, mollusk shells or
sponges (Shackleton, 1973; Correge, 2006; Rosenheim et al., 2004). The
oxygen isotopic composition of carbonate materials like shells or coral
skeletons is related to the temperature of formation, equivalent to ocean
temperatures for marine organisms (Epstein et al., 1953). Given the
correct balance of sampling resolution and growth rate, sclerochronol-
ogy, or sequential sampling of a shell or coral along its growth axis, can
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therefore reveal subannual changes in environmental/ocean tempera-
ture (Schone et al., 2004; Wanamaker et al., 2009; Wanamaker et al.,
2011; Trofimova et al., 2018). However, this method also requires
knowledge of the oxygen isotopic composition of the surrounding fluid
(6180W) to reconstruct absolute temperatures (Epstein et al., 1953).

In many studies, 6180W is assumed to be seasonally constant, albeit
unknown, thus allowing calculation of the seasonal range in tempera-
ture from the measured range in 5!80 without quantitative knowledge of
5'%0,,. However, without knowledge of 5'804, absolute maximum and
minimum temperatures cannot be determined. The lack of direct
knowledge of both the mean value and seasonal variability of !0, in
ancient waters has limited the accurate application of the oxygen isotope
paleothermometer in the past, both for paleoseasonality and mean
temperature reconstructions. Paired measurements of trace element
ratios and 5'®0 have attempted to separate the influence of changing
temperature and 5'%0,,, but appear to require species-specific trace
element calibrations, limiting their applicability further back in time
(Gillikin et al., 2005). More recently, carbonate clumped isotope ther-
mometry has risen as a tool to reconstruct past temperatures in the
absence of prior knowledge of 5180w (Eiler, 2007).

Carbonate clumped isotope (A47) paleothermometry is a
thermodynamically-based isotope proxy that leverages the temperature
dependence of the internal ordering of the heavy isotopes '3C and 80
within the carbonate mineral lattice, specifically the abundance of car-
bonate ions containing both of these heavy isotopes bonded together
(Ghosh et al., 2006; Eiler, 2011). This method enables direct estimation
of the formation temperature of a carbonate material, independent of
the surrounding water composition and is applicable to all types of
carbonate materials, with no species-specific calibrations known to be
needed for bivalves (Eiler, 2011; Henkes et al., 2013; Eagle et al., 2013;
Wacker et al., 2014; Huyghe et al., 2022). When combined with tradi-
tional carbonate §'%0 paleothermometry, this technique also allows the
simultaneous reconstruction of 6180‘,‘,, providing valuable information
about the formation environment (Eiler, 2007).

Until recently, large sample size requirements have limited appli-
cation of clumped isotope paleothermometry to paleoseasonality
reconstruction. Early measurements required 8-16 mg of CaCO3 powder
per replicate for a total of 24-48 mg for the typical three replicates
(Ghosh et al., 2006; Tripati et al., 2010). Subsequently, sample sizes for
individual replicates decreased to 3-5 mg on most machines, still
requiring 12-20 mg in total to achieve good precision (Defliese et al.,
2015; Daéron et al., 2016; Kelson et al., 2017). Compared to the 20-200
pg typically needed for single 5'80 analyses, this larger sample size
requirement for A47 and need for triple replication largely prohibited the
acquisition of subannual and/or high-resolution A4y-based temperature
records (Keating-Bitonti et al., 2011).

Engineer advances now allow clumped isotope analysis of much
smaller amounts of material (~150-450 pg per replicate) on certain
instrumental set ups (Kiel device, Schmid and Bernasconi, 2010; NuCarb
device, Mackey et al., 2020), opening the possibility of subannual A4y
records. In one approach (A4; sclerochronology), individual aliquots
drilled sequentially along the direction of growth, as in typical 5'%0-
based sclerochronology, are each analyzed once for A4y, then data from
multiple adjacent aliquots is combined in different ways in post-
processing (“smoothing”, “binning”, or “optimization”) to reduce un-
certainty on calculated temperatures (de Winter et al., 2021; Caldarescu
et al., 2021; Agterhuis et al., 2022). Another approach that addresses
seasonal temperature fluctuations while working within sample mate-
rial constraints (called seasonally-targeted A47) combines high-
resolution 5'80-based sclerochronology with a few, targeted bulk A4y
analyses. In this method, summers and winters are assumed to corre-
spond to 5'%0 minima and maxima, respectively (Zhang et al., 2021).
These intervals are then re-drilled to acquire one larger homogenized
sample per seasonal extreme, which is replicated three times (Zhang
et al., 2021). Assuming summers and winters are correctly identified,
this method quantifies absolute temperature extremes and seasonal
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5180, variability but does not produce a continuous annual record of
changing conditions. Depending on shell size, growth rate, sampling
resolution, drill bit size, and geochemical reproducibility for a given
instrument, one of these methods may be preferable over the other.

As these techniques are newly being applied at subannual scale, it is
prudent to first validate these approaches using modern shells collected
from sites where climate parameters (mean annual temperature, sea-
sonality, 5!80y,) are known. Validation in the modern can identify any
biases in how these isotopic parameters are recorded in the shell or
measured in the lab before the techniques are applied to fossil shells. For
example, some calcifying organisms such as shallow water corals do not
precipitate their skeletons in isotopic equilibrium with seawater, instead
creating a calcifying fluid with a pH elevated relative to the surrounding
seawater (Thiagarajan et al., 2011; Spooner et al., 2016), leading to
offsets in A47 from values predicted for the known growth temperature.
The presence of chemical symbionts in many species of the family
Lucinidae (Taylor and Glover, 2000) raises the possibility of symbiont-
induced vital effects, which could manifest as offsets in A4y, as seen in
corals.

In this study, we aim to determine whether Lucina pensylvanica, and
by extension related species of this genus, can correctly record mean
annual temperature (MAT), maximum and minimum seasonal temper-
atures (Tmax and Tmin) and mean annual range in temperature (“sea-
sonality” or MART). We compare results from §'%0 sclerochronology,
seasonally-targeted A47 and A4y sclerochronology and assess how best to
combine data from multiple years of shell growth to match modern
climate most closely. We compare the performance of these different
paleothermometry methods in areas with moderate (Florida) to more
muted seasonality (Caribbean). Lastly, we discuss how to choose the
most reliable sampling approach and data interpretation for paleo-
temperature and paleoseasonality reconstruction.

2. Materials and methods
2.1. Lucina pensylvanica

The bivalve Lucina pensylvanica belongs to the family Lucinidae.
L. pensylvanica first appeared in the Pleistocene (Taylor and Glover,
2000; Yanes et al., 2012) and fossils in the family Lucinidae have been
found dating back to the Silurian (Taylor and Glover, 2006). Species
within this family are found today across a latitude range of 9° to 35°N,
and members of the broader order Lucinida live over an even wider
latitude range from 55°S to 60°N (Allen, 1958; Yanes et al., 2012).
L. pensylvanica occupies predominantly shallow-water habitats, with
substrates ranging from fine, intertidal muds to coarse sandy seagrass
beds to organic rich sediments (Allen, 1958; Taylor and Glover, 2000;
Yanes et al., 2012). In at least 30 species within Lucinidae (including
L. pensylvanica), symbiotic sulfur-oxidizing bacteria have been detected
in the gill filaments, acquired from and specialized for the specific sur-
rounding environment (Taylor and Glover, 2000; Brissac et al., 2011).
Shells of L. pensylvanica consist of three distinct aragonitic layers,
identifiable in hand-sample and under scanning electron microscopy
(SEM).

Numerous studies on the feeding, respiratory systems, physiology,
morphology, and mode of life of Lucinidae have been conducted (e.g.,
Allen, 1958; Taylor and Glover, 2000; Yanes et al., 2012). However,
little attention has been paid to their potential as a recorder of past
climate and seasonality. Previous studies of L. pensylvanica from the
Florida Keys and Bahamas suggest that this species spawns in the warm
season (Bigatti et al., 2004) and grows rapidly until sexual maturity is
reached at a size of 25 mm in the Florida Keys (Taylor et al., 2004) or 18
mm in the Bahamas (Yanes et al., 2012), after which growth rates slow
down. In the Florida Keys, shell size asymptotes around 38 mm at a
maximum age of 5 years (Culotta, 1988; Bigatti et al., 2004; Taylor et al.,
2004). Studies suggest that shell growth in L. pensylvanica occurs year-
round, but growth rates may decrease during the warmest months due
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to heat stress or reproduction (Bigatti et al., 2004; Yanes et al., 2012).

2.2. Study areas and modern climatology

Seven single valves of L. pensylvanica were collected from three
beaches in Florida and four in the Caribbean. Florida sites include Cocoa
Beach (CBFL; 28.3°N, 80.6°W); Hollywood Beach (HBFL; 26.0°N,
80.1°W); and Miami (25.7°N, 80.2°W). Caribbean sites include Montego
Bay, Jamaica (18°N, 77°W); Cartagena, Colombia (10.3°N, 75.4°W); San
Blas Island, Panama (9.5°N, 78.8°W); and St. Thomas, U.S. Virgin Island
(18°N, 64°W) (Fig. 1). All shells were collected between 2018 and 2020.
Although deceased, separated and lacking all fragile external lamellae
due to wear (Taylor et al., 2004), collected valves show no signs of
dissolution or more significant wear, so are assumed to have died within
the past few years and thus record recent seawater temperatures in their
shell geochemistry. Shell collection was completed by the crowdsource
citizens science program, allowing us to easily sample from multiple
sites, leveraging travel of others.

Modern seasonal patterns in temperature and precipitation were
determined for each site from the NOAA NCDC ERSST v5 and CRU 3.25
Global Precipitation Data Set, respectively (https://iridl.ldeo.columbia.
edu/SOURCES/.NOAA/.NCDC/.ERSST/.version5/.sst/), by averaging
the past 60 years of data (1960-2022). Observed monthly mean sea
surface temperatures (SSTs) from the Florida sites range from 21.6 to
23.5 °C in winter and up to 29-29.9 °C in summer, respectively
(Fig. S1A, Table S2), with a seasonal range of 7.4 °C in more northerly
CBFL and 6.4 °C in the more southerly HBFL and Miami. All three of
these sites experience two-peak rainy seasons with highest rainfall
occurring in June and August/September, although the peaks are quite
muted in CBFL. Seasonal Variance in Precipitation (SVP), calculated as
the difference between the rainiest and driest monthly precipitation
means (Fig. S1B), ranges from 133 mm in CBFL to 183 in Miami to 196
mm in HBFL.

In contrast, seasonality at the Caribbean sites is much more muted,
ranging from 26 to 27 °C in winter to 28.6-29.4 °C in summer (Fig. S1A,
Table S2), for a total seasonal range of 1.8-2.9 °C. SVP in the Caribbean
sites is greater compared to Florida sites, with the greatest SVP occurring
in Panama (266 mm) due to high monthly rainfalls in May and October/
November and in Colombia (219 mm) due to very dry months of

30i’W

1. Cocoa Beach, FL

2. Hollywood Beach, FL

3. Miami, FL

4. ::‘artagena, Bacydjomblla

5. Mol jo Bay, Jamaica
6. Sannslea’; Island, Panama
7. St. Thomas, USVI

30°N—]

50, (%0 SMOW)
12 -1 -8 -7 -5 -3 -2 12234567789111 13 14 16 1.8|
0 T i T 0
90°W 60°W 30°W

e L. pennsylvanica sampling location
O Modern 60, from GISS database
O Modern §'%0, measured in this study

Fig. 1. Location of study sites, background plotted using modified LeGrande
and Schmidt (2006) global gridded data model. Detailed information on
measured modern §'%0,, values can be found in supplement. Colour inside the
5'%0,, points are GISS/measured values overplotted onto the gridded model.
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January/February (Fig. S1B). A two-peak rainy season is also experi-
enced in all Caribbean sites, but the timing is different than in Florida,
with the first peak occurring earlier (May) and the second peak occur-
ring later (September/October/November) with moderately high rain-
fall in between (Fig. S1).

Mean annual temperature (MAT) was calculated as the mean of 12
monthly mean sea surface temperature. Mean annual range in temper-
ature (MART) was calculated as the difference between the warmest and
the coldest month. Season-to-season range in temperature (SRT) was
calculated as the difference between the summertime (Jun-Jul-Aug) and
wintertime (Dec-Jan-Feb) 3-month mean sea surface temperatures. SRT
is always smaller than MART, and may be a better comparison point
when growth rates are slower and seasonally-targeted sampling com-
bines multiple warm/cold months into a single sample.

2.3. Physical parameters

Morphometric measurements were made on each shell, including 1)
maximum valve length, from umbo to ventral margin; 2) maximum
valve width, perpendicular to valve length, across the widest part of the
shell; 3) valve weight (Fig. 2). These parameters were compared to each
other and to mean annual temperature and shell age, as defined by
stable isotope sclerochronology profiles (see below) (Fig. 3). One shell
(CBFL) was imaged under scanning electron microscopy to confirm the
assumption of minimal post-depositional alteration and visualize shell
microstructures. Documenting the appearance of shell microstructures
in modern, well-preserved shell valves is a valuable reference point for
future studies on fossil shells, where preservation is uncertain.

———— Shell Length ——;

Ventral Margin
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® Subannual 6'®0/High resolution clumped sampling location
-1.0—|=—=Targeted clumped sampling location
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Distance along growth axis (mm)

Fig. 2. Annotated image of modern L. pensylvanica shell (sample from Jamaica)
showing high resolution 5'80/A,; drilling spots (black) and larger seasonally-
targeted A4, sampling locations (red) as well as morphometric measurements.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 3. Linear morphometric measurements of seven L. pensylvanica shells, and physical parameter data from two previous studies (Taylor et al., 2004; Bigatti et al.,
2004; Yanes et al., 2012) are included here for comparison. Growth adjusted for the Colombia shell based on H.R. Clumped measurements (See discussion).

2.4. Sampling for isotopic analysis

All L. pensylvanica valves were sampled serially from umbo to ventral
margin for %0 (and §'3C) sclerochronology. Drilling was conducted
along the axis of maximum growth using a dental drill operated at its
lowest speed (1000 RPM) to prevent frictional heating that can alter A4y
(Fig. 2). A 0.8 mm scriber point carbide tip was used for 5'%0 sampling;
and a 1.4 mm inverted cone carbide tip was used for A47 sampling. Drill
holes were kept shallow as to only penetrate the outer most shell layer
(~0.5 mm depth) to avoid crossing growth lines, and were spaced every
~1.5 mm, resulting in a resolution of 10-15 points per year of growth.
Drilling began 8 mm from the umbo on the Miami shell due to the outer
layer being broken off nearest the umbo. Similarly, the drill path devi-
ated laterally from the axis of maximum growth on the CBFL shell due to
roughly Y of the shell being broken off near the ventral margin (Fig. S3).

Maxima and minima from each 5'80 profile were resampled using
the same low speed dental drill to collect a total of ~20 mg of homog-
enized calcium carbonate powder per drill location for seasonally-
targeted A4y analysis (Fig. 2). Drill zones were extended laterally from
the midline (axis of maximum growth) to gather enough material while
minimizing time averaging (Fig. 2). Final drill zone sizes ranged from 10
to 30 mm wide and 1 to 3 mm along the growth axis and were roughly
0.5 mm deep. Depending on the size of the shell and number of years of
growth, 2 to 6 points were analyzed per shell for seasonally-targeted
Agz.

Two L. pensylvanica specimens (Miami, Colombia) were chosen for
high resolution (H.R.) A47 sclerochronology to test the ability to quan-
tify seasonal variability in temperature and 8'®0,, in a lower- and
higher-seasonality environment using continuous sampling approaches.
New samples were drilled from umbo to ventral margin, following the
same sampling path and resolution as for §!20 sclerochronology (Fig. 2).
For the Miami shell, approximately 3-4 mg of powder was collected at
each point, enough for a single replicate in “bellows mode” (see below).
In contrast, for the Colombia shell, aliquots of 350-450 pg were drilled
at each position for analysis in “coldfinger mode” (see below).

2.5. Stable oxygen and carbon isotope analysis

Each carbonate powder was analyzed for §'3C and 5'20 using a Kiel
IV automated carbonate preparation device attached to a Thermo-
Finnegan MAT 253 or Delta V dual inlet mass spectrometer at the Uni-
versity of Michigan Stable Isotope Lab. Data was standardized against
NBS-18 and NBS-19 with units reported in per mille (%o), relative to the
VPDB standard, with a typical uncertainty of £0.1%o or less in both 5!°C
and 5'%0.

Assuming a constant 5180, value, each 6180C value was converted to
temperature using the water-aragonite fractionation factor of Kim et al.
(2007). Temperatures were derived using two different 6180w values: 1)
instrumental 5'80,, values taken from either the GISS §'80,, database or
new measurement as part of this study (see below), or 2) shell mean
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5180, values calculated by averaging 2-6 seasonally-targeted A4y
measurements (see below).

2.6. Clumped isotope analysis and data processing

Clumped isotope analyses were carried out on a Nu Instruments
Perspective isotope ratio mass spectrometer connected to a NuCarb
automated carbonate sample preparation device in the University of
Michigan Stable Isotope SCIPP Lab in one of two different modes
(O’horaetal., 2022; Jones et al., 2022). “Bellows mode” was used for all
seasonally-targeted A4y and A47 sclerochronology on the Miami shell.
“Coldfinger mode” was used for A47 sclerochronology on the Colombia
shell. These two different modes were each used to be able to compare
and test the accuracy and applicability of each analysis type.

In “bellows mode”, approximately 3-4 mg of powder was loaded into
an individual sample vial, placed in a carousel within the Nu Carb device
(maintained at 70 °C). 150 pl of 105 wt% H3PO4 was injected into the
sample vial and after being isolated for the first five minutes to prevent
vigorous bubbling driving acid into the valves, the vial was opened to a
liquid-nitrogen cooled trap where CO; was collected for a further 15
min. Collected CO, was separated from water via two variable-
temperature traps and cleaned of contaminants by passing over silver
wool and a cryo-cooled trap containing PorapaqQ material (—30 °C, 15
min). Lastly, purified CO2 was expanded directly into the sample bellow
for analysis on the mass spectrometer. Both the sample and reference
bellows are compressed to achieve 8e-8 nA current on the major ion
beam and were continuously adjusted between each cycle to maintain
consistent beam intensity for the full 4 blocks of 20 cycles with no
depletion. All seasonally-targeted A47 samples were replicated three or
more times (separate acid reactions), spread out over a period of months
to accommodate long-term variation in mass spectrometer behavior. A4y
sclerochronology samples from the Miami shell were each measured a
single time in this mode.

N
T

35

30— 8'%0,, = 0.8%o

25+
8'%0,, = 0.6%o
15 Cocoa Beach,FL

20—

Temperature (°C)

3'%0,, = 1.0%o

3'%0,, = 0.3%0
Hollywood Beach,FL
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In “coldfinger mode”, individual aliquots of CaCOg are much smaller
300-450 pg, but are otherwise treated similarly in the reaction and
purification steps. Instead of the (much smaller amount of) pure CO, gas
being expanded into the bellows, sample gas is frozen into a small
coldfinger directly adjacent to the change-over block. Reference gas fills
an identical dummy coldfinger on the reference side to a matching
pressure, then both are closed and allowed to bleed gradually into the
source for 3 blocks of 20 cycles. Pressures (and beam intensities) remain
balanced while depleting over the full analysis. A4; sclerochronology
samples from the Colombia shell were each measured a single time in
this mode.

A4y values were calculated from raw voltages using an R-code script
and Brand/IUPAC 170 parameters, as described in Petersen et al. (2019).
A4z values were projected into the I-CDES90 reference frame by fitting
one line through ETH 1 and ETH2 in 847 vs A4y space with a + 0.003%o
adjustment for the difference between ETH1/2, then using all four ETH
standards and defined I-CDES90 Intercarb values (Bernasconi et al.,
2021) to create the empirical transfer function. Five in-house standards
(calcitic Carrara marble “CM”, aragonitic ooids from Joulter’s Cay
Bahamas “Ooids”, an aragonitic coral mixture “CORS”, an aragonitic
gastropod Cittarium pica “Pica”, and a cold-water aragonitic bivalve
Arctica islandica “Ice”) were run periodically to monitor for drift in
corrected values through time. Final A4; values were converted to
temperature using the temperature relationship of Anderson et al.
(2021) because it was also anchored to ETH standards. Long-term
reproducibility of A4y is 0.0189%c (1sd) in “bellows mode” and
0.024%o (1sd) in “coldfinger mode”, based on ETH and in-house car-
bonate standard performance over a two-year period.

Carbonate 5'®0 values synchronously acquired during analysis of
each clumped isotope replicate were combined with the A4-derived
temperature for the corresponding replicate to calculate replicate/
aliquot-level 5'80,, values using the water-aragonite fractionation fac-
tor of Kim et al. (2007). For seasonally-targeted samples, 3-5 replicates

8'%0,, = 1.0%o

8'%04=0.5%0
Miami,FL

40
8'%0,, = 0.7%o
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Fig. 4. Reconstructed temperature profiles of seven L. pensylvanica shells via different isotope methods. '%0 sclerochronology converted to temperature assuming
constant 5'80,,, using either the mean 5'%0,, calculated from the 2-6 A4 points shown (colored points) or 5'80,, measured in modern seawater as part of this study
or from the NASA GISS database, whichever was geographically closest (grey points) (Table S1).
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were averaged to get a mean 5180, 8'3¢, Temperature, and 5'80,, for
each distinct powder. Sample mean values from 2 to 6 seasonally-
targeted powders per shell were combined into a shell mean Agy-
derived Temperature and §'®0,, value. The former was compared to
MAT and the later was used to convert subannual-resolution 8Os
profiles to temperature profiles assuming §'80,, was constant (Fig. 4).
The same number of apparent summer and winter points were sampled
in most shells, meaning these shell means should not be biased towards
one season, with the exception of the Panama shell which had 2 summer
and 1 winter. Metrics like standard deviation on these shell averages do
not represent uncertainty in the MAT calculation, but instead reflect the
magnitude of the seasonal cycle.

For A4 sclerochronology, aliquot-level 820, 8'3C, Temperature,
and 5'80,, were combined in two different ways to reduce uncertainty,
analogous to the triple replication of homogenous powders employed in
seasonally-targeted A47 samples. In the first method (“smoothing™), a
moving window covering N adjacent points was incremented through
the whole record to create a smoothed profile (Caldarescu et al., 2021;
de Winter et al., 2021), where N = 3 or 4 for “bellows mode” (Miami)
and N = 4, 5, or 6 for “coldfinger mode” (Colombia) due to their
different long-term precisions. In the second method (“optimization”),
samples are sorted based on their §'80, values and averages were taken
from only the few with lowest 580, values (supposedly representing the
warmest times) or highest 5'%0, values (supposedly representing the
coldest times) regardless of their position in the profile (de Winter et al.,
2021). Variable thresholds defining how many points fall into the
warm/cold categories were applied, resulting in an increasing number
of datapoints being averaged as thresholds approached each other (n =3
or4;n=6;n=38or9; n=10or 13; Fig. S9-11). A third data treatment
method called “binning” has been demonstrated previously for A4y
sclerochronology, where groups of adjacent points are averaged
together in bins of varying sizes, guided by the structure of the 580
profile (Caldarescu et al., 2021). In that study, a much higher sampling
resolution was used. Given our sampling method and the growth rate of
L. pensylvanica, we determined that this method was unlikely to be
successful in our samples and did not pursue it further.

2.7. Determination of seasonal extrema and inferred growth rate

An age vs. size profile for each specimen was determined from the
subannual-resolution 5'80 profile, assuming each oscillation from peak
to trough represented one year of growth. Although previous studies
suggest L. pensylvanica spawn in the warm season, 6 out of 7 shells
(excluding Miami) show isotope profiles beginning with high §'%0
values, inferred to be a colder season. It is likely that if not for the
missing exterior layer deferring sampling to 8 mm beyond the umbo, the
Miami shell would also show high 5'80 values closest to the umbo.
Therefore, in all shells the first §'80 minima was assumed to be the first
summer and was assigned an age of 0.5 years old. The following 5'%0
maxima was then assigned to be the first winter at an age of 1 year old.
Because shells from different sites lived different lengths of time, growth
rates were compared based on length at the second summer.

2.8. Determination of modern seawater §'°0,,

We gathered existing 5'80,, measurements from the NASA Goddard
Institute for Space Studies (GISS) 61805w database (Fig. 1, Table S1) for
the study region (5-45°N, 93-42°W) (LeGrande and Schmidt (2006);
Schmidt (1999)) (Fig. 1). From this, we selected the closest modern
water measurement to each study site, which varied from 34 km away
(Miami) to 700 km away (Panama) (Table S1). We supplemented this
database with 14 new 5'®0,, measurements from sites in Florida,
Atlantic Coast, and Puerto Rico (Table S3). In two cases, newly analyzed
water samples provided a closer modern comparison point than was
available from the GISS database.

Newly collected seawater samples were analyzed for 520, in the
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University of Michigan Stable Isotope Laboratory using a CO»-water
equilibration method, followed by analysis on a gas-sourced dual inlet
mass spectrometer. To prepare samples for equilibration, vials with
sealed septa were first flushed and filled with dry tank CO» to a head-
space pressure of 1 atm. A 4 ml aliquot of sample or standard water
was injected into each vial, then left to equilibrate in a 25 °C water bath
for at least 48 h. After the equilibration period, pure CO; was extracted
and dehydrated through repeated stages of cryogenic separation at
—95 °C on a custom-built vacuum extraction line (Fig. S2). Each
extracted CO4 sample was dividing into 3-6 aliquots which were sepa-
rately flame sealed into Pyrex tubes for storage until analysis. Purified
CO, was analyzed on a Thermo-Finnegan MAT 253 dual inlet mass
spectrometer for at least 3 acquisitions of 12 sample-reference cycles at
an m/z 44 beam strength of 16 V.

Samples were run alongside in-house liquid standards which, in turn,
were calibrated using USGS standards (USGS 45, 46), which were also
run occasionally for validation. At least two aliquots of each unknown
sample were measured on the mass spectrometer, spread out over weeks
to accommodate variation in mass spectrometer behavior, and remain-
ing aliquots were archived in case a third measurement was needed in
the future. All new 8'80,, values are presented relative to SMOW and can
be found in Table S2. Results have a typical uncertainty of +0.1%o based
on recurrent analysis of our in-house deionised water standard.

3. Results
3.1. Physical parameters, growth rate, and shell size

Shell structures previously documented by Taylor et al. (2004) were
observed under scanning electron microscope (SEM), including crossed-
lamellar structures in both the middle- and inner-layers and irregular
prisms of the pallial myostracum, confirming assumption of negligible
post-deposition alteration (Fig. S4).

According to the age determination based on 8'80 sclerochronology
profiles, 1.5 to 4 years of growth were observed, consistent with a
maximum documented lifespan of 5 years (Bigatti et al., 2004).
L. pensylvanica from the Florida sites lived 3.5-4 years, while the
Caribbean L. pensylvanica lived around 1.5-2 years (Fig. 3). Generally,
shell length, width, and weight all increase in proportion, with the
exception of the CBFL shell; valve length ranged from 20 mm to 45 mm,
width ranged from 25 to 50 mm and weight ranged from 1 g to 15 g
(Fig. 3). A piece of the CBFL valve was missing, representing roughly a
quarter of its shell area, leading to underestimations of true shell weight.
Despite being broken, accurate length and width estimates were still
possible (Fig. 3D-E, S4). Regardless of total lifespan, 6 out of 7 shells
follow the same length-to-age profile (Fig. 3A, B). The apparent excep-
tion here is the shell from Jamaica. This shell was the largest and
heaviest of the assemblage, reaching a final length of 45 mm, yet only
living 2 years according to the §!%0 sclerochronology profile (Fig. 3A,
B).

3.2. 5'%0-based temperature reconstructions assuming fixed 50,

580 values varied from around —2.0%o to 0.0%o for FL shells, while
three of four Caribbean shells varied within a smaller range of —2.0%o to
—1.0%o (Fig. S5). The shell from Colombia had the lowest absolute 51%0
values, ranging from —3.0%o0 to —1.5%c and a range of variability
(~1.5%0) more in line with the Florida shells than the other Caribbean
shells (Fig. S5).

Agreement with instrumental MAT values was the closest when using
Ag7-based §'%0,, values, leading to 5 out of 7 shells with estimated
temperatures within 0.5 °C of instrumental MATs. The other two shells
(HBFL and Colombia) showed a slight cold bias, with 1.7 and 1.5 °C
offsets from the instrumental MAT values, respectively (Fig. 5). Using
instrumental/database §'%0,, values instead changed MAT values by as
much as 5-6 °C in some cases. The greatest discrepancies were seen in
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Fig. 5. Range and mean value comparison of reconstructed temperatures via different isotope methods and their comparison with observed seasonality and mean
annual temperatures. White bars indicate mean values, calculated as the mean of all temperatures in a given shell profile. S-W = Summer-winter. GISS = Goddard

institute for space studies.

sites where the closest available instrumental/database §'80,, value was
still quite far from the shell collection site (Colombia, Panama, >500
miles away — Table S1). Similarly, estimates of absolute summer and
winter temperatures were closer to instrumental values using A47-based
5'%0,, values.

5180-based MART values, which are a function of the magnitude of
variability in 6180 and not the absolute values, are unaffected by choice
of §'80,,. Calculated MART values in our 7 shells overestimate true
seasonality by ~1-2 °C in most sites. This overestimation in 5'80-based
MART differs from previous study (Yanes et al., 2012), which suffered
from insufficient sampling resolution (Fig. 4-5, S8). MART is signifi-
cantly overestimated in Colombia (7.4 °Cvs. 2.4/1.4 °C MART/SRT) and
Panama (5.2 °C vs. 1.8/1.2 °C MART/SRT), potentially indicating a role
of seasonally variable §!80,, at these sites, amplifying the fluctuations in
5'80. Summer/winter averaging reduces the estimated MART by both
decreasing summertime estimates and increasing wintertime estimates
(Fig. 5). This results in better agreement with instrumental seasonal
extremes and MART, potentially due to reduced weighting of outliers or
single season extremes.

3.3. Seasonally-targeted A47-based temperature reconstructions

Seasonally-targeted A4; samples generally show warm/cool oscilla-
tions in line with expectations based on 580, implying correct identi-
fication of the position of seasonal extremes (Fig. 4). An exception to this
is the shell from CBFL, which shows a ‘stair-step’ pattern of temperatures
increasing through time, but individual winters still cooler than adjacent
summers (see Supplement).

Seasonally-targeted A47-based mean annual temperature estimations
(averaging n = 2-6 samples/shell) result in excellent agreement (within
0.5 °C) with instrumental MAT in 5 of 7 shells, excluding HBFL and
Colombia (Fig. 5). Typical methods of determining uncertainty such as
taking a standard deviation would reflect the magnitude of the seasonal
cycle in a given location as opposed to uncertainty in the average and
therefore are not plotted or considered.

A47-based MART reconstructions match true MARTS for the FL sites
very well (<0.5 °C offset), but overestimate MART for the Caribbean
sites (Fig. S8C). This overestimated MART is most prominent in the
Panama shell which estimates a MART 7.1 °C greater than the instru-
mental MART. When A4 values from multiple apparent summer or
winter zones were averaged prior to calculating a difference, the
resulting MART estimate was reduced for all sites except USVI (Fig. 5,
Table S2). This improved alignment with instrumental MART for the
Caribbean sites but worsened it for Florida sites, CBFL especially
(Fig. S8C—D). In the Caribbean sites, MART estimates are reduced by up

to 3.2 °C due to summer-winter averaging, yet this is still not enough to
match the extremely low MART in these tropical sites (Fig. S8D).
Averaging over more summers/winters would likely reduce theses
MART estimates further, if shells with longer lifespans could be found
from these sites.

5'80,, calculated from A4y are ranged as follows: —0.1 to +1.4%o
(CBFL), —0.2 to +0.9%0 (HBFL), 0 to +1.1%. (Miami), —0.5 to +0.2%o
(Colombia), +0.3 to +1.1%o (Jamaica), —0.2 to +1.0%o (Panama), +0.5
to +1.5 %o(USVI) (Fig. S13). Mean values are within 0.5%o of instru-
mental/database values for 5 of 7 sites (Table S1). Larger differences
occur where the database value comes from >500 miles from the shell
collection site (e.g., Colombia). Mismatch of A4 -derived and instru-
mental 8'80,, values from HBFL, which were collected from the exact
same site as the shell, may indicate that the few-day period in which the
modern waters were collected was not representative of the annual
average, or that the beach-collected shell lived during a period where
local 8'%0,, values were much different than today. Absolute 5'%0,,
values depend heavily on the choice of §'80,-Temp-CaCOj5 calibration,
for which there remains uncertainty in the aragonite-water system suf-
ficient to explain the rest of the observed offsets (Zhou and Zheng, 2003;
Kim et al., 2007).

3.4. High resolution A4, temperature reconstructions - optimization

The “optimization” method of processing A47 sclerochronology data
returned very different results in the two shells analyzed. In the
Colombia shell, estimates of summer and winter temperature were
consistently close to each other, in line with the small instrumental
MART at this site. Absolute MART (and uncertainty) decreased as
thresholds were brought closer together and more points were averaged
on either extreme (Fig. 7, Figs. S10-12). The best estimate of MART was
achieved by averaging the top 13 points and the bottom 11 points, which
corresponds roughly to the top and bottom halves of the data (n = 5
points excluded in the middle) (Fig. 7). However, selecting such a large
fraction of the data goes against the idea of isolating seasonal extremes.
Averaging a randomly selected 13 points and 11 points resulted in a
MART of ~3 °C.

In the Miami shell, estimates of summer and winter temperatures and
MART were similar regardless of thresholds used (<3 °C variation in
either extreme). However, all ranges were reversed from expectation,
with the low 520 points corresponding to the colder temperature and
vice versa. 8'80 values for the first four points of the sclerochronology
profile disagreed between original §'80 sclerochronology and §%0
values acquired during H.R. A4 analysis, potentially leading to mis-
assignment into a seasonal average using the optimization method
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(Fig. S6). Removing these four points reduced the reconstructed MART,
but all ranges remained reversed (Fig. S12).

3.5. High resolution A4y temperature reconstructions - smoothing

In the Miami shell, the smoothing method estimated A4y values from
0.57 to 0.60%o using a window size of n = 3, equivalent to a temperature
range of 21.9 to 31.9 °C. This range is greater and temperatures are
warmer than those estimated based on seasonally-targeted A47 points of
0.59 to 0.61%o (temperatures of 21.1 to 28.1 °C) (Table S2). This is also
warmer than the instrumental MART of 23.2-29.8 °C, although it is
well-centered. The mean H.R. A4; temperatures for the Miami shell is
estimated to be 27.2 °C compared to the instrumental MAT of 25.0 °C.
This slight positive bias may be the result of preferential growth during
warmer months, leading to a volumetric weighting towards warmer
temperatures when all equally-spaced points are combined. Comparing
the midpoints of the estimated ranges leads to an even closer agreement
(26.9 for H.R. A47 range vs. 26.5 for the instrumental range).

The structure of the “smoothed” record appears to align with the
8180 reconstructed record. Low 5'80 zones occurring around 15-17 mm,
28-30 mm and 35-40 mm (Fig. 4, Fig. S5, Fig. 6A) roughly correspond to
low A4y zones around 17 mm, 28 mm, and 35 mm (Fig. 7B, Fig. S5), with
similarly aligning high 5'80 and high A4 zones in between. Around 8-
10 mm, A4y values are also low, which aligns with another low 5180
zone in the 8'%0 reconstructed record (Fig. S5, Fig. 4). Re-drilled pow-
ders from this early portion surprisingly showed higher 50 values
during H.R. A4y analysis, potentially due to drilling into different layers
(Fig. S6).

5180, values estimated from data smoothing range from —0.3 to
+2.2%0, with a mean of 0.9%o, which matches closely to the instru-
mental/database value of 1.0%o (Table S1). This differs from the mean
618OW value from seasonally targeted A4; of 0.5%o. No coherent seasonal
signal is observed aligning variation in §'80,, with identified seasonality
in temperature. The '80,, record is particularly invariant across the last
two years of growth.

In the Colombia shell, increasing the window size reduced the esti-
mated MART from 15.6 to 11.6 (Table S2). However, even with a win-
dow size of n = 6, the calculated temperature range of 21.7 to 33.3 °C is
still much larger than the range estimated from seasonally-targeted A4y
measurements (23.0 to 28.3 °C) or from the instrumental record
(26.5-28.9 °C) (Figs. 6, 8). Despite this large overestimation in tem-
perature range, the mean H.R. A47 temperature is well centered.

The shape of the §'%0 reconstructed record suggests two years of
growth indicated by two summer peaks occurring around 8-10 mm and
20-22 mm and two winter peaks around 12-15 mm and 25 mm. In
contrast, the H.R. A47 smoothed temperature record suggests one year of
growth, indicated by a single “plateaued” summer extreme peaking
around 10 mm and a single winter extreme occurring around 20-22 mm
(Fig. 6, S6). Given the small Colombia shell size (25X25mm), the 1-year
growth estimated from H.R. A4y may be more reasonable. Assuming one
year of growth, the adjusted growth rate of the Colombia shell would
match those of the USVI shell, which lived for 1.5 years with a shell size
of 21X25mm (Fig. 3).

5'%0,, values estimated from data smoothing range from —0.8 to
+1.7%o in the Colombia shell, with a mean of 0.5%o (Fig. 6F). This differs
from the mean 618OW value from seasonally targeted A7 of —0.3%o,
which was used to convert 8'80 sclerochronology to temperature in
Figs. 4 and 5, and the instrumental/database value of 0.7%. If 580
sclerochronology was converted to temperature using 0.5%o, this would
result in absolute temperatures closer to those estimated using the
instrumental value. This is complicated by the fact that we observed a
0-0.5%0 offset between &80 values measured during 5%0 scle-
rochronology and both H.R. A4; analysis (Fig. S6) and seasonally tar-
geted A4y analysis. Depending on which of these is more accurate, this
could shift estimated 5'80,, values by a similar amount and the subse-
quent 5'%0-based temperatures by 0-2 °C.
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4. Discussion
4.1. Consistent growth rates and shell morphology, with a few exceptions

L. pensylvanica shells from all sites appear to follow the same length-
to-age growth curve, which is also consistent with previous studies
(Bigatti et al., 2004) (Fig. 3A). The sole exception is the shell from Ja-
maica, which grew bigger, faster (Fig. 3A). Weight is also elevated in this
specimen relative to length and width (Fig. 3D,E), indicating a thicker
shell relative to others. The Jamaica site has one of the warmest mean
annual temperatures of any site from this study, which may explain this
prolific growth, yet Panama and Colombia have similarly warm climates
but demonstrate ‘regular’ growth. After revisiting the growth curve for
the Colombia shell to reflect 1 year of growth instead of 2 based on the
A47 sclerochronology data (smoothing), the inferred higher growth rate
is larger than most other shells but still less than Jamaica.

After accounting for the missing outer layer in the first 8 mm of the
Miami shell, all new 880 profiles begin with high §'%0 values, indi-
cating a winter start to shell growth. At first, this seems to contradict the
early studies that show warm season spawning (Bigatti et al., 2004;
Taylor et al., 2004; Yanes et al., 2012). We interpret these new results to
suggest that following spawning, a measurable thickness of shell does
not accumulate until the first winter season. Sampling nearest the umbo
is either not close enough to the peak of the umbo to sample the true
start of growth, or drilled too deeply, combining shell accreted in the
first warm months with subsequent cooler months.

Shells from our study show a roughly 1:1 ratio of length to width
(Fig. 3F). This is consistent with a L. pensylvanica population from the
Bahamas (Yanes et al., 2012), but another population from FL Keys
(Taylor et al., 2004) show greater length to width, or a more elongated
as opposed to circular shell shape. It’s possible that this discrepancy is
due to different methods of measuring width, although the magnitude of
the difference (~10 mm) seems too great for this explanation, given the
circularity of the shells. If real, this may suggest population-scale
morphological change.

4.2. Temperature reconstructions assuming fixed 540,

Typical studies employing 5!%0-based paleothermometry usually
assume a constant 6180W value (Schone et al., 2004; Jones et al., 2005).
However, without accurate knowledge of 5'%0,,, the converted
maximum and minimum temperatures, and MATs can be skewed in
either direction. This is demonstrated through 5'80-based temperature
ranges calculated using the GISS database 5'%0,, value, which is repre-
sentative of a “best guess” modern estimate that might be used in a
paleoclimate study. Temperatures estimated using database 5'®0,,
values are both too high (Colombia) and too low (USVI). Best alignment
with MAT and summer/winter temperatures was achieved when the
selected 618Ow value was located close to the shell collection site. The
agreement deteriorates as the selected 5'%0,, values were recorded
farther away from shell collection site, like in Colombia and Panama
(Fig. 5, Table S1).

Better agreement in MAT and MART estimates with instrumental
values was achieved when using Ajy-based shell mean 6180w values,
which should reflect a highly localized estimates of 580, therefore
more accurate than database values. This indicates at least one method
of estimating 5'%0,, using A4y analysis should be conducted in all
paleoclimatology studies. In increasing order, a single bulk A47 analysis
(drilled to average over a large portion of the shell), the mean of mul-
tiple seasonally-targeted A4 analysis, or the mean of continuous H.R.
A47 analyses should be used to convert H.R. 580 values into a record of
seasonal temperature variability.

However, all of these approaches still assume seasonally invariable
5180y, which may not be the reality in some environments. This is re-
flected through observation that 5'0-based MART estimates in
Colombia, Panama and USVI that assume constant 5'20,, overestimate
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instrumental MARTSs by up to 5 °C, likely indicating seasonally variable
580y, which is amplifying the fluctuations in 5'%0. In the sections
below, we discuss two cases differently effected by seasonally variable
5180, from this study.

4.3. Seasondlly variable 5'80,, and moderate temperature seasonality:
Miami

Seasonally-targeted A4y measurements for the Miami shell follow the
expected pattern of warm/cool oscillation, with apparent summer in-
tervals (6180 minima) tending to produce warmer temperatures than
those targeting apparent winter intervals (520 maxima), implying
correct identification of seasonal extremes and limited variability in
5180, However, 6!80-based MART estimates slightly overestimate true
MART, suggesting 5'80,, is in fact varying and that variation amplifies
the 5180 range. To achieve amplification of the 5'80 range, the highest
(lowest) 5'80w values must occur during the coldest (warmest) times.

H.R. A4y analysis with data smoothing, producing subannual tem-
perature and §'0,, records, is independent of any assumptions about
seasonal timing or magnitude of §'80,, variability, or a priori assign-
ment of the position of summer/winter shell growth. This method does a
very good job capturing true seasonality over multiple years (Fig. 6).
This appears worse in the absolute range (Fig. 5) due to single-point
extrema that lie outside of the true range. However, Fig. 6 clearly
shows that for three of four years of growth, the summers and winters
align well with instrumental temperatures. This suggests that summer/
winter averaging of the smoothed record would perhaps result in the
best estimate of seasonal temperature extremes and MART.

Supporting above inferences that §'%0,, is varying, the continuous
5180, profile calculated from seasonally targeted A4 shows variation of
~1.1%o, although error bars are large. There is no coherent seasonal
signal in this 8'%0, profile. The first two years contain most of the
variability, whereas the latter two years are relatively invariant. Vari-
ability of ~0.6%o in 8'80,, near Miami have been observed in a short 1.5-
year-long record from 1989 to 1991 (Leder et al., 1996), and measured
5180, extrema similarly did not show any coherent seasonal pattern.
This suggests that this record is accurately capturing real (highly vari-
able) patterns of 5180y variability around Miami.

Although H.R. A47 measurements with data optimization appears to
capture the MART and absolute seasonal extremes well, the summers
and winters are reversed (Fig. 7-8). When §'%0,, values are varying
unpredictably at the subannual scale as suggested above by both
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instrumental measurements and H.R. A4y with data smoothing, using
absolute thresholds for §'%0 values can be inaccurate because §'%0
values of seasonal extremes may not always be the same. This is
particularly apparent in the wintertime 580 values in the Miami shell,
which vary from 0 to —1.3%o.

Overall, in a situation with unpredictable, highly variable 5180,
patterns, H.R. A47; with data smoothing works very well. Both 5'%0-
based methods assuming fixed §'%0,, and H.R. A4, with optimization
which assumes correct identification of seasonal extremes perform
worse and are not recommended.

4.4. Seasonally variable 5'%0,, and low temperature seasonality:
Colombia

5180-based MART estimates assuming constant 520, significantly
overestimate true MART in tropical Colombia (Fig. 4), suggesting high
variability in 8'80,, throughout the year. This could possibly be occur-
ring in-phase with temperature changes (highest §'0,, during coldest
months and vice versa), amplifying the apparent seasonal cycle in 5!%0.
However, due to the extremely low true MART in Colombia, even
moderate 5'80,, variability could falsely create an apparent seasonality
in 8'80 that would lead to misidentification of seasonal extremes. If
5180y, cycled from lower to higher values multiple times within a single
year, this could result in a 5'®0 record suggesting more years of growth
than in fact occurred.

Misidentification of seasonal extremes in the %0 record is sup-
ported by multiple lines of evidence. Seasonally-targeted A4; show a
confused pattern in the Colombia shell, with one of the most glaring mis-
matches with expected seasonality occurring in the first “summer”
sample (Fig. 4). H.R. A4y with data smoothing suggests only one instead
of two years of growth, with the summer aligning with a 5§80 minima
(as precited), but the winter aligning with the second 5'®0 minima
(previously inferred to be a second summer). This divergence in the
number of years of growth suggests 5'20,, cycling more than once per
year, but this is not reflected in the smoothed H.R. A47-based SlsOw
record, which shows highest values in the fall season and lowest in the
winter season (—0.8 to +1.7%o).

There is substantial evidence supporting %0, variability in
Colombia. Colombia has the second highest seasonal variation in pre-
cipitation (SVP) of any of our sites, experiencing 219 mm difference in
monthly rainfall between the wettest and driest month. The rainy sea-
son, which would deliver precipitation that was depleted in heavy
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isotopes compared to seawater, occurs during the warm season of
May-October, with dual peaks in May and October and very dry con-
ditions conducive to evaporative enrichment in January-March
(Fig. S1). In addition to the local rainfall, the Dique Canal discharges
55-250 m>/s freshwater from the greater Magdalena River watershed
into Cartegena Bay, driving significant salinity gradients of ~30 psu
between surface and bottom waters and ~ 10+ psu variations in surface
waters between the rainy seasons and dry season (Tosic et al., 2019).
The timing of discharge is slightly delayed from local rainfall, with two
peaks in June-July and November-December, and lowest values in
February-April. Taken together, this complicates predictions of the
exact timing of 5'%0,, variability, but suggests a complex pattern of
subannual §'80,, variability is highly plausible.

Surprisingly, despite the apparent inaccuracy of seasonal identifi-
cation based on §'%0, it appears H.R. A4; measurements with data
optimization achieved best agreement with observed seasonality for the
Colombia shell. Particularly with an increased window size, averaging
the top 13 points and the bottom 11 points, the calculated range be-
comes perfectly aligned with its small instrumental MART (Fig. 7). This
is the only method to result in such a low MART. However, this is likely
due to larger number of datapoints being combined here rather than
superior data combination strategy. When only averaging 3-4 data-
points, the optimized H.R. A4z MART estimated for the Colombia shell
was much warmer than its instrumental MART. When true seasonality is
low, averaging any half of the points will result in a value close to the
MAT. The alignment of the summer, as inferred from smoothed H.R. A47,
with the first low 5!%0 peak around 5-10 mm likely kept the inferred
summer temperature above the inferred winter temperature using any
thresholds.

In a situation where §'80,, varies multiple times per year, using any
method that requires assigning position of seasonal extremes using the
5180 record is a poor choice. This is especially true in a location with low
temperature seasonality. (If temperature seasonality was high, such as in
a mid-latitude site, temperature seasonality could overprint low to
moderate 380, variability and still result in correct seasonal identifi-
cation.) Although the H.R. A4y with smoothing should have given us the
best results, this method still overestimated MART significantly, perhaps
due to increased uncertainty in coldfinger mode. Despite the

Fast growing (>20 mm/yr)

Intermediate (10-15 mm/yr) Slow growing (<6 mm/yr)
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overestimation in MART, the mean of all H.R. A47 points best matches
MAT.

4.5. Choosing the best method: Sample size vs. growth rate vs. analytical
resolution

A single measurement of A4y, un-replicated, has a large uncertainty
which is mostly a function of integration time. The two measurement
modes on the Nu Perspective used in this study (“bellows mode” for 3-4
mg aliquots and “coldfinger (CF) mode” for 300-400 pug aliquots) have
different single-replicate uncertainties due to different integration times
(80 vs. 60 cycles, respectively), best quantified by the long-term stan-
dard deviation of carbonate standards (sd = 0.018%o for bellows mode,
sd = 0.024%o for CF mode). On a Kiel device (as used by de Winter et al.,
2021), a single replicate of 80-250 pg only runs for 20 cycles, resulting in
larger single-replicate uncertainty (long-term 1sd = 0.04%o). These un-
certainties are reduced in the ultimate sample mean through replication.
Depending on which of these methods are used, a different number of
replicates are needed to achieve a temperature estimate with a desirably
low uncertainty of ~1-2 °C, equivalent to ~0.010%o 1SE in A4; at Earth
surface temperatures. In bellows mode, 3-4 replicates are needed,
compared to 5-6 for CF mode and 15-18 for Kiel-based measurements.
On average, temperature error on a sample with >3 replicates measured
in bellows mode is about 2-3 °C.

When sampling for H.R. §'80 or A4 sclerochronology, the physical
sampling resolution is limited by the size of the drill bit and the spacing
between drilled points, regardless of the total shell size or annual growth
rate. Assuming sampling is conducted with essentially no spacing be-
tween each sample point, the maximum number of points per unit dis-
tance along the growth axis is defined by the width of the drill bit alone
(e.g. with a 1 mm drill bit, you can achieve 1 point per mm). To go to
even higher resolution, “trough sampling” can be used, where the drill
bit shaves off a thin slice of material that is thinner than the drill bit
width, leaving behind a trough. This trough sampling results in less
powder per point as the distance along the growth axis is smaller, so
widening of the trough from side to side, tracing growth bands, (“lateral
extension”) is often needed to acquire enough material. This is often
done with a micromill, which uses a computer-controlled drill to

Cross-sectioned shell

Hypothetical §'0 or
HR.A,, drill point

L) 1

)N

y A g/

Hypothetical winter
and summer extremes

Number of points

per seasonal extreme 5-6 3-4
Recommandation:

H.R.8'*0 Yes

ST.A, Yes (Bellows)
HR.A

Yes (Bellows (ideal)

47
(60 measured or Coldfinger, Kiel)

simultaneously)
BulkA,,

/),

;

1-2 5-6 1-2
Yes Yes
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Yes (Coldfinger, Kiel)
Yes (less ideal) Yes

Fig. 9. Diagram showing relation between growth rate and analytical resolution with recommended isotope techniques. H.R. = High Resolution; S.T. = Season-

ally Targeted.
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carefully drill out designated pathways. Lateral extension is only
possible when sampling the top surface of the shell where growth bands
are visible and is not possible when drilling on the interior surface of a
cross sectioned shell (Fig. 9). Lateral extension can also be used to ac-
quire larger amounts of material for more material-intensive methods
like bellows mode.

Growth rate, total lifespan and shell size should be considered when
selecting the most effective clumped isotope sampling approach. Growth
rate (mm along growth axis per year of life) translates points per unit
distance into points per unit time (e.g. points/year of growth). More
importantly for the purposes of seasonality estimation, the growth rate
combined with the sampling resolution defines the number of points per
seasonal extreme. In order to capture the full magnitude of seasonal
variability, a resolution of >1 point per month must be achieved,
whether for 5180 or H.R. A4y analysis. If shell growth rates are too slow,
a single drill hole will combine material from multiple months of growth
and produce a seasonal average instead of a warmest or coldest month
mean. Total shell size defines the ability to extend drill points laterally to
acquire more sample powder from a similarly narrow unit of time/dis-
tance. Total lifespan determines the number of years of growth that can
potentially be averaged together, such as in the summer-winter aver-
aging method.

In the above study, we demonstrated that H.R. A4; with data
smoothing produces the best estimates of absolute summer and winter
temperatures and MART because this method 1) does not assume the
position of seasonal extremes; 2) does not assume that 5'80,, is constant
throughout the year; and 3) does not require prior knowledge of the
mean 5'%0,, value. However, in order to achieve robust temperature
estimates for seasonal extremes and MART, enough points per seasonal
extreme must be sampled and averaged together. Depending on the
analytical methods used, at least 3 replicates/aliquots and possibly as
many as 20 replicates/aliquots must be averaged. This may not be
achievable if growth rates are too slow, drill bit and/or point spacing is
too large, or shell size is too small. Fig. 9 describes the recommended
oxygen and clumped isotope sampling approach for different shell
growth rates.

In fast growing shells (>20 mm/yr), sampling resolution of ~1 mm
between points (such as that achieved in this study using a hand drill)
will easily result in 12-20 pts. per year, 1-2 points per month, or 4-6
points per season. In this regime, we recommend H.R. A47 sampling for
bellows mode with smoothing, acquiring 3-4 mg single aliquots along
the whole transect, using lateral extension and growth band tracing to
acquire enough material per aliquot. In bellows mode, a smoothing
window of n = 3 is sufficient, which under this high growth rate scenario
would combine material from at most 2 adjacent months, capturing
seasonal extremes well. H.R. A4y with smoothing using CF mode would
also be possible, as a smoothing window of n = 6 would still likely be
able to capture a single season average, but not the single warmest or
coldest month by itself. This is demonstrated by the Colombia shell
(Fig. 6). CF mode becomes increasingly applicable as growth rates
increase.

In a shell with an intermediate growth rate (10-15 mm/yr), sampling
resolutions of ~1 point per month, or ~ 3 points per seasonal extreme
would still allow H.R. A47 with smoothing using bellows mode, where
the window size of n = 3 would capture a seasonal extreme but not quite
the single warmest/coldest month. This is demonstrated by the Miami
shell (Fig. 9). H.R. A4y with smoothing using CF mode would not be a
good choice for slower growing shells, as the larger window size would
necessarily combine aliquots from shoulder seasons, resulting in muted
estimates of MART. If growth rates get slower than this, there are
insufficient points per month or points per season for H.R. A47 methods.

When growth rates are intermediate (10-15 mm/yr) or slow (<6
mm/yr) and H.R. A47 methods are not possible, seasonally-targeted A4y
approach combined with H.R. 5'®0 sclerochronology can substitute.
Although this method requires proper identification of seasonal ex-
tremes from &'%0 profiles, by averaging many replicated A4, samples
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from across the shell, mean 5'80,, values and MAT estimates become
more robust. Whether ~1-2 points per seasonal extreme (slow growth)
or ~ 3-4 points per seasonal extreme (intermediate growth) are ach-
ieved in 8'%0 sclerochronology, a single homogenous powder can be
drilled from the appropriate growth interval, with lateral extension
tracing the growth band if needed to increase material acquired.
Depending on the thickness of the growth interval in question and
limitations on lateral extension due to total shell size or preservation,
this could be ~12-15 mg replicated 3-4 times in bellows mode (as
demonstrated in all 7 shells, Fig. 9) or ~ 2 mg replicated 5-6 times in CF
mode. In smaller shells, tracing growth bands laterally without risking
drilling into other layers may be more difficult, favoring CF mode.

If lateral sampling is too difficult due to small shell size or poor
exterior preservation, seasonally-targeted A47 sampling can be replaced
with a single bulk A47 sample. Preferably, this is done by drilling a long
transect along the growth direction or a wide hole near the ventral
margin, both intended to average multiple years of growth. Some or-
ganisms shut down growth during certain seasons, so this bulk mea-
surement may not necessarily represent mean annual conditions. This
can often be determined from 8'80 profiles.

Lastly, 5!%0 sclerochronology is routinely conducted on a cross-
sectioned shell because growth bands are most visible from this view.
When sampling the exterior, we extended our drill spots laterally,
following a curved path delineated by growth bands to capture more
material while limiting time averaging. However, when drilling into the
cut face, lateral extension like this is impossible because curvature of
growth bands from the center to the edge of the shell is hidden within
the shell interior and the risk of drilling into adjacent growth intervals is
great. In this case, HR A4; with CF mode can acquire both 5'%0 and A47
sclerochronology (Fig. 9). If growth rates are high enough, such as in the
younger portion of some shells, data smoothing with CF mode may be
able to estimate warmest/coldest month, or seasonal extremes. If growth
rates are slower, overall or towards the ventral margin, H.R. A4; with
smoothing will not work, as in the slow growing shells described above.
Here, we suggest bulk A4; combined with 5'80 sclerochronology.

Kiel-derived A4y sclerochronology requires many more aliquots per
season to work properly, but each aliquot can be smaller. This is
conducive to “trough sampling” often drilled via micromill, where very
small aliquots can be acquired with confidence. A recent study by Cal-
darescu et al. (2021) conducted high resolution A47-based scle-
rochronology with similar data averaging strategies, with very small
aliquots analyzed using a Kiel device. The bivalve used (Megapitaria
aurantiaca) was much larger and faster growing compared to
L. pensylvanica, ranging from 50 to over 100 mm in length, providing
more surface area for higher resolution sampling (Lopez-Rocha et al.,
2021). They averaged together anywhere from n = 14 to n = 61 points
per season. As in our study, they were able to achieve good agreement
with instrumental temperatures.

Taken together, any of the analytical methods can be used (bellows,
CF mode, or Kiel-based A47), but the variable precision of these methods
must be balanced against sampling resolution, growth rates, and shell
size (Fig. 9). In this way, our results from L. pensylvanica can be gener-
alized for any bivalve species.

5. Conclusions

In this study, we applied multiple isotope techniques to modern
L. pensylvanica collected from seven locations, spanning ~20° in lati-
tude, to assess their ability to correctly record mean annual tempera-
tures and seasonality and to establish the most reliable sampling
approach and data treatment method for paleotemperature/paleo-
seasonality reconstruction. Altogether, we did not observe any seasonal,
mean temperature, or biologically-induced (species-specific) biases in
modern L. pensylvanica, suggesting species from within the same genus
and/or family could serve as reliable paleotemperature/paleoseason-
ality recorders for future work.
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5'80-based reconstruction of MART best matched modern MART,
especially after averaging multiple summers and winters. However,
without knowing the regional 5!80,, values, 5!80-based reconstructions
do not accurately capture absolute summer and winter temperature
extremes. This can be improved using a seasonally-targeted A47-based
sampling approach. Yielding sub-annual scale A47-temperatures as well
as 5'%0,, values, this approach allows for seasonal variations in 5'%0,,
and produces more reasonable max-to-min ranges and the best estimates
of MAT.

The best method for reconstructing MAT, MART and absolute sea-
sonal temperature extremes while allowing for and directly quantifying
variability in 8'®0,, is H.R. A4 with data smoothing. This method
removes the need to assign the position of seasonal extremes based on
the 5'%0 profile. However, in order to effectively apply H.R. A47-based
reconstructions, a delicate balance must be struck between analytical
method used, physical sampling resolution, shell size and growth rate.
Ideally a minimum of 3-4 A4 aliquots per season should be drilled for
this approach and analyzed using bellows mode for best precision, as
demonstrated in the Miami shell. Using the coldfinger mode can reduce
the amount of total powder needed for analysis, but much higher sam-
pling resolutions (6+ per season) are needed to overcome the lower
reproducibility of this analytical mode. L. pensylvanica is not well suited
for this type of approach due to its smaller size and slow growth rate, as
demonstrated by the Colombia shell. Larger, faster growing shells
should be selected for best estimation of subannual temperatures using
H.R. Agy.

For species with slow to intermediate growth where H.R. A4; with
data smoothing may not be possible, we suggest different sampling
methods. Summer/winter averaged seasonally-targeted Ay47-based
reconstruction coupled with summer-winter averaged 5'®0-based
reconstruction using Aj4y-derived 6180W values are recommended for
estimating seasonality and MATs in this situation. Data optimization
should only be applied when §'%0,, is independently known to be con-
stant. In the slowest growing shells, a single bulk A47 sample combined
with 580 sclerochronology can provide a better constraint on 550,
than database 5'80,, values, and lead to better absolute seasonal tem-
perature estimates derived from §'%0.

Our results on L. pensylvanica can thus be generalized to all bivalves
to dictate ideal sampling approaches. This study, combined with other
recent studies (de Winter et al., 2021; Caldarescu et al., 2021; Agterhuis
et al., 2022) increasingly demonstrate the power of using clumped iso-
topes at the subannual scale. Subannual paleoclimate data can provide
new insight into the more tangible effects of climate change beyond
changes in mean annual temperature.
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