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A large number of force fields have been proposed for describing the behavior of liquid water within classical
atomistic simulations, particularly molecular dynamics. In the past two decades, models that incorporate
molecular polarizability and even charge transfer have become more prevalent, in attempts to develop more
accurate descriptions. These are frequently parameterized to reproduce the measured thermodynamics, phase
behavior, and structure of water. On the other hand, the dynamics of water is rarely considered in construction
of these models, despite its importance in their ultimate applications. In this Paper, we explore the structure
and dynamics of polarizable and charge-transfer water models, with a focus on timescales that directly or
indirectly relate to hydrogen bond (H-bond) making and breaking. Moreover, we use the recently developed
fluctuation theory for dynamics to determine the temperature dependence of these properties to shed light
on the driving forces. This approach provides key insight into the timescale activation energies through a
rigorous decomposition into contributions from the different interactions, including polarization and charge
transfer. The results show that charge transfer effects have a negligible effect on the activation energies.
Further, the same tension between electrostatic and van der Waals interactions that is found in fixed-charge
water models also governs the behavior of polarizable models. The models are found to involve significant
energy-entropy compensation, pointing to the importance of developing water models that accurately describe

the temperature dependence of water structure and dynamics.

I. INTRODUCTION

The barriers for translational and rotational motion
of a molecule in liquid water are established by the po-
tential energy surface. Many simple yet accurate mod-
els of water treat these interactions as a sum of two
parts, the electrostatic interactions between sites with
partial charges and a Lennard-Jones interaction, usually
between oxygen atoms, % representing short-ranged re-
pulsions and longer-ranged dispersion. Many dynamical
properties of water are associated with hydrogen-bond
(H-bond) making and breaking and the activation ener-
gies in these models are largely determined by a compe-
tition between the electrostatic and repulsive Lennard-
Jones interactions”? The former, which represent the
driving force for H-bonding, are dominant, but dimin-
ished by the latter, which favor weaker H-bonding struc-
tures.

Other water models treat electronic polarizability
and charge transfer1824 Several studies have shown
charge transfer is implicated in translation motion of lig-
uid water 2228 The inclusion of charge transfer is neces-
sary to match the infrared®> 28 and Raman®™2% peak at
200 cm~! that is associated with hindered translational
motion. In general, polarizable and non-polarizable po-
tentials give similar results for diffusion and rotational
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constants, often because dynamical properties are used
to fit the models. A few studies suggest some differ-
ences between polarizable and non-polarizable models.
Xu et al., found that polarizability strengthens hydro-
gen bonds and slows down H-bond kinetics by increasing
the free energy barrier for breaking hydrogen bonds2?
A similar result, with higher barriers for hydrogen bond
jumps with polarizable models, was found for water in
confined environments. 2! Polarizable potentials not only
tend to have stronger electrostatic interactions, with av-
erage dipoles that are larger than non-polarizable mod-
els, but also have electrostatic interactions which change
in response to the environment. These two aspects
of polarizable models have opposing effects on dynam-
ics. By allowing the dipole to respond to the differ-
ent environments at dynamical barriers, these barriers
may have lower energies!! The faster dynamics through
the polarization response is suggested by the results of
the non-polarizable Watanabe-Klein model, which has
charges that give a dipole moment similar to polarizable
models 32 This model gives translational and rotational
timescales that are too slow by about a factor of two .34

The effects of polarizability and charge transfer inter-
actions on the dynamics of water is the focus of the
present work. Using two different polarizable models,
with different approaches to treating polarizability 1215
and versions of those models which include charge
transfer 2324 this paper uses the fluctuation theory
for dynamics®®33 to determine the activation ener-
gies for translational diffusion, rotational dynamics, and
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hydrogen-bond exchange dynamics. This approach al-
lows contributions from the different parts of the poten-
tials, including polarizability and charge transfer, to be
determined. The energetic contributions to the structure
of water are also calculated.

II. THEORY

In this work, we use the recently developed fluctua-
tion theory for dynamics™®%33 that permits the calcula-
tion of activation energies from simulations at a single
temperature. This is accomplished by determining the
analytical derivative of a timescale (or, indeed, the un-
derlying time correlation function itself) rather than the
numerical derivative obtained in a traditional Arrhenius
analysis.

The essence of the method can be seen by considering
a general statistical mechanical average of a property, f,
that can, in general, depend on a time interval:

= onF /dq/dpe PHPA) f(p qit), (1)

where q and p are the system coordinates and momenta,
H the Hamiltonian, 8 = 1/k,T with k, Boltzmann’s
constant, () the canonical partition function, and F' the
number of degrees-of-freedom. The temperature only ap-
pears in this average in the Boltzmann factor, e ## | and
the normalizing partition function, (). Thus, taking the
derivative of the average with respect to T or, more con-
veniently, 3, yields only two terms:

(£(t))
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Here, we have used the fact that (0lnQ/05) = (H) and
defined the fluctuation in the total system energy at ¢t = 0
as 0H(0) = H(0) — (H).

A focus of this study is to determine how non-
additivity in the molecular interactions influence dynam-
ical properties. We use two different polarizable models,
the TIP4P-FQ model,*2 which treats polarizability using
dynamical charges that respond to the electric fields of
other molecules, and the SWM4-+NDP Drude*? model,
which uses a charge site connected by a harmonic spring
to the oxygen atom to treat dipole polarizablity. Charge
transfer effects have been added to both models, using
the Discrete Charge Transfer (DCT) approach. In these
models (TIP4P-FQ+DCT?? and Drude-DCT4%), a dis-
crete amount of charge in transferred for each hydro-
gen bond formed. This amount of charge, 0.02¢, consis-
tent with the results of electronic structure calculations,
is transferred to the H-bond donor from the acceptor.
The hydrogen bond donor becomes more electronegative
and so attracts electron density. The energy associated
with this charge transfer, Vor, is —0.15 keal/mol for

each hydrogen bond, fitted to the results of ab initio
calculations®# This energy is partially offset by a de-
crease in the Coulombic energy from the reduced charges
of the H-bonded pair. The amount of charge transfer and
therefore Vo is dependent on the hydrogen-oxygen dis-
tance and goes to zero at 2.8 A, as indicated by electronic
structure results 3>

In this context, a critical advantage of the fluctuation
theory for dynamics approach is the ability to obtain key
mechanistic information. In particular, the fluctuation
in the total energy can be decomposed into contributions
from different motions and interactions of the system.
This partitioning does not rely on the potential being
pairwise additive. For the polarizable and charge transfer
water models considered here, for example, we can write

SH(0) = K E(0) + 6V, (0)
+ 6VCoul (O) + 6VPol (0) + 5VCT(0)7 (3)

where KFE represents the total system kinetic energy
and V57, Voours Vpor, and Vor are the Lennard-Jones,
Coulombic, polarization, and charge transfer potential
energies. Note that Vi, represents the electrostatic en-
ergy of the charges obtained after polarization and Vpy
the energetic cost associated with that polarization. Sub-
stituting Eq. . for 0H(0) in the derivative given in
Eq. . gives contributions to that derivative associated
with each of the interactions and the kinetic energy. That
is, we can write

fu(t) = fre(t) + fri(t)

+ fCOul(t) + fPol(t) + fCT(t)a (4)

where, for example, fr;(t) = (6Vzs(0) f(t)). As we have
previously shown /@ these contributions can be extended
to determine an analogous rigorous decomposition of the
activation energy.

We apply this fluctuation theory for dynamics ap-
proach to key properties for water dynamics including
diffusion, f(t) = MSD(t) = |#(t) — #(0)|?, OH reorienta-
tion, f(t) = Ca(t) = Peléou(t) - €om(0)] where P, is the
second Legendre polynomial, and the exchange of H-bond
acceptors, f(t) = Cup(t) = ng(0) np(t) where n, = 1 if an
OH is H-bonded to acceptor x and n, = 0 otherwise. In
addition, the driving forces for water structure were con-
sidered by taking f(t) to be the static radial distribution
function.

Ill. COMPUTATIONAL METHODS

All simulations were conducted with in-house code.
The simulations used 343 water molecules, equilibrated
at a temperature of 300 K, using a Nosé-Hoover
thermostat, and a pressure of 1 bar, using an An-
derson barostat2% Ewald summations were used for
the electrostatic interactions. Rigid bonds are con-
strained with SHAKE3Y and a time step of 1 fs was
used. For the TIP4P-FQ and TIP4P-FQ-+DCT models,



charges were treated as dynamical variables and propa-
gated with the extended Langrangian formalism, as de-
scribed previouslyt?23 For the SWM4-+NDP Drude!®
and Drude-DCT?% models, the Drude particle is given
a mass of 0.4 amu, which is subtracted from the mass of
the oxygen atom, and Drude positions are propagated as
described by Lamoureux and Roux.?7

The fluctuation theory calculations were implemented
as follows. For each water model five sequential NVT
trajectories were propagated with restart files written
every 1 ps. The latter were used to launch 500 NV E
trajectories (giving 2500 in total for each model), from
which the dynamics and derivatives, via Eq. , were
computed. This approach yields an ensemble of trajecto-
ries that have dynamics unaffected by thermostatting but
with energies consistent with a canonical distribution. (It
has the added advantage that the NV E trajectories are
embarrassingly parallel.) Errors in the computed results
were obtained by block averaging using 5 blocks (each
block representing 500 NV E trajectories) and are re-
ported as 95% confidence intervals using the Student’s
t-distribution 28

IV. RESULTS AND DISCUSSION
A. Water Structure

We first consider the structural features of liquid water
predicted by the different models based on the oxygen-
oxygen (O-0) radial distribution function (RDF),

o) = g <ZZ 5(r - |ﬁj|>>, )

i g

where V is the system volume, N the number of of
molecules, and 7;; the vector from the oxygen atom of
molecule 7 to the oxygen atom of molecule j. While, un-
like the general case described in Sec. [T} this property is
independent of time, the result for the § derivative is the

322”) _ _% <5H > 6 - 7”Z-jl)> = —gu(r).

i g

(6)
Additionally, the same decompositions shown in Eq.
are used obtain the contributions of the different inter-
actions to the temperature derivative. This gives insight
into the driving forces that determine the water struc-
ture and does not assume pairwise additivity. (Note that
because g(r) is independent of momenta, there is no con-
tribution from the kinetic energy.)

The O-O RDFs for the four water models are shown in
Fig. |1] along with their derivatives (plotted as —gg(r)).
In addition, the contributions from the different interac-
tion terms, —gx (r), in the force fields are shown. The
four water models yield fairly similar water structure.

The first peak in the RDF, giving the location of the
first solvation shell, is ~ 2.8 A in all cases and the peak
height of ~ 2.9 is also nearly the same. The two TIP4P-
FQ-based models give a slightly less structured (smaller
amplitude peaks), but more compact, second solvation
shell compared to the SWM4+NDP and, to a greater
extent, the Drude-CT model.

Despite the similarity of the RDFs, the models exhibit
temperature dependences that are dramatically different
quantitatively. Qualitatively, the derivative —gg(r) os-
cillates around zero with an amplitude that decreases
with increasing distance. In particular, dg(r)/0p is pos-
itive over the first rise of the RDF corresponding to the
first solvation shell, passes through zero near the g(r)
peak and is negative over the remainder of the first sol-
vation shell. This indicates that as temperature increases
(decreases), the first peak will shift to larger (shorter) dis-
tances. However, the derivative is of significantly larger
magnitude for the TIP4P-FQ and TIP4P-FQ-DCT mod-
els compared to the SWM4+NDP and Drude-DCT mod-
els. In particular, —gm(r) has a maximum at 2.7 A of
10 kcal/mol for the former two force fields compared to
~ 4 kcal/mol for the latter ones. Similarly the minimum
values around 3.1 A are smaller by more than a factor
of two for the SWM4+NDP and Drude-DCT force fields
compared to the TIP4P-FQ-based ones. Implications for
this are evident in the related internal energy profiles
discussed below.

It is useful to directly examine the thermodynamic
driving forces for the RDF. In particular, an effective
free energy as a function of the O-O distance is given by
the potential of mean force,

PMF(r) = —kyTng(r)
=AU(r) — TASpyr(r) (7)

Note that this is not the full free energy, AA(r) =
PMF(r) — 2kT Inr, which differs by an entropic term
accounting for the greater available volume for two
molecules as the distance between them increases. As
noted in Eq. , the PMF is composed of both inter-
nal energy and entropy contributions; the full entropy
is AS(r) = ASpyrp(r) — 2kTInr. We have previ-
ously shown®? that the internal energy can be obtained
straightforwardly from the temperature derivative as

AU(r) = ; (®)

and then ASpyr(r) can be calculated from Eq. .
The PMF, internal energy, and entropy profiles are
shown for the four water models in Fig. [2] Because the
PMFs are a direct mapping of the RDFs; they exhibit
the same comparative behavior discussed for the latter
above. Most notably, the Drude-DCT shows a somewhat
larger barrier for a water molecule to move between the
first and second solvation shells compared to the TIP4P-
FQ-based models, which give nearly identical results.



a _I T 0T I TT1rrT I TT1rrT I TT1rrT I TT1rrT I LI I_
20 ]
~ 15 .
o - N
E L i
£ r N
w© 10 h -]
(@) L a
5 B i
T s5F .
= .
< C N
[S) C ]
-5r .
_10__I 111 IIIIIIIIIIIIIIIIIIIIIIII__
C _I LI I TT1rrT I TT1rrT I TT1rrT I TT1rrT I LI I_
6_ —
S 4L ) ]
e L ]
=
= . ]
U - -
X 2b |
= . i
>
& .
[ 0
é i
= -
_2—
_4 IIIIIIIIIIIIIIIIIIIIIIIIIIIII

2 3 4 5 6 7
roo (A)

b _I LI I TT1rrT I TT1rrT I TT1rrT I TT1rrT I LI I_
20F — g0 3
C —— Total —gy(r) 1
15F — —geoulr)
C — —gyl(n ]
10 — =ger(n)
C — —Ggpalr) ]
5F -
of 1
-5F -
_10 __I 111 I 111 1 I 111 1 I 111 1 I 111 1 I 111 I__
d _I LI I TT1rrT I TT1rrT I TT1rrT I TT1rrT I LI I_
6 L —
4 L —
2 - —
0
_2 —
_4 _I 111 I 111 1 I 111 1 I 111 1 I 111 1 I 111 1

2 3 4 5 6 7 8
roo (A)

FIG. 1: The O-O radial distribution function, g(r), is plotted as a function of distance along with the derivative,

shown as —gp(r) = dg(r)/0p, and its contributions from the different interactions present. Results are shown for

the a) TIP4P-FQ, b) TIP4P-FQ-DCT, ¢) SWM4+NDP, and d) Drude-DCT models. Shaded areas represent the
95% confidence intervals.

The energetic and entropic contributions, Fig. [2b,c,
are quite a different story. The TIP4P-FQ-based mod-
els have internal energy profiles that are strongly modu-
lated, e.g., the barrier to move from the first to the sec-
ond solvation shell around a water molecule is AUliE g
7 kcal/mol. This is ten times larger than the barrier in
the PMF for those models and more than three times
larger than the internal energy barrier for the Drude-
DCT force field. The former is a result of significant
energy-entropy compensation. The entropy profiles for
the TIP4P-FQ-based models are also more strongly mod-
ulated compared to the Drude-DCT model, but in all
cases the entropic contributions largely cancel the in-
ternal energy leading to much more modest changes in

the PMF (or free energy). However, it is important
to note that it is the internal energy that determines
how the RDF changes with temperature through a van’t
Hoff relationship3? so that the TIP4P-FQ-based mod-
els should predict much larger structural changes with
temperature compared to the Drude-DCT description.

B. Hydrogen-Bond Exchange Dynamics

The central process in water dynamics is the mak-
ing and breaking of H-bonds. The exchange of H-bond
partners has been explicitly shown to underlie water
reorientation*” and diffusion*® (though interestingly,
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FIG. 2: The a) potential of mean force (PMF), b) internal energy profile, AU(r), and ¢) PMF entropy profile,
—TASppr(r), associated with the O-O radial distribution function are plotted as a function of distance for the four
water models. Shaded areas represent the 95% confidence intervals.

not spectral diffusion*®). This exchange can be viewed as
analogous to a chemical reaction in which an OH group
switches, or “‘jumps,” from one H-bond acceptor to an-
other. This event can be characterized by a rate con-
stant, ko, or, more typically, by a jump time 79 = 1/ko.
Given the key role of H-bond exchanges, the jump time
is perhaps the most fundamental dynamical quantity of
liquid water.

It can be calculated from a time correlation function
(TCF) based on a stable-states picture,**

Cab(t) = <na(0) nb(t)>7 (9)

where a and b label two different H-bond acceptors. Here,
ng(t) = 1 for an OH that is donating an H-bond to ac-
cepting water molecule z at time ¢ and n,(t) = 0 oth-
erwise. For each OH we can label its H-bond acceptor
at a time ¢ = 0 as molecule a and C,(t) = 0 because
n,(0) = 0 for all other H-bond acceptors. As time elapses
and the OH group switches to a new acceptor, which we
label b, Cqap(t) = 1 because n,(0) = 1 but also ny(t) = 1.
We use absorbing boundary conditions, i.e., ny(t) = 1 for
all times after the H-bond has switched; this ensures the
dynamics captured by Cy;(t) report only on a single H-
bond exchange process, independent of transient H-bond
breaks or returns to the original H-bond acceptor. It can
be shown that this TCF exhibits an exponential rise with

a time constant that is the jump time204L

et =1 — Cu(t). (10)

In practice we fit 1 — Cy(t) to a single exponential
Ape /™ to account for a small amplitude part of the
decay at early times unrelated to the jump time.

In the present work, we use stringent geometric criteria
to define an H-bond: rpp < 3.1 A, rg..o < 2.0 A, and
Og—_0...0 < 20°. The H-bond jump TCFs, Eq. @, for the
four water models considered here are plotted in Fig. [3b
and the jump times obtained from them using Eq.
are given in Table [ The TIP4P-FQ, TIP4P-FQ-DCT,
and Drude-DCT models give relatively similar dynam-
ics, with jump times all between ~ 3.8 — 4.2 ps. There

is currently no experimental approach for measuring 7
in neat water. However, these times are slower than that
found for the SWM4-NDP force field and a range of rigid
and flexible fixed-charge models investigated previously®
for which jump times are between 2.25 and 3.66 ps. The
longest of these corresponds to the TIP4P /2005 model
that is the fixed charge model that gives the best overall
agreement with experimental timescales, activation en-
ergies, and activation volumes? Three-body models de-
veloped by Tainter et al*4% which also yield generally
good agreement with experiments, give even longer jump
times of ~ 4.4 ps.

One difference between the TIP4P-FQ, TIP4P-FQ-
DCT, and Drude-DCT models and the SWM4-NDP
model, relevant to these timescales, is that SWM4-NDP
has gas-phase charges on the hydrogens and the M-site;
the polarization is only through the Drude particle. The
FQ models have charges that are polarized, so hydrogen
and M-site charges are enhanced. The partitioning of the
charge transferred in the Drude-DCT, based on quantum
calculations of the dimer, changes the charges from the
gas-phase values, resulting in more (about —0.06e) neg-
ative charge on the M-site, and correspondingly (0.03¢)
more positive charge on the hydrogens, and the dipole
is larger by 0.1 Debye for the Drude-DCT compared to
the SWM4-NDP model. This makes the hydrogens on
the SWM4-NDP model less strongly interacting, speed-
ing up reorientation.

The activation energy associated with the jump time
can be obtained from the fluctuation theory approach.
Namely, we calculate the weighted TCF,

8[1 — Oab(t)]
op

This TCF is fit to the derivative of Age /™ with respect
to B, with Ay and 7y fixed to the values determined by
fitting 1 — Cyp(t)2¥ This yields A /93 and d719/93 and
the latter is used to calculate the jump time activation
energy. The TCFs for all four water models are plotted
in Fig.|3b along with their fits. (Note that the activation

Cap,(t) = = (0H(0) na(0) mp(t)).  (11)
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FIG. 3: The a) H-bond exchange TCF, 1 — Cy(t), and b) derivative of this TCF, Cyp g given in Eq. are plotted

as a function of time for the TIP4P-FQ (red), TIP4P-FQ-DCT (violet), SWM4-NDP (blue), and Drude-DCT (grey)

models. Dashed lines of the same color show fits as described in the text. Inset in a) shows the TCFs on a semi-log
scale. Shaded areas represent the 95% confidence intervals.

Timescale TIP4P-FQ TIP4P-FQ-DCT SWM4-NDP Drude-DCT TIP4P/2005¥ Expt. 2420

To 3.825 3.951
T2 3.433 3.634
D 1.861 1.77;1

2.714
2.29;
2.814

4.18; 3.6577 -
4.404 3.1658 2.6
1.64; 2.0304 2.30

TABLE I: H-bond jump time 79, OH reorientation time 72, and diffusion coefficients, D, for different polarizable and
charge-transfer water models; times are in ps, and diffusion coefficients are in 107° cm?/s. Subscripts indicate

uncertainties in the trailing digit(s). Note that the D values have not been corrected for finite-size effects:

energy can also be found directly from these plots33 as
Clap, 1 (t) reaches a maximum at the jump time and the
peak height is equal to e 1 E,.)

The jump time activation energies, F, o, are given in
Table [[1] along with the contributions from the kinetic
energy and the different interactions present in the force
fields. These data are also plotted in Fig.[4 Results for
the TTP4P /2005 model are shown for comparison along
with experimental values where available. The F, ¢ val-
ues mirror the results for the RDF derivatives. Namely,
the TIP4P-FQ and TIP4P-FQ-DCT models give signifi-
cantly higher activation energies, E, o ~ 5.5 kcal/mol,
compared to the SWM4-NDP and Drude-DCT mod-
els. The latter two, however, give values that are in
general accord with the ranges found in previous work
for fixed-charge and three-body force fields for which
E,0 = 2.7 — 4.1 keal/mol’®” These results indicate that
the TIP4P-FQ-based models predict much stronger tem-
perature dependence of H-bond exchanges. However, the
free energy barrier for H-bond exchanges is related to the
0-O RDF% and, as noted above, these are quite similar
for the different models. This indicates that the acti-
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vation entropy for H-bond exchanges balances the acti-
vation energies (see Fig. |2 at room temperature, which
would then no longer be the case at other temperatures,
both higher and lower.

The contributions of the different interaction types to
E, o are also revealing. First we note that the kinetic
energy contribution is nearly the same for all models,
~ 1 kcal/mol. The charge transfer component, included
only for the TIP4P-FQ-DCT and Drude-DCT models, is
essentially negligible, < 0.03 kcal/mol. This is somewhat
surprising as it suggests that the energy associated with
charge transfer is not strongly different between the tran-
sition state for H-bond exchanges. Breaking an H-bond
increases the charge transfer energy by +0.15 kcal/mol
in the CT models. Note that this transition state is ef-
fectively a bifurcated H-bond in which the donating H
atom is equidistant between the oxygen atoms of the orig-
inal and new H-bond acceptors 2?4l This geometry of the
transition state has the H atom at a distance of about
2.4 A from both oxygen atoms. The CT models turn off
the charge transfer over a distance from 2.3 to 2.8 A, so
at the transition state there will be charge transfer be-



Activation Energy|Component TIP4P-FQ TIP4P-FQ-DCT SWM4-NDP Drude-DCT TIP4P/2005% Expt.
Total 5.5322 5.5114 3.236 3.5314 3.635 -
Kinetic Energy 1.0111 1.0211 1.073 0.95¢ 1.044
Ea.o Lennard-Jones -4.8760 -4.8332 -1.00g -1.299 -1.10¢
Coulombic 17.11‘5 16.58 4.0718 5.1720 3.698
Polarization -7.6869 -7.2036 -0.915 -1.274 -
Charge Transfer — 0.001, — -0.0244 -
Total 6.3729 6.4233 3.4570 4.5344 41210 3.740 4 154
Kinetic Energy 1.1311 1.2321 1.0134 1.4911 ]..2].5
Eq Lennard-Jones -5.5559 -5.7586 -1.2347 -1.3845 -1.28g
Coulombic 19.61.6 19.455 4.711 6.07 4.1914
Polarization 87771 -8.451.02 -1.0328 -1.5322 —
Charge Transfer - 0.0013 - -0.0225 -
Total 5.8436 5.7315 3.359 4.1413 4.105 4.2-4.6°2759
Kinetic Energy 1.239 1.2116 1.045 1.17¢ 1.164
E.p Lennard-Jones -5.0464 -4.5955 -1.161¢ -1.7615 -1.245
Coulombic 17.51‘7 16.16 4.5329 6.2725 4.186
Polarization -7.817¢ -7.0029 -1.0610 -1.525 —
Charge Transfer — -0.0025 — -0.02310 —

TABLE II: Activation energies (in kcal/mol) for the H-bond exchange time (E, o), the OH reorientation time (E, 2),
and the water diffusion coefficient (E, p). Contributions from the kinetic energy and different interactions are
shown in addition to the total value, which is compared to experimental values (with uncertainties of +0.5 kcal/mol)
where available. Subscripts indicate uncertainties in the trailing digit(s).

tween both molecules in the bifurcated H-bond. The loss
of charge transfer energy between the H-bond donor and
original acceptor is largely compensated by the gain in
charge transfer energy with the new acceptor.

This does not mean that charge transfer is not cou-
pled to dynamics, just not the H-bond exchange barri-
ers. Using a similar CT treatment that eliminates CT
beyond a distance of 2.8 A, Sidler, et al28 showed that
the charge of a molecule changes as it undergoes trans-
lational motion. Other studies using ab initio methods
have found similar results**“” Qur results indicate that
charge transfer, as implemented in the models used here,
does not influence the dynamical barrier. That is, while
the hindered translational and rotational motion of an
H-bonded water will change the charge of the molecule,
the charges must not be largely different at the transition
states.

The polarization energy represents a large contribu-
tion to the total energy, about 5.5 kcal /mol per molecule
for the FQ models and 3.3 kcal /mol per molecule for the
Drude models. Polarization represents a significant con-
tribution to the activation energy, acting in opposition
to the Coulombic interactions. The significant and nega-
tive contribution indicates that the ability of the charges
to change during H-bond exchanges decreases the time
scales for motion. Note that the polarization energy is
that required to polarize the molecules in the system and
thus the combination of the Coulombic and polarization
contributions can be reasonably viewed as the net elec-
trostatic component. For the Drude-DCT model, we see

EC§u +EL8 = 3.90 keal /mol, while the SWM4-NDP de-
scription gives a smaller value of 3.16 kcal/mol. The neg-
ative Lennard-Jones contributions partially cancel these.
The net electrostatic and Lennard-Jones values are in
reasonable quantitative accord with previous results for
fixed-charge models®Y In contrast, the TIP4P-FQ-based
models have a much larger net electrostatic contribution
to B, around 9.4 kcal/mol. The Lennard-Jones contri-
butions, Elf‘é are also greater in magnitude, moderating
this dramatically increased electrostatic effect to yield a
more modestly larger E, .

In previous studies of fixed-charge water models we
have found a key motif of competition between Coulom-
bic and Lennard-Jones interactions?¥ The former pro-
vide a positive contribution to F, o, which is partially
cancelled by the negative contribution of the latter.
This behavior is representative of the H-bond descrip-
tion within these models: The H-bond is held together
by the favorable electrostatic interactions that are bal-
anced by the Lennard-Jones repulsion that prevents col-
lapse of the two molecules. To break an H-bond the sys-
tem must give up the favorable Coulombic interaction
(raise that energy) while sliding down the repulsive wall
of the Lennard-Jones potential (lowering that energy). It
is not a priori obvious that this behavior would persist
in polarizable models, but in fact it does, as discussed in
the previous paragraph and illustrated by the results in
Table [[] and Fig. [4}
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FIG. 4: Comparison of the activation energies and
components from the kinetic energy and different
interactions for the H-bond jump time, E, o, OH
reorientation time, E, 2, and water diffusion coefficient,
E.p.

C. OH Reorientation Dynamics

A key manifestation of the H-bond exchange dynamics
is in OH reorientation. Unlike the former, the timescales
for OH reorientation dynamics can be obtained from ex-
periments. Specifically, the OH reorientation dynamics
expressed in the second-order TCF,

Ca(t) = (P2l€or(0) - €on(t)]), (12)

where P is the second-Legendre polynomial, can be de-
termined from pump-probe infrared anisotropy®? mea-
surements, which can directly yield 0.4 Cy(t). For wa-
ter, Ca(t) decays on three timescales, the longest of
which, 79, is related to H-bond making and breaking and
will be the focus here. Importantly, Laage and Hynes
have shown that OH reorientation can be mechanisti-
cally and quantitatively described by an extended jump
model (EJM)H04L Specifically, OH reorientation occurs
via large-amplitude, ~ 70°, angular jumps associated
with H-bond exchanges combined with reorientation of
the intact H-bonded pair in between these jumps. Thus,
the EJM gives 7, © = Ti;ump + Tzf}mme, where 72 jump 18
a product of the H-bond jump time 7y and a geometric
factor accounting for the size of the angular jump and
To, frame 1s the timescale for intact H-bond reorientation.

Thus, reorientation dynamics are perhaps the closest
connection between an experimentally accessible prop-
erty and H-bond exchanges. We have previously evalu-
ated the activation energies for 7, itself, E, 2, compared
to the contributions of all of the EJM components1?
confirming the accuracy of the EJM for describing not
only reorientation timescales but also activation energies.
Moreover, we found that the the jump time activation en-
ergy, 40, is not equivalent to E, » which has significant
contributions from the frame reorientation activation en-
ergy. However, F,o and E,2 tend to be fairly similar
(with the latter typically larger) because the frame re-
orientation is also ultimately determined by H-bond ex-
changes in the surroundings and thus has an activation
energy similar to that of the jump time itself.

With that prologue as context, we now consider the re-
orientation dynamics of the four polarizable and charge
transfer water models. The calculated Cy(t) TCFs are
shown as a function of time in Fig. and the reori-
entation times are given in Table [ The reorientation
times are obtained by fitting C2(¢) to a normalized, tri-
exponential with 7, the longest timescale. With the ex-
ception of the SWM4-NDP model, which gives faster dy-
namics, the force fields yield reorientation times that are
longer than the experimental value of 2.6 ps for isotopi-
cally dilute water 2749 These results are consistent with
the trends observed for the H-bond jump times.

The temperature derivative of the reorientational TCF
is calculated from the fluctuation theory approach de-
scribed in Sec. [} That is,

00 (1)
op

= —<5H(O) Py [gOH(O) - €oH (t)]>
=-Cyu(t). (13)

These derivative TCFs are shown for the four water mod-
els in Fig. Elb In practice, F, 2 is determined by fitting
Cs m(t) to the derivative of the tri-exponential form as-
sumed for Cy(t); details of this approach can be found
in Refs. [7 or The activation energies are given in
Table [[I] along with the contributions from the kinetic
energy and different interactions, which are all plotted in
Fig.[dl Note that the activation energy and OH orienta-
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FIG. 5: The OH reorientational TCF, Cy(t), is plotted as a function of time for the TIP4P-FQ (red),
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tion time is less for the SWM4-NDP model than the oth-
ers, likely because only that model has gas-phase charges
on the hydrogens (vide supra).

Qualitatively, the reorientational activation energies
and their components mirror those for the H-bond jump
time. However, E, o is larger by ~ 1 kcal/mol for the
Drude-DCT and TIP4P-FQ-based models, but only by
0.22 kcal/mol for the SWM4-NDP model. In the context
of the EJM, this suggests the former may have differ-
ences in their descriptions of frame reorientation. Both
the SWM4-NDP and Drude-DCT models give activation
energies that are consistent with the measured values of
3.7+ 0.5 and 4.1 £+ 0.5 kcal/mol 474 The TIP4P-FQ-
based models have E, 5 values that are significantly too
large.

The contributions to E, > exhibit the same negligible
charge transfer effects, modest kinetic energy component,
and significant electrostatic-Lennard-Jones competition
as observed for the jump time activation energy. The key
difference with the jump time results is that the magni-
tudes of the Coulombic, polarization, and Lennard-Jones
contributions are all larger. In the context of the EJM,
these changes must be attributable to the temperature
dependence of the jump angle (which is likely to be a
small effect!”), the frame reorientation time, or even the
relative contribution of the frame and jump components
determined by the relative magnitude of the frame and
jump times themselves. Determining the role of each
these possibilities requires a detailed investigation be-
yond the scope of the present work.

D. Diffusion

Finally, we consider the water diffusion coefficient,
which can also be probed experimentally 222259 Tt has
recently been shown that water self-diffusion, like OH re-
orientation, can be understood as a combination of trans-
lational jumps associated with H-bond exchanges and dif-
fusion of the water molecule in its intact H-bonded state
between jumps#? Thus, the diffusion coefficient activa-
tion energy, E, p, has contributions from the activation
energies of the H-bond jump time and frame (intact, H-
bonded) diffusion coefficient as well as the temperature
dependence of the translational jump amplitude.

We have calculated the water self-diffusion coefficient,
D, from the mean-squared displacement,

MSD(t) = (|7(t) - 7(0)[2). (14)
At longer times the M SD is linear and, in practice, we
obtain D as one-sixth the slope determined from a lin-
ear fit over the 10 — 20 ps time interval. The M SDs for
the four water models and associated fits are shown in
Fig. [0k and the resulting diffusion coefficients are given
in Table[ll Corrections to D for finite-size effects have not
been included;>*2 applying this correction in reverse to
the experimental value suggests an “uncorrected” exper-
imental D of ~ 2 x 107° cm?/s%% Consistent with the
79 results, the TIP4P-FQ, TIP4P-FQ-DCT, and Drude-
DCT models give diffusion coefficients that are too slow
relative to experiment, while the SWM4-NDP force field
gives a D that is too large. However, the deviations from
measured values are a bit more modest for diffusion than
for the reorientation time.
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The diffusion coefficient activation energy, E, p, is ob-
tained from the fluctuation theory approach in Sec. [T in
which the temperature derivative of the MSD is given
by

AMSD(t)

= —(8H(0) |7(t) — 7(0)[?),

= —MSDy(2). (15)

Analogous expressions apply to the contributions to the
derivative from the kinetic energy and different interac-
tions. The activation energy is then given by the ratio of
the slope of M SDpg(t) at long times (over the 10 — 20 ps
interval) to that of the MSD(t) slope. The calculated
MSDy(t) are shown in Fig. [6p along with the linear fits
and the activation energies, and their components, are
provided in Table [[] and shown in Fig. [

The activation energies are generally consistent with
those for the H-bond jump and OH reorientation times.
They are larger than the latter, but smaller than the for-
mer. This reflects the additional contributions above the
jump time activation energy associated with the frame
diffusion of the H-bonded water and the temperature de-
pendence of the translational jumps. But it also suggests
that these additions are smaller than the analogous ones
for OH reorientation. Compared to the measured activa-
tion energy, the TIP4P-FQ and TIP4P-FQ-DCT models
give E, p values that are ~ 1 kcal/mol too large while the
SWM4-NDP model yields a result too small by roughly
the same amount. The Drude-DCT force field has a diffu-
sion activation energy that agrees with the experimental
value (within error bars).

The components of E, p exhibit the same features as

those for E, o, and E, 2. Namely, the kinetic energy con-
tribution is modest, ~ 1.1 kcal/mol, the charge transfer
component is negligible, and the Coulombic contribution
is the dominant one. The same competition between the
positive net electrostatic (EC% + EP%) and the nega-
tive Lennard-Jones componeﬁts, observed for the jump
and reorientation times, is also operative for diffusion.
This is indicative of the central role of H-bond making
and breaking in these three dynamical timescales and
the essential tension between attractive electrostatic and
short-ranged repulsive forces in H-bonding.

V. CONCLUSIONS

We have calculated the dynamical timescales and acti-
vation energies for H-bond exchange, OH reorientation,
and self-diffusion in liquid water within two polarizable
and two polarizable plus charge-transfer models. The
TIP4P-FQ, TIP4P-FQ-DCT, and Drude-DCT models
yield dynamics that are too slow compared to measured
values, while the SWM4-NDP force field predicts dynam-
ics that are too fast.

It is interesting to examine these results in the con-
text of the associated activation energies. For example,
the Drude-DCT OH reorientation time and water dif-
fusion coefficient are slower than those for the TIP4P-
FQ-based models, which are, in turn, slower than the
measured results. However, the activation energies for
the Drude-DCT model for those same timescales are in
agreement with experimental values, while the TIP4P-
FQ-based force fields give activation energies that are



too large by 1 — 2 kcal/mol (Table [IT). This suggests a
significant role for energy-entropy compensation.

Indeed, evidence of this effect is also observed in the
thermodynamics underlying the O-O radial distribution
function; see Fig. 2] The four water models give RDFs
that are quite similar, such that the corresponding O-O
potentials of mean force differ by less than 0.2 kcal /mol.
Yet, the internal energy profiles are dramatically different
between the TIP4P-FQ-based models and the SWM4-
NDP and Drude-DCT ones; the barrier to leave the first
solvation shell for the former two is more than twice that
for the latter two. However, the larger internal energy
barriers are almost completely cancelled by the entropy,
which is also of significantly greater magnitude for the
TIP4P-FQ-based models. Note that this cancellation of
very different internal energy and entropy profiles to yield
very similar free energies and RDFs at room temperature
will lead to divergent behavior of the models with tem-
perature.

These results indicate flexibility in parameterizing a
water model, by exploiting the energy-entropy compen-
sation to yield accurate structure and dynamics at room
temperature. At the same time, they point to the impor-
tance of including temperature dependent data to cor-
rectly reproduce the energetic barriers determining water
dynamics. These lessons apply to both fixed-charge and
polarizable models.

In previous studies, we have observed that water ac-
tivation energies in fixed-charge and three-body wa-
ter models result from a competition between con-
tributions from the electrostatic and Lennard-Jones
contributions“Y The former are the driving force for
the formation of H-bonds while the repulsive part of the
latter prevent the water molecules from approaching too
closely. Thus, to break an H-bond the electrostatic en-
ergy must increase while the Lennard-Jones energy de-
creases (moving down the repulsive wall). This leads to
a positive electrostatic contribution to activation ener-
gies for water dynamics that is partially cancelled by a
negative Lennard-Jones component. A key question ad-
dressed by this work is whether this behavior persists in
water models that include polarization and charge trans-
fer. The present results show that the answer is clearly
yes. The same electrostatic-van der Waals competition
is observed in all the models considered here. Thus, this
appears to be a general feature of water models, be they
fixed-charge, many-body, polarizable, or charge transfer.
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