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Iterated Hopf Ore extensions in positive characteristic
Kenneth A. Brown and James J. Zhang

Abstract. Iterated Hopf Ore extensions (IHOEs) over an algebraically closed base field k of posit-
ive characteristic p are studied. We show that every IHOE over k satisfies a polynomial identity (PI),
with PI-degree a power of p, and that it is a filtered deformation of a commutative polynomial ring.
We classify all 2-step IHOEs over k, thus generalising the classification of 2-dimensional connected
unipotent algebraic groups over k. Further properties of 2-step IHOEs are described: for example
their simple modules are classified, and every 2-step IHOE is shown to possess a large Hopf center
and hence an analog of the restricted enveloping algebra of a Lie k-algebra. As one of a number of
questions listed, we propose that such a restricted Hopf algebra may exist for every IHOE over k.

1. Introduction

1.1. First main result

Let p be a prime and let k be an algebraically closed field of characteristic p. A famous
result of Jacobson [20] states that the enveloping algebra U(g) of a finite dimensional Lie
algebra g over k is a finitely generated module over its center, denoted by Z(g). In fact,
it is easy to see from Jacobson’s proof that the Pl-degree d of U(g) is a power of p (the
PI-degree being by definition the square root of dimg(z(q)) Q(U(g)), where Q(U(g)) is
the central simple quotient division ring of U(g)).

Our first aim is to extend Jacobson’s result to certain connected Hopf k-algebras, as
follows. Hopf Ore extensions A[x; o, §] were defined and studied by Panov [40] in 2003.
His definition was refined and extended in [7], and then in [17], to iterated Hopf Ore
extensions (IHOEs) over a field F. (The field F may have characteristic zero.) An n-step
IHOE over F is a Hopf F-algebra H with a finite chain of Hopf subalgebras

F=HyC---CH,=H,

such that, fori = 1,...,n, H; = H;_1[x;; 03, é;], for an algebra automorphism o; and
a o;-derivation §;. See Definition 2.1 for details, and recall that every IHOE is connec-
ted, meaning that its coradical is F, by [7, Proposition 2.5]. Our first main result is the
following theorem.
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Theorem 1.1. Let p and k be as above, and let H be an n-step k-IHOE.

(1) (Corollary 3.4) H is a finitely generated module over its center Z(H), which is a
finitely generated normal k-algebra.

(2) (Theorem 4.3) The PI-degree of H is a power of p.

(3) (Theorem 4.8) The order of the antipode of H divides 4p™~', and the order of the
Nakayama automorphism of H divides 2 p".

The proofs of (1) and (2) of the theorem in Sections 3 and 4 make use of results of
[10,11,27] on Ore extensions satisfying a polynomial identity (PI), and ultimately hinge
on fundamental results of Kharchenko [23]; some aspects of the argument may have rel-
evance for the study of general Ore extensions, that is, beyond the realm of Hopf algebras.

A number of important homological consequences follow by routine arguments from
Theorem 1.1, with details included in Corollary 3.4—namely, H has global and Gel’ fand—
Kirillov dimensions equal to n, and is a homologically homogeneous maximal order, and
hence is skew Calabi—Yau.

1.2. Filtrations on an IHOE

By contrast with Theorem 1.1 (1), an IHOE over a field F of characteristic 0 does not
satisfy a PI unless it is commutative [7, Theorem 5.4]. Our second main result, however,
generalises an aspect of Lie theory where there is no such dichotomy between charac-
teristic 0 and positive characteristic: namely, it is of course fundamental to the study of
enveloping algebras that if g is a Lie algebra of finite dimension n over a field F', then U(g)
has an ascending filtration whose associated graded algebra is the commutative polyno-
mial algebra in n variables over F. Zhuang proved in [61, Theorem 6.10] that the same
conclusion holds for a connected Hopf F-algebra of finite Gel’ fand—Kirillov dimension 7,
when F is algebraically closed of characteristic 0. Zhuang’s result does not extend to pos-
itive characteristic—for example, the group algebra over k of the cyclic group of order p
is a connected Hopf algebra. Nevertheless, we prove here the following theorem.

Theorem 1.2 (Theorem 5.3). Let p and k be as in Theorem 1.1, and let H be an n-step
k-THOE. Then positive integer degrees can be assigned to the defining variables of H so
that the corresponding filtration has associated graded algebra which is the commutative
polynomial k-algebra on n variables.

One can succinctly state this result as follows: every H as in the theorem is a filtered
deformation of a polynomial algebra. Etingof asks in [13, Question 1.1] whether every
filtered deformation of a commutative domain in positive characteristic has to satisfy a
PI. Taken together, Theorems 1.1 and 1.2 give some support for a positive answer to this
question.
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1.3. A classification of 2-step IHOEs

In Section 6, we classify IHOEsS in the lowest dimensions. As noted in Lemma 6.1, there is
only one 1-step IHOE, whatever the characteristic of the field, namely k[x] with x primit-
ive. But in dimension two the contrast between characteristic 0 and positive characteristic
is stark. Zhuang showed in [61, Proposition 7.6] that in characteristic 0, there are only two
connected Hopf algebras of Gel’fand—Kirillov dimension two, and both are cocommut-
ative IHOEs: namely k[x, y] with x and y primitive, and the enveloping algebra of the
2-dimensional non-abelian Lie algebra. In positive characteristic, however, it is a different
story, as we now explain.

Let ds = {ds}s>0, bs = {bs}s>0, and ¢t = {Cs.r}o<s<: e sequences of scalars in k
with only finitely many nonzero elements. Let H (ds, b, ¢s¢) denote the Ore extension
k[X1][X2;]1d, §] where

§(X1) =Y doX{. (1.2.1)

§>0

Define maps A, g, and S on {X1, X5} by setting

AX) =X ®1+1® X,
AX>) = Xo @ 1410 Xs + w,
e(X1) = e(X2) =0,

S(X1) = =X,

S(X2) = —Xo —m(Id ® S)(w),

where m denotes the multiplication operator, and

p—1
(p—=DV psii S\ pi
w = ZbS(Zmef ) & (xX{ )P
520 im1 LA\p 1)!
+ 3 X @ X X @ XP). (12.2)

0<s<t

Theorem 1.3 (Propositions 6.6 and 6.11). Let p and k be as in Theorem 1.1. Let H be a
2-step IHOE overk, so H =k[X1][X2;0,8] for o € Auty_q,(k[X1]) and a o-derivation §.

(1) (Proposition 6.6 (1)) For all choices of the scalars dg, bs, ¢y, H(ds, bs, €st) is a
Hopf algebra.

(2) (Proposition 6.6 (2)) H is isomorphic to H(ds, bs, ¢st) for some choice of scalars
{ds}sZO; {bs}s20r and {Cs,t}0§S<t-
(3) (Proposition 6.11) Two such H(ds, b, ¢s¢) and H(dg, by, ¢;,) are isomorphic as

s’ Mg
Hopf algebras if and only if there are nonzero scalars a, B in k such that, for all
the sequences of scalars,

s+1

d] = da? 77, by =ba? T T L, = e BT (1300)
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If (1.3.1) holds, there is a Hopf algebra isomorphism
¢ : H(d57 b57 cs,t) g H(d;» b;» C;’t)

such that
¢(X1) = aXy and ¢(X2) = BX>.

Restricting the above result to the cases where H is commutative, that is where dg = 0,
yields the classification of connected unipotent algebraic groups over k of dimension 2.
This is discussed in Section 7.4.

1.4. Other properties of 2-step IHOEs

We study further properties of the 2-step IHOEs over k in Section 9. Thus we describe
their antipodes, determine the Calabi—Yau members of the family in Proposition 9.1, and
examine the finite dimensional representation theory of all the 2-step k-IHOEs in Propos-
ition 9.2, specifying the Azumaya locus, and determining all the simple modules and the
extensions between them.

The final subsection, Section 9.3, is inspired by another seminal paper of Jacobson
[19], where he showed that every restricted Lie algebra g of finite dimension 7 has a
restricted enveloping algebra u(g), a Hopf algebra of dimension p” which is a Hopf factor
of U(g). We show that a similar phenomenon occurs for the 2-step IHOEs. The following
is an abbreviated version of Theorem 9.8 and Propositions 9.9 and 9.10 together.

Theorem 1.4. Let H = H(ds, bs, ¢ ) be a 2-step IHOE over k and assume that H is not
commutative.

(1) H contains a unique maximal central Hopf subalgebra C(H), and H is a free
C(H)-module of rank p? when by = 0, and rank p> otherwise.

(2) Let C(H)4 denote the augmentation ideal of C(H). The resulting Hopf algebras
H/C(H)y H, of dimensions p? or p3, are classified.

Finite dimensional connected Hopf k-algebras have as dimension a power of p [31,
Proposition 1.1 (1)]. Those of dimension at most p3 have been classified, in a series of
papers [37,38,54,55] by Xingting Wang and colleagues. We explain in Section 9.3 how
the Hopf algebras of Theorem 1.4 fit into their classification.

1.5. Comments

There have been a number of recent papers on infinite dimensional connected Hopf algeb-
ras of finite Gel’fand—Kirillov dimension, starting with [61] and including the aforemen-
tioned [7, 17], but also, for example, [4,9, 52, 60]. Much of this work has focused on the
characteristic 0 setting (although not, notably, [17], on which we rely heavily). Thus the
present paper can be viewed as taking some further steps to open the topic in positive
characteristic. As befits a gathering of first steps, the paper contains a number of open
questions, scattered throughout. We can also point out here an open question of a more
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general, less precise type. Namely, it is possible that many or even all of the results proved
here for positive characteristic IHOEs are valid, when rephrased appropriately, in the wider
context of connected Hopf domains over k of finite Gel’fand—Kirillov dimension.

1.6. Organization

The paper is organized as follows. Section 2 contains some definitions and preliminaries,
leading to Proposition 2.2, where it is shown that the automorphisms used to construct a
positive characteristic IHOE have finite order, a key ingredient in the proof of Theorem
1.1. In Section 3, we use the Frobenius map and Noether’s theorem on the finite gener-
ation of invariants to obtain the characterisation (Theorem 3.3) of when an iterated Ore
extension in positive characteristic satisfies a PI. From this, it is easy to invoke Proposition
2.2 to deduce Theorem 1.1 (1) (Corollary 3.4). Theorem 1.2 is proved in Section 4, using
results of Chuang and Lee [11], depending ultimately on the work of Kharchenko in [23]
to obtain the needed information on the PI-degree of an iterated Ore extension which is
known to satisfy a PI. In Section 5, we show that every IHOE has a filtration such that the
associated graded ring is isomorphic to the commutative polynomial algebra. The classi-
fication of 2-step IHOE:s is given in Section 6, including an analysis of their automorphism
groups. A list of comments and questions are collected in Section 7. A description of the
Hopf center of all 2-step IHOE:s is obtained in Section 9, enabling the construction and
classification of their restricted Hopf algebra factors. The description of the Hopf center
requires a special case of the noncommutative binomial theorem of Jacobson, which we
recall in Section 8.

2. Preliminaries

2.1. Definitions and their consequences

Throughout the paper, we shall use the standard notation A, u, €, and S for the comulti-
plication, multiplication, counit, and antipode of a Hopf algebra H, with A(h) = h1 ® h;
for h € H. Unexplained Hopf algebra terminology can be found in [36], for example.
All Hopf algebras appearing in this paper will be (factors of) noetherian domains, so S is
necessarily bijective by [46, Theorem A (ii)]. For an algebra A, Z(A) will denote the cen-
ter of A, and if a group G acts on A as automorphisms, A% will denote the fixed subring
of this action; when G = (o) generated by a single element o, 4/°) will be abbreviated
to A°.

The following definition of the algebras in the paper’s title is—on the face of it—
significantly weaker than the original definition given in [40, Definition 1.0] and the
modified definition in [7, Definition 2.1]. The improvement here is due to recent work
of Huang [17], as we explain after the definitions. Recall that, given an F-algebra auto-
morphism o of an F-algebra R, a o-derivation § of R is an F-linear endomorphism of R
such that §(ab) = o(a)d(b) + §(a)b foralla,b € R.
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Definition 2.1. Let F be a field of any characteristic.

(1) Let R be a Hopf F-algebra. A Hopf Ore extension (abbreviated to HOE) of R is
an algebra H such that

(la) H is a Hopf F-algebra with Hopf subalgebra R;

(1b) there exist an algebra automorphism o of R and a o-derivation § of R such
that H = R[x;0,4].

(2) An (n-step) iterated Hopf Ore extension of F (abbreviated to (n-step) IHOE (of F))
is a Hopf algebra
H = F[X1][X2:02,82] - [Xn; On, 6nl, 2.1.1)
where
(2a) H is a Hopf algebra;
(2b) Hgy = F(X1,...,X;)is aHopf subalgebra of H fori =1,...,n;
(2¢) o0 is an algebra automorphism of H(;_1), and §; is a o;-derivation of H;_y),
fori =2,...,n.

Throughout the paper, whenever H is an HOE (respectively, an n-step IHOE), we
assume that H satisfies the conditions of Definition 2.1 (1) (respectively, (2)), with the
same notation.

The definition of an HOE in [7, Definition 2.1] is required, in addition to Definition
2.1(1a), (1b), that

(1c) there area,b € R and v, w € R ® R such that
AX)=a®x+x®b+v(x ®x)+ w. (2.1.2)

However, by Huang’s theorem [17, Theorem 1.3], if R € T are noetherian F-algebras
satisfying hypotheses (1a) and (1b) of Definition 2.1 (1), and R ® R is a domain, then, up
to a change of variable,

(1d) there are a € R and w € R ® R such that
AX)=a®@x+xQ1+w. 2.1.3)

This means that under the conditions in [17, Theorem 1.3], namely that R ® R is a
noetherian domain, Definition 2.1 (1) is equivalent to [7, Definition 2.1]. In turn, this yields
the following consequences for IHOEs. Recall that a Hopf F-algebra is connected if its
coradical is F; see e.g. [36, Definition 5.1.5].

Proposition 2.2. Let H be an IHOE of F.
(1) H is noetherian and H ® H is a domain.
(2) After a change of variables (but not of the subalgebras H;)),

AX)=10X;+X; @1+ w; (2.2.1)
for some w; € Hi_1y @ Hi_yy, fori =1,...,n.
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(3) H is a connected Hopf algebra.
(4) Fori =1,...,n, thereis a character y; of H;_1) such that

el =
is a (left and right) winding automorphism of H_yy. In particular, for each j

with j < i, there exists aj; € H;_y) such that
(T,'(Xj) = Xj +aj,-.
Proof. (1) This follows by induction on n using [33, Theorem 1.2.9].

(2) Fixi,1 <i < n (where we take H(gy = F, 01 = idr, and §; = 0). By (1), H—1)
is noetherian and H;_1) ® H_y) is a domain. Hence, by [17, Theorem 1.3],

AX)=a; @ X;i + X; ® 1 + w;

for a group-like element of a; of H;_1) and w; € H;_1) ® H(_1). But H has no non-
trivial invertible elements. Therefore, noting that 1 o (¢ ® id) o A = idp,,_,), a; = 1,
yielding (2.2.1).

(3) This is proved in [7, Proposition 2.5].

(4) That the map o; is a (left and right) winding automorphism (with the same charac-
ter) of H;_p) is proved in [7, Theorem 1.2] and its improvement [17, Theorem 1.3]. From
(2.1.3) applied to X; we see that

aji = xi(X;) + ij(l))(i (W) (2)) € Hij—y. (2.2.2)

|

Since it is needed for the proof of Theorem 1.1, we recall a result in classical invariant
theory due to E. Noether [39], and also see [35, Theorem 1.1] and [47, Theorem 2.3.1].

Theorem 2.3. Let A be an affine commutative algebra over F and let G be a finite sub-
group of Autr.ag(A). Then the fixed subring AC is affine over F and A is a finitely
generated module over AC.

2.2. Positive characteristic aspects
Given Proposition 2.2, the following result is key to our main results.

Proposition 2.4. Suppose that k has positive characteristic p. Let d be a positive integer.

(1) Let R be a Hopf k-algebra such that the order of every left or right winding
automorphism of R divides d. Suppose that H := R[x, 0, 8] is an HOE of R such
that

AX)=1®x+x@1+w (2.4.1)

for some w € R ® R. Then the order of every left or right winding automorphism
of H divides dp.

(2) Let H be an n-step IHOE of k. Then every left or right winding automorphism of
H has order dividing p".
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Proof. We prove the results for left winding automorphisms.

(1) Let w : H — k be an algebra map and let Efr be the corresponding left winding
automorphism of H, so Eﬁ, (h) = w(hq)hy for h € H. Since R is a Hopf subalgebra of H
and 7| g is a character of R, then Ef, restricted to R, still denoted by Eﬁ, is a left winding
automorphism of R. By assumption, ( Ef,)d is the identity of R. It remains to show that
(EL)? is the identity when applied to x. Using (2.4.1),

Efr(x) =x+a(x)+po(r®1)(w) =x+s,
where s = w(x) + o (r ® 1)(w) € R. Then
ED'x) =x+1
for some ¢ € R. Note that (Eﬁr)d (t) =t as the order of Ef, restricted to R divides d. Then
ELHP(x) = (EL)?)(x) = x + pt = x.

Therefore, (Efr)dp is the identity map on H as required.
(2) This follows from part (1), Proposition 2.2 (2), and induction on 7. [

Note that there is an anti-monomorphism of groups from the character group X(H)
of H (that is, the algebra homomorphisms from H to k) to the group of left winding
automorphisms of H, [8, Section 2.5]. Hence, viewing H in dual language, as a quantum
group, Proposition 2.4 (2) can be interpreted as giving a bound on the exponent of the
maximal classical subgroup of H, which is a unipotent algebraic group.

3. Proof of Theorem 1.1

3.1. HOEs and IHOE:s in positive characteristic

If C is a commutative k-algebra, where k has positive characteristic p, we denote the
Frobenius map ¢ +— ¢? on C by F'. In this section, we always assume the following.

Convention 3.1. When k is a field of positive characteristic and C is a commutative k-
algebra, we use F(C) to denote the k-subalgebra of C generated by the image of C. Thus,
in general, F(C) is larger than the image of C under F.

Given an automorphism ¢ and a o-derivation § of an algebra A, a subspace E of A is
called (o, §)-trivial if 6 (e) = e and §(e) = O foralle € E.
Lemma 3.2. Let B be an Ore extension A[x; o, 8] of an affine k-algebra A.

(1) Suppose that no nonzero element of Z(A) is a zero divisor on A, and that Z(A)° <
Z(A). Then
X = Xz

for all z € Z(A)°. As a consequence, B contains the commutative subalgebra
Z(A)%[x].
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(2) Suppose that Z(A) = Z(A)° and chark = p > 0. Then
zPx = xz?
for all z € Z(A). As a consequence, B contains the commutative subalgebra
F(Z(A))[x].
(3) Suppose that
(a) A is a prime ring that is a finitely generated module over Z(A);
(b) Z(A) is an affine k-algebra;
(c) olz(a) has finite order;
(d) chark = p > 0.

Then B is a prime noetherian algebra satisfying a PI, and A is a finite module
over a (0, 8)-trivial subalgebra of its center.

4) Suppose, in addition to hypotheses (3)(a)-(3)(d), that
(e) A is a maximal order.
Then B is a maximal order and is a finitely generated module over Z(B), which

is an affine normal k-algebra.

Proof. (1) Letz € Z(A)°. Then xz = zx + §(z), so we only need to show that §(z) = 0
for all z € Z(A)°. Pick any element y € Z(A) \ Z(A)?. Then zy = yz. Applying § to
this equation we have

§(z)y +0(2)8(y) = 8(y)z + a(»)8(2).
Since z € Z(A)?, we have 0(2)6(y) = z8(y) = §(y)z, which implies that
8(z)y = o (y)8(2).

Hence, since o(y) € Z(A),
8(z)(y —o () =0.

But y —a(y) € Z(A) \ {0} and is thus, by hypothesis, not a zero divisor in 4. So §(z) =0
as required, and hence Z(A4)?[x] is commutative.
(2) Suppose that Z(A) = Z(A)°. Then, for every z € Z(A),

xz =0(z)x +68(z) = zx 4+ 8(2).
By induction on # and since z € Z(A), we have, foralln > 1,
xz" = z"x + nz""18(2).

The assertion follows because pz?~1§(z) = 0. Once again, the consequence is clear.
(3) Itis clear from [33, Theorem 1.2.9] and hypotheses (a) and (b) that B is noetherian,
and it is prime by [33, Theorem 1.2.9 (iii)]. By Theorem 2.3, and hypotheses (a) and (c),
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A is a finitely generated Z(A4)?-module. When Z(A) # Z(A)?, B is a finitely generated
left module over its commutative affine subalgebra Z(A4)?[x] by part (1). When Z(A) =
Z(A)°, B is a finitely generated left module over its commutative affine subalgebra
F(Z(A))[x] by part (2). In both cases, B thus satisfies a PI by [33, Corollary 13.4.9 (i)].
The second claim in the final sentence of (3) is clear from (1), (2), and Theorem 2.3.

(4) Suppose that A satisfies hypothesis (e). Then B is also a maximal order by [32, Pro-
position V.2.5]. Therefore, since it is a prime noetherian PI ring by part (3), B equals its
own trace ring and is thus a finite module over its affine normal center by [33, Proposi-
tions 13.9.8(i) and 13.9.11(ii)]. [ ]

Theorem 1.1 is a corollary of the following more general result applying to iterated
Ore extensions in positive characteristic.

Theorem 3.3. Suppose k has positive characteristic p, let n be a non-negative integer,
and let R be an n-step iterated Ore extension,

R = Kk[X1][X2;02,82] -+ [Xn; 0n, 8n]. (3.3.1)

Fori =1,...,n—1, denote k(Xy,..., X;) by R().
(1) R satisfies a PI if and only if o; |Z(R(,-_1)) has finite order foralli = 2,...,n.

(2) Suppose that R satisfies a PI. Then it is a finitely generated module over its center,
which is a normal k-affine domain. Moreover, R is a homologically homogeneous
and GK-Cohen—Macaulay domain, with

gldim R = GKdim R = n.

Proof. (1) Suppose that R satisfies a PI. Then so also does R;) = R—1)[X;; 0, ;] for
i =2,...,n.Foreach such i, since R;_y) is a domain satisfying a PI, [27, Theorem 2.7]
then requires that |oj|z(r;_,,)| < 00, as claimed.

Conversely, assume that each o; |z Rg_y) has finite order. By induction on n we may
assume that A := R(,_) satisfies a PI, and that part (2) of the theorem has been proved
for A. In particular, A is a finitely generated Z(A)-module. Since A is an iterated Ore
extension of a field, it is a domain. By our induction hypothesis and since o, |z(4) has
finite order, hypotheses (3) (a)—(d) of Lemma 3.2 are satisfied. By [32, Proposition V.2.5],
A is a maximal order, so (e) of Lemma 3.2 (4) holds. Therefore, by Lemma 3.2 (4), Ris a
finitely generated Z(R)-module and Z(R) is an affine normal domain.

(2) The statements in the second sentence have already been proved in (1). The prop-
erties listed in the last sentence are also proved by induction on n. By the induction
hypothesis, gldim A = n — 1, so gldim R is n — 1 or n by [33, Theorem 7.5.3 (i)]. Thanks
to [33, Corollary 7.1.14], there is a simple (left) A-module V' with projdim V =n — 1.
Choose a maximal left ideal / of A with V =~ A/I. Let W be a simple R-module which
is a factor of the nonzero cyclic R-module R/RI =~ R ®4 V,so W =~ R/L for a left
ideal L of R containing R/. Since R is a noetherian affine k-algebra satisfying a PI, by
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part (1), dimg W < oo by Kaplansky’s theorem [33, Theorem 13.10.3 (i)]. In particular,
W is a finitely generated A-module, and L N A = [ by maximality of /. Thus V is an
A-submodule of W. Hence, choosing an A-module X such that Extﬁ_l(V, X) # 0, the
long exact sequence of Ext yields

Ext3 (W, X) — Ext} 1 (V, X) — 0,

so that projdimy W = n — 1. Therefore, gldim R = n by [33, Corollary 7.9.18].

Since A is homologically homogeneous, so is R, by [59, Theorem 2.3], noting that the
hypotheses of Yi’s theorem are satisfied in view of Lemma 3.2 (1), (2), which guarantee
that A is a finite module over a central subalgebra which is (o, 8,)-trivial. Finally R,
being a homologically homogeneous algebra which is a finite module over an affine central
domain, is GK-Cohen—-Macaulay by [6, Corollary 5.4 and Theorem 4.8]. ]

Theorem 1.1 is now an immediate consequence of the above theorem combined with
Proposition 2.4 (2) as follows:

Corollary 3.4. Suppose that k has positive characteristic p and let n be a non-negative
integer. Then every n-step IHOE H of k is a finitely generated module over its center
Z(H) and Z(H) is a normal k-affine domain. Moreover, H is a homologically homogen-
eous and GK-Cohen—Macaulay algebra with

gldim H = GKdim H = n.

3.2. First questions around Theorem 1.1

We briefly consider two possible improvements of Theorem 1.1.

Remarks 3.5. (1) As a large family of examples to which Corollary 3.4 applies, let g be
a finite dimensional completely solvable Lie algebra over a field k of positive character-
istic p. (That is, g has a full flag of ideals.) Thus the enveloping algebra U(g) is an IHOE,
so Corollary 3.4 tells us that U(g) is a finite module over its center. This is a special case
of a fundamental result due to Jacobson [20]:

Let g be a finite dimensional Lie algebra over k. Then U(g) contains a central
Hopf subalgebra over which U(g) is a free module of finite rank equal to a power

of p.

Note that Jacobson’s theorem does not require g to be restricted. In language not then
available to Jacobson, his result implies that the PI-degree of U(g) is a power of p,
prefiguring Theorem 4.3 below. Moreover, the Lie algebra case thus suggests a possible
strengthened version of Corollary 3.4:

Question 3.6. Is every IHOE over a field of positive characteristic a finite module over a
central Hopf subalgebra?
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(2) Since the enveloping algebra of a finite dimensional Lie algebra g is not an IHOE
when g contains a non-abelian (classical) simple subalgebra' other than s((2, k), one
might wonder, in the light of Jacobson’s theorem discussed in (1), whether every connec-
ted affine Hopf algebra of finite Gel’fand—Kirillov dimension is finite over its center, or
even finite over a central Hopf subalgebra, when k has positive characteristic. As a first
test case for this, consider an affine connected graded Hopf algebra H, meaning that

H=@H (3.6.1)

i>0

is connected graded as both an algebra and as a coalgebra. Two recent papers, [4, 60],
study such Hopf algebras. (In [4] the possibly weaker hypothesis that H is only connected
graded as an algebra is also treated, but we do not discuss that here.) Theorem A of
[60] states that if k has characteristic 0 and H is an affine connected graded Hopf k-
algebra, then H is an n-step IHOE, where n is the Gel’ fand—Kirillov dimension of H. The
hypothesis on k is necessary here—consider H = k[x]/(x?) where k has characteristic
p- Nevertheless, Corollary 3.4 and [60, Theorem A] prompt the following question.

Question 3.7. Suppose that H is an affine connected graded Hopf k-algebra of finite
Gel’fand—Kirillov dimension, where k has positive characteristic. Is Z(H) affine, and is
H a finite Z(H)-module?

4. The PI-degree and other invariants

4.1. PI-degree

Theorem 4.3, the main result of this subsection, gives information on the PI-degree of an
n-step IHOE in characteristic p. Recall that the PI-degree of a prime PI ring R is denoted
by Pldeg R and defined to be d, where d? is the dimension over the field Z(Q(R)) of the
central simple quotient ring Q(R); see [33, Sections 13.3.6 and 13.6.7] and [5, p. 115].
When R is in addition an affine k-algebra with the field k algebraically closed, PIdeg R
equals the maximum dimension over k of the simple R-modules [33, Theorem 13.10.3],
[5, Theorem 1.13.5(2)]. To prove Theorem 4.3, we need the following definitions and
theorem, adapted from [11]. Note that the definitions in [11] are expressed in terms of
the left Martindale quotient ring of a ring R, but when R is a prime PI ring, as here, this
coincides with the total quotient ring Q(R) = R[Z(R) \ {0}]71, as follows easily from
the definition of the Martindale quotient ring and Posner’s theorem [33, Section 10.3.5
and Theorem 13.6.5].

Definition 4.1 ([11]). Let R be a prime algebra satistying a PI, 0 € Auty_4,(R), and §
a o-derivation of R. Let Q be the total quotient ring of R.

'See [7, Example 3.1 (iv)], where the characteristic 0 hypothesis is not necessary.
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(1) o is called X-inner if its extension to Q is inner, that is, there exists a unit b of Q
such that
o(x) =b"'xb

for all x € Q. Otherwise, o is called X-outer.

(2) o is called quasi-inner if there exists an integer n > 1 such that o” is X-inner. The
least such integer n is called the outer degree of o and is denoted by Outdego.

(3) 4 is called X-inner if its extension to Q is inner, that is, there exists b € Q such
that
8(x) = bx —ao(x)b

for all x € Q. Otherwise, § is called X-outer.

(4) 4 is called quasi-algebraic if there exist a positive integer 7, an automorphism g
of Q,and by,...,b,—1,b € Q such that for all x € R,

8M(x) + b18" N (xX) + -+ + bu_18(x) = bx — g(x)b.

The least such integer # is called the quasi-algebraic degree or the outer degree of
the o-derivation § and is denoted by Outdeg §. In particular, Outdeg § = 1 if and
only if § is X-inner.

The main result of Chuang—Lee [11] is the following.

Theorem 4.2 ([11, Theorem 2.5]). Let R be a prime PI algebra, o € Auty_q5(R), and §
a o-derivation of R. Then R[x;0,8] is a PI ring if and only if § is quasi-algebraic and o
is quasi-inner. In this case,

(a) if § is X-outer, then Pldeg R[x; 0, 8] = Pldeg R x Outdeg§;

(b) if 8 is X-inner, then Pldeg R[x; 0, §] = Pldeg R x Outdego.

We can now deduce our second main theorem from Corollary 3.4 and Theorem 4.2:

Theorem 4.3. Suppose that k is a field of characteristic p > 0, and let H be an [HOE
over k. Then Pldeg H is a power of p.

Proof. We argue by induction on n, where H is an n-step IHOE. Whenn = 1, H = k[x]
and the result is clear. For the induction step, write B for H,_1), so, by the induction
hypothesis,

Pldeg B = p’, 4.3.1)

for some ¢ > 0. After relabeling, H = B[x; 0, 8] for 0 € Auty.q,(B) and a o-derivation
8 of B. By Proposition 2.2 (1) and Corollary 3.4, B and H are both prime PI-algebras.
Thus, by Theorem 4.2, o is quasi-inner and § is quasi-algebraic, and there are two cases
to consider.

Case (a). § is X-outer. Then, since B is a prime PI ring, a result of Kharchenko, see
[10, Lemmas 5 and 6], guarantees the existence of a unit u of the quotient ring Q(B) and
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an X-outer derivation d of Q(B) such that, forall b € B,
o(b) =ubu™! and §=ud.

Note that ¢ and § extend, respectively, to an automorphism and a o-derivation of Q(B).
Then, by [11, Lemma 1.3 (2)],

Q(B)[x:0.8] = Q(B)[x:d]. (432
Now
Pldeg B = Pldeg Q(B) 4.3.3)
and
Pldeg H = Pldeg Q(B)[x;0,4]. 4.3.4)

To prove the induction step in Case (a) it is therefore enough, by (4.3.1), (4.3.2), (4.3.3),
and (4.3.4), to prove that

Pldeg O (B)[x:d] = Pldeg B x p* (4.3.5)

for some £ > 0. But (4.3.5) follows immediately from Theorem 4.2 (a) and a theorem of
Kharchenko, stated and proved as [10, Theorem, p. 60].

Case (b). § is X-inner. Now Theorem 4.2 (b) applies. But clearly, from the definition,
Outdego | |o|.
Moreover, by [17, Theorem 1.3 (ii)] and Proposition 2.4 (2),

lo| | p".
Therefore, (4.3.1) is proved in this case also, and so the theorem follows. [

Remarks 4.4. (1) A second proof of Theorem 4.3 will be given Section 5, where we
obtain it as a corollary of Theorem 5.3 together with a result of Etingof [13] on filtered
deformations of commutative domains in positive characteristic.

(2) Faced with Theorem 4.3, it is natural to ask the following question:

Question 4.5. What is the power of p occurring in Theorem 4.3?

This is a delicate matter, as can be seen from the case of enveloping algebras. Assume
that k is algebraically closed of characteristic p > 0, and let g be a finite dimensional Lie
k-algebra. For f € g* define

stabg (f) = {X €g| f([X,—]) = 0}’

and set
ind g := min { dimy stabg (/) | f € g*}.
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The first Kac—Weisfeiler conjecture [57] proposed that when g is restricted,
Pldeg U(q) = p2@ima=inda) 4.5.1)

This was already known, due to Rudakov [43], when g is the Lie algebra of a reduct-
ive group (in this case ind g is the rank of g); and Strade [48] proved the conjecture
for g solvable in 1978, extending the completely solvable case done in [57]. Premet and
Skryabin [41] confirmed the conjecture for all restricted g admitting a toral stabilizer, and
also showed that p%(dim 8-indg) 5 a Jower bound for the PI-degree for all restricted g. The
general case, however, remains open, although it has recently been confirmed in [30] for
all restricted subalgebras g of gl, (k), for p > 0. Note, however, that the conjecture is
not true if the hypothesis that g is restricted is omitted—Topley [50] exhibits pairs of Lie
k-algebras g; and g, both solvable, with g; 2 g, and indeed ind g; # ind g5, but with
U(g1) = U(g2).
It might be easier to approach Question 4.5 by first seeking an upper bound:

Question 4.6. Is the Pl-degree of an n-step IHOE over a field k of characteristic p
bounded above by p%?

We show in Section 9.2 that this is true whenn < 2.

(3) As recalled at the start of Section 4.1, when k is algebraically closed the PI-degree
is the maximum dimension of a simple H-module, so Question 4.5 leads one to the
broader issue of the possible dimensions of all the simple H-modules, when H is an
n-step IHOE over an algebraically closed field of characteristic p. One might hope that
every simple module has dimension a power of p, and we confirm that this is the case for
all 2-step IHOEs in Proposition 9.2. Further positive evidence is provided by the envelop-
ing algebras of completely solvable Lie algebras. Such a Lie algebra g of dimension # has
a chain of n + 1 ideals from {0} to g, so that U(g) is an n-step IHOE. Kac and Weisfeler
showed in [57] that the dimension of every simple U(g)-module is a power of p. But the
naive hope fails for s[(2, k) when k has characteristic p > 2, since U(s[(2, k)) is a 3-step
IHOE [7, Example 3.1(iv)], and Rudakov and Shafarevitch showed [44] that the dimen-
sions of the simple U(s[(2, k))-modules are 1,.. ., p. These examples and results suggest
the following possibility:

Question 4.7. Suppose that k is an algebraically closed field of characteristic p > 0. Let
H be an n-step IHOE over k, which has a chain of Hopf subalgebras as in (2.1.1) with
each o; being the identity. Is the dimension of every simple H-module a power of p?

The above question has a positive answer for all 2-step IHOEs—see Proposition 9.2.

4.2. The antipode and Nakayama automorphism

The antipode S of a Hopf algebra that is a finite module over its center has finite order
up to inner automorphisms by [8, Corollary 0.6 (c)]. In the case of IHOEs in positive
characteristic, we can easily obtain information about the order, as we show below. The



K. A. Brown and J. J. Zhang 802

Nakayama automorphism v of an AS-Gorenstein Hopf algebra provides the twist in its
rigid dualizing complex; see [8, Sections 0.2 and 0.3] for details. It is defined up to an
inner automorphism. The Nakayama order, that is the lowest power £ such that v’ is
inner, is finite in the current setting thanks to [8, Corollary 0.6 (c)]. Again, more can be
said about its precise value.

Theorem 4.8. Let n > 1 and let H be an n-step IHOE over a field k of characteristic
p>0.

(1) The order of the antipode S divides 4p™~!.
(2) The Nakayama order of H divides 2p™.

Proof. Note that every invertible element in H is in k, so the Nakayama order of H
coincides with the (well-defined) order of the Nakayama automorphism v of H.

(1) The proof of part (1) is similar to the proof of Proposition 2.4 (2). We use induction
on n to show that the order of S* divides p"~!. The assertion holds trivially for n = 1.
Now assume that the assertion holds for (n — 1)-step IHOEs. Let H be an n-step [HOE
and write it as B[x; 0, §], where B is an (n — 1)-step IHOE. Suppose that the order of S*
restricted to B is pt forsomet <n — 2.

Let n: H — k be the right character of the left homological integral of H [29]. Let Ei,
(respectively, &7) be the corresponding left (respectively, right) winding automorphism
of H. By [8, Theorem 0.6] and the fact that H has no non-trivial inner automorphism,
S* = E; o (E;)_l. Since B is a Hopf subalgebra of H and n|p is a character of B,
then Ei, (respectively, &7 ) restricted to B, still denoted by E; (respectively, E}), is a left
(respectively, right) winding automorphism of B. By the induction hypothesis, (S*)? "is
the identity of B. It remains to show that (S*)? " is the identity when applied to x. By
Proposition 2.2 (2), we may assume that (2.4.1) holds, so that

ELx)=x+n(x)+po(n® W) =x+s,
where s = 1(x) + po (n ® 1)(w) € B. Similarly,
ETM) =x+
for some s’ € B. These imply that
SH7 (x) = (ELED) (1) =x +5"
for some s” € B. Note that (S*)?' (s”) = s” as the order of S* restricted to B is p’. Then
(SH77 () = ((5H7) (x) = x + ps” = x.

Therefore, (S*)? " is the identity map on H as required.

(2) By [8, Theorem 0.3], the Nakayama automorphism of H is of the form S2 o &)=
87 o S2. The order of S? divides 2p"~" by part (1) and the order of E7 divides p" by
Proposition 2.4 (2). Then the assertion follows. ]
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Remark 4.9. Recall that 7 is the right character of the left integral of H. With a slightly
more careful analysis along the above lines, combined also with Proposition 9.1, one can
show that the order of S divides max{1, 4p™~"}, where

t :=max{2,n9} and ng:= #{i | E;(w,-) = E;(wi)},

where w; is as in (2.2.1).

5. Associated graded algebra of an IHOE

The main result in this section is Theorem 5.3. In this section, we do not assume that
chark > 0 though we keep using k as the base field.

5.1. Construction of a filtration

Recall that, by [61, Theorem 6.9], if H is an affine connected Hopf algebra of finite
Gel’fand—Kirillov dimension n over an algebraically closed field k of characteristic 0, then
the associated graded algebra of H with respect to the coradical filtration is a commutative
polynomial algebra in n variables. This result does not extend to positive characteristic—
in the first place there are non-trivial finite dimensional connected Hopf algebras in char-
acteristic p, for example k[x]/{x?); and, second, the coradical filtration is typically much
coarser in this setting. Thus, for instance, there is often an infinite dimensional space of
primitive elements, as in k[x] for example. At least for IHOEs there is nevertheless an
analogue of Zhuang’s result, provided one uses a more suitable filtration. We begin by
describing such a filtration and proving its required properties.

Let H be an n-step IHOE with notation as in Definition 2.1. The ordered monomials
x{" - xy™ with m; € Zx constitute a k-basis B(H ) of H, which we call its PBW basis.
(This holds true for all iterated Ore extensions, not just for Hopf algebras.) For « € H,
call the presentation of « in terms of the PBW basis the PBW expression of o, and let

PBWsupp(a) := {m € B(H) | m occurs in the PBW expression for oe}.

We proceed now to define a degree function deg : H — Z (. Recall from Proposition
2.2(4) the elements aj; € H(;_y) fori, j = 1,...,n withi > j, such that

0i(xj) = X; + aji,

where aj; is given as in (2.2.2). Moreover, we can define elements ¢;; € H(;_1) such that,
foralli,j =1,...,n withi > j,

8i(xj) = ¢ji.
Thus the defining relations of H are

XiXj = XjXj + ajiXi + Cji, (1<j<i<n). 5.0.1)
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Recall that w; is defined in (2.2.1); fix an expression

w; = Z Wi(1) ® Wi(2),

where w; (1), W;(2) are in H;_1) Nkere. For each £ > i, let y; be the character of H_1)
such that oy = t)’( , as given in Proposition 2.2 (4). Then by (2.2.2),

ajg = xe(xi) + Z w;) xe(Wi)) € Hi—y).

Define the degree deg(A) := 0 for A € k, and inductively define the degree deg(x;) :=
d; € Z>o and deg(x) for o € H;), as follows:

e di=1;
e suppose that i > 1 and that dy, ..., d;—; have been defined. For each PBW basis
monomial m = x7"' x5 -+ x["T!, set
i—1
deg(m) := ijdj; (5.0.2)
Jj=1
* fora € H;_y) define
deg(a) := max {deg(m) |m e PBWsupp(oe)}; (5.0.3)

 since deg is defined on H;_y), let
D(w;) = max {deg(wi(1))}
which is only dependent on i. Then we have
D(w;) = max {deg(aic)}-

Now set d; € Z~¢ such that

di > D(w;) (= max {deg(aie)}), (5.0.4)
and such that
d; = max {deg(c;;)}. (5.0.5)
j<i

Finally, after the above steps are completed up to i = n, extend (5.0.2) (resp. (5.0.3)) to
all PBW basis monomials (resp. every element) of H. Clearly, this procedure yields a
well-defined degree for all @« € H. We define a filtration € := {€; };>¢ by setting, for all
i >0,

€ = {Ol € H | deg(a) < i}.

It is clear that €y = k.
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Lemma 5.1. Keep the above notation.
(1) For1 <j <i <n,
Xixj = x;x; + (lower degree terms).

2) For1 <j <i<n,
deg(x;x;) = deg(x;x;).

(3) For all monomials m = xltl‘xltj xlt:n” where ig € {1,...,n} and ty € L for all
L=1,...,m,
m
deg(m) = ) " 1¢d,. (5.1.1)
{=1

Proof. (1) Let j < i.In the relation (5.0.1) a;; € H;_1) and ¢j; € H_1y. Thus
deg(ajix; + ¢ji) = max{deg(aj,-xi),deg(cji)} <d; + d; = deg(x;x;),

where the first equality follows from (5.0.3) and the fact that there is empty intersection
between the PBW expressions for a;; x; and c¢;;, so that no cancellation can occur, and the
inequality follows from (5.0.4) and (5.0.5), since aj; x; is already in PBW form.

(2) This follows from part (1) and the definition of the degree of elements of H .

(3) Define the weight of a not necessarily PBW-ordered monomial m= xf: .. xl’;’: to be

m
wi(m) = > " 1yd;,.
{=1
Suppose that assertion (3) is false, and choose a counterexample m of minimal weight,
say wt(m) = d > 0. Then m cannot be an ordered monomial by the definition (5.0.2).
So amongst counterexamples to assertion (3) of weight d, choose m to be one with the
minimal number w of badly ordered pairs—that is, pairs of generators occurring in m as
m=---x, - Xg--- with r > s. Clearly, there must be an adjacent bad pair in m. That is,
there exist s, r with 1 <s < r < n, with

m=xi1 -.-xrxs...xim
=X, - (XsXp + sp Xy + Csp) - Xi,,
= (.xi] --..x_yxr---xim) + ('xil "'asrxr"'xim) + (-xh ---Csr...xim)_

Here, the first monomial on the right side has fewer than w badly ordered pairs, so asser-
tion (3) is true for it by choice of m. The second and third brackets on the right consist of
monomials of weight strictly less than d, by (5.0.4) and (5.0.5). So, again by choice of m,
assertion (3) holds for all the monomials in the second and third brackets on the right; in
particular, their degree is strictly less than the degree of x;, - - - xsx;, - -~ X;,. Thus

m
deg(m) = deg(x;, -+ XsXr -+ X;,) = Y _ ledy,
(=1

and m is not a counterexample. This proves (3). ]
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Lemma 5.2. Continue with the above notation.
(1) The filtration € defined before Lemma 5.1 is an algebra filtration of H.

(2) The associated graded algebra gre H is a factor ring of the commutative polyno-
mial ring k[X1, ..., X,] where X; is the principal symbol of x;.

Proof. (1) We need to prove that, for all 7, s € Z>o,
€€ C € ys.

For this it is enough to show that if r, s are ordered monomials in €, and €y, respectively,
then deg(rs) < r + s. This is immediate from Lemma 5.1 (3).

(2) It is clear from the definitions that 0 # X; € gre H foralli = 1, ..., n. From this
and (5.1.1), one sees immediately that gre H is generated by {X; }7_,.

Commutativity of gre H follows from Lemma 5.1 (1). Therefore, there is an algebra
epimorphism ¢ from the commutative polynomial ring k[x, ..., X,] to gre H. ]

5.2. The associated graded algebra
We can now prove the main result of this section.

Theorem 5.3. Let k be an algebraically closed field, and let H be an n-step IHOE over k.
Then positive integer degrees can be assigned to the defining variables of H so that the
corresponding filtration, constructed from this assignment by using the PBW basis as
above, has associated graded algebra which is the commutative polynomial k-algebra on
n variables.

Proof. Let H be given by Definition 2.1 and define its filtration € by the recipe given
in Section 5.1. By Lemma 5.2, gre H is a factor of the polynomial k-algebra on n gen-
erators. On the other hand, GKdim(H) = n by Corollary 3.4. Since € is discrete and
finite, it follows from [25, Proposition 6.6] that gre H grows at the same rate; that is,
GKdim(gre H) = n. Since proper factors of the polynomial algebra on n generators have
GKdimension strictly less than 7, the result follows. [

Remarks 5.4. (1) An alternative proof that gre H is a polynomial algebra uses the PBW
basis directly. Namely, by the definition of €, H and gre H have the same PBW basis,
which agrees with the PBW basis of k[X1, ..., X,]. Therefore, the map ¢ from the proof
of Lemma 5.2 (2) is an isomorphism.

(2) A theorem of Etingof, [13, Corollary 3.2 (ii)], states that if k is a field of charac-
teristic p > 0 and A is any k-algebra with filtration € = {€; : i > 0} such that A satisfies
a PI and gre A is a commutative domain, then the PI-degree of A4 is a power of p. In view
of Corollary 3.4 and Theorem 5.3, these hypotheses both are satisfied by any IHOE over
the field k, yielding a second proof of Theorem 4.3.

(3) Etingof asks in [13, Question 1.1] whether every filtered deformation of an affine
commutative domain in positive characteristic has to satisfy a PI. Theorem 5.3 coupled
with Corollary 3.4 provide some evidence in favour of a positive answer.
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(4) Theorem 5.3 can be restated as follows: every n-step IHOE over the field k is
a PBW-deformation of the polynomial ring in n variables over k in the sense of [3, Sec-
tion 3]. It follows from Zhuang’s theorem [61, Theorem 6.9] that a connected Hopf algebra
over a field k of characteristic zero is a PBW-deformation of the polynomial ring in n vari-
ables if n = GKdim H < oo. Given these facts, together with the classical PBW theorem
for enveloping algebras of finite dimensional Lie algebras, and the fact that the under-
lying variety of every connected unipotent group of dimension # is affine n-space over
k, [45, Chapter VII, Section 6, Corollary and Remark 1, p. 170], it is natural to ask the
following question:

Question 5.5. Is every connected Hopf k-algebra domain of finite Gel fand—Kirillov
dimension a PBW-deformation of a polynomial algebra over k?

(5) An oo-step IHOE is defined to be

lim H,

n—oo

if there is an infinite sequence of n-step IHOEs
k=HoCH CHyC--CH,C-

such that each H, satisfies the conditions in Definition 2.1 (2). If {d;};>; is a strictly
increasing sequence of integers defined by using the process given before Lemma 5.1,
then we can define a locally finite filtration € of H such that the associated graded algebra
gre H is isomorphic to k[X1, X2, ..., Xp, ... ]—the polynomial ring of infinitely many
variables.

(6) Let y be a character of H. Then the right winding automorphism t;, of H preserves
the filtration € constructed in Section 5.1. It follows that the winding automorphism
induces an automorphism of gre H, which one can show to be the identity map.

6. Classification of 1- and 2-step IHOE:s in positive characteristic

For the rest of the paper, we would like to take the first steps in a project to classify
the Hopf algebra domains of Gel’fand—Kirillov dimension at most two in positive char-
acteristic. In characteristic 0 considerable progress has already been made towards this
classification, as we shall briefly recall at the start of Section 6.2. First, we deal with the
well-known case of Gel’ fand—Kirillov dimension one.

6.1. Hopf domains of GKdimension one

Recall that the only connected algebraic groups of dimension 1 over an algebraically
closed field k are the additive and multiplicative groups of k [18, Theorem 20.5]. It is
easy to remove the hypothesis of commutativity from this result, as follows. Let k* denote

k\ {0}
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Lemma 6.1. Let k be any algebraically closed field. The only affine Hopf k-algebra
domains of Gel fand—Kirillov dimension one are the coordinate rings k[X] and k[X*!]
of (k, +) and (k*, X), respectively. In particular, the only 1-step IHOE over k is k[X]
with X primitive.

Proof. By [29, Corollary 7.8 (a)=(b)], H is commutative. Therefore, H is the coordinate
ring of an affine connected algebraic group over k, and the result follows from [18, The-
orem 20.5]. [

By [14, Proposition 2.1], in characteristic 0 the hypothesis that the Hopf algebra is
affine can be removed from Lemma 6.1, at the cost of adding the group algebras of non-
cyclic subgroups of Q to the list. But the proof of [14, Proposition 2.1] does not work in
positive characteristic. We refer to a recent survey paper [9] for some facts about the prime
Hopf algebras of GKdimension one and two.

6.2. Hopf domains of GKdimension two

When k has characteristic 0, the classification of affine Hopf k-algebra domains H of
Gel’fand—Kirillov dimension 2 was achieved in [14, 15] with the imposition of the extra
hypothesis that Ext}; (k, k) # O (or equivalently, that the quantum group H contains a
non-trivial classical subgroup). Then, in [51], a family of dimension two k-affine Hopf PI
domains is constructed which fail to satisfy the extra hypothesis, but it is not yet known
whether, with the addition of this family, the list is complete. Staying with k of character-
istic 0, if one restricts attention to connected Hopf k-algebras of finite Gel’fand—Kirillov
dimension, then they are all affine by [61, Theorem 6.9], and the classification is complete
up dimension at most four [52,61]. In all these classification results in characteristic 0,
the outcome takes a similar form—namely, there is a finite number of families in each list,
with each family being given by a finite set of discrete or continuously varying parameters.

Turning now to positive characteristic, and restricting attention to 2-step IHOEs, we
find that even in this very confined setting the situation is completely different from
that pertaining in characteristic 0. This is shown by the main result of this subsection,
Proposition 6.6, which lists all the two-step IHOEs in characteristic p. Together with
Proposition 6.11 in Section 6.3, which describes the isomorphisms and automorphisms
between these algebras, this classifies 2-step IHOEs in positive characteristic. It transpires
that their description entails an infinite dimensional space of parameters. The contrast
with characteristic 0 could not be starker—when k has characteristic 0, a result of Zhuang
[61, Proposition 7.4 (IIT)] shows that there are only two connected Hopf k-algebras of
Gel’fand—Kirillov dimension 2, namely the enveloping algebras of the two 2-dimensional
Lie algebras, both of which are obviously IHOEs. Conversely, by [7, Theorem 1.3], every
IHOE is connected, so that [61, Proposition 7.4 (II)] provides a list of the (two) 2-step
THOE:S in characteristic 0.

To understand 2-step IHOEs k[X;][X>; 0, §] in positive characteristic, we employ the
primitive cohomology studied in [53], from which we first recall some definitions. Let
(C, A) be a coalgebra with a fixed grouplike element 1¢. Let 7(C) be the tensor algebra
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over the vector space C in cohomological degree 1 with differential d determined by
0x)=-1lc®@x+AX)—x®1lceCR®C (6.1.1)

for all x € C. Then d can uniquely be extended to a derivation of 7'(C) such that (7' (C), d)
is a differential graded algebra. Let B/ (C) be the image of 9"~ : C®”~D . C®” gpnd
let Z"(C) be the kernel of 3" : C®" — C®#+1D By [53, Definition 1.2(1)], the nth
primitive cohomology of C (associated to g = h = 1¢) is defined to be

(C) = H"(T(C),d) = kerd"/im 3"~ = Z"(C)/B"(C).

n
1c.1c

If C is N-graded locally finite, then T'(C) is Z?-graded and locally finite. As a con-
sequence, each 7 ;. (C) is N-graded and locally finite. We will use the following
lemma in the computation of primitive cohomology.

Lemma 6.2. Let C be a connected N-graded coalgebra and let A be the graded dual
algebra of C, namely, A; = Homy (C;, k) for all i > 0. Then A is a connected graded
algebra with trivial graded module k and

dim P ;. (C); = dimExt}(k, k);
foralln andi.

Proof. After we identify dim Ext}} (k, k); with dim Tor,‘;1 (k, k)—; for all i, the assertion is
a consequence of [53, Lemma 3.6 (2)]. [ ]

For the rest of this section, we assume that k has positive characteristic p. We are
now ready to compute the primitive cohomology of the coalgebra k[X;] from Lemma 6.1.
The divided power Hopf algebra (of one variable) was introduced in [49]; also see [12,
Example 5 in Section 4.3]. By definition, the divided power Hopf algebra T is a k-vector
space with basis {#,},>0 and with its bialgebra structure determined by

n
n+m
A(ty) = Zti R th—i, S(In) = 50,n, and  fnly, = ( )tn+m (6.2.1)
i=0 "
for all n,m > 0. By comparing the structure coefficients of the multiplications and comul-
tiplications of 7 and k[X] (as in Lemma 6.1) respectively, one can easily see that T is
the graded k-linear dual of k[X1], giving part (1) of Proposition 6.4.

Convention 6.3. Since we are using various different algebra and/or coalgebra structures
on the same or similar spaces, it is convenient to fix some notation.

(1) Let A denote the algebra 7 obtained by forgetting the coalgebra structure; namely,
A=6&h 40 Ktg is the divided power algebra of one variable with multiplication
determined by f4fe = (97¢)t44. foralld, e > 0.

(2) Let C be the graded coalgebra k[X] given in Lemma 6.1 by forgetting its algebra
structure.
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Proposition 6.4. Retain the above notation.
(1) A is isomorphic to the graded dual algebra of the coalgebra C.
(2) As a graded algebra A is generated by {t,s | s > 0} subject to the relations

(tps)? =0 and tpsty = tpitys
forall s < t. As a consequence,

1 i=p* foralls >0,
dim Ext! (k. k); = { v =
0

otherwise,

1 i=ptlforalls >0,
dimExtj(k,k); =1 i=p*+ p' forall0<s <t,

0 otherwise.
(3) Consider C as a graded coalgebra with 1¢ being the identity of K[X1]. Then

i = p’foralls >0,

0 otherwise,

1
dim By, (C)i = {

1 i=pStforalls >0,
dimPT_  (C)i=11 i=p*+p'forall0<s<t,

0 otherwise.

(4) The following elements in C @ C generate a k-linear basis ofiBlc 10 (C):

S'_Zl|( (Xp )l®(Xp )p ! (641)

foreach s > 0, and
Yoo =X @ x? —x? @ x” (6.4.2)
forall s < t.

Proof. (2) The assertion follows from the fact that Ext}1 (k, k) can be identified with a
minimal set of generators and Extf1 (k, k) can be identified with a minimal set of relations.
(3) This follows from Lemma 6.2 and parts (1), (2).
(4) By part (3), it suffices to show that elements Z; and Yy, are in Z 2(C ) but not in
B2(C), which can be verified by some straightforward computations. ]

In the next lemma, Z and Y ; are as given in (6.4.1)—(6.4.2).
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Lemma 6.5. Let H be a 2-step IHOE generated by X, and X, as in Definition 2.1 (2);
that is, H = k[X1][X2; 0, 8]. Retain the notation introduced in Proposition 6.4 (4). Then
the following hold.

(1) A(X1)=X1®1+1®X1andA(X2)=X2®1+1®X2+w,where

w=Y bZs+ Y csi¥oi 6.5.1)

5s=>0 s<t

for some scalars by, cs € k.
(2) o(X1) = X + x, where y € k.
(3) 8 is a o-derivation of k[X1] such that

AB(X1) = 8(X1) ® 1+ 1®8(X1) — yw,

where w is given in (6.5.1).
@) yw=0.
(5) 8(X1) = X 550 dleps for some d; € k.

Proof. Recall that C is the coalgebra k[X;] and 1¢ is the identity 1 in k[X].
(1) Let w be 9(X3) := A(X2) — (X2 ® 1 + 1 ® X3). By [17, Theorem 1.3 (iii)] or
[7, Theorem 2.4 (i)(f)], w € k[X1] ® k[X] and

w1+ (ARI)W) =1®w+ (Id® A)(w).

This means that w is a 2-cocycle in Z2(C). Up to a change of variable X5, one can assume
that w is an element in P2 c.1¢ (C). By Proposition 6.4(3), (4), we can assume that w is
of the form (6.5.1).

(2) This follows from [7, Theorem 2.4 (i)(d)].

(3) This follows from the fact that k[X;] is commutative and by taking r = X; in
[7, Theorem 2.4 (i)(d)].

(4) Let 0 be the differential of the differential graded algebra T'(C) as in (6.1.1), s0 0
is determined by

N =ANH-fl-11f

for all f € C = k[X;]. By part (3), 9(6(X1)) = —yw. This means that yw = 0 in
%calc (C). By (6.5.1) and the fact that { Zs}5>0 U {Ys s }(s<r) form a basis of S‘B%C,IC (),
it follows that yw = 0.
(5) By parts (3) and (4), §(X7) is primitive. It is well known that every primitive
element in k[X] is of the form } . o ds les for some ds € k. This is also a consequence

of Proposition 6.4 (3). ]

Recall now the construction of 2-step IHOEs from the introduction. Namely, let dg =
{ds}s>0, bs ={bs}s>0, and sy = {Cs,+ }o<s<: be sequences of scalars in k with only finitely
many nonzero elements. Let H(ds, bs, ¢s¢) denote the Ore extension k[X;][X2; Id, 4],
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where

§(X1) =Y d.X{

§>0
Moreover, the comultiplication A : H(ds, bs, ¢st) = H(ds, bs, ¢s¢) ® H(ds, bg, €st) is
determined by
AX))=X11+1Q® Xy,
AX) =X 01 4+1® X, +w,

where

Z (sz(p z)'(Xp)l (les)p_i)
+ 3 X @ XP - X @ X))

0<s<t

Similarly, define maps ¢ and S from {X1, X2} to k and H (ds, bs, ¢st), respectively, by

e(X1) = e(X2) =0,
S(X1) = —-Xq,
S(X2)=—-X, —m(Id® S)(w).

Now we are ready to prove Theorem 1.3 (1), (2).

Proposition 6.6. Retain the above definitions and notation.

(1) The definitions above of A, ¢, and S extend uniquely to H (ds, bs, ¢s¢) so that it is
a Hopf algebra.

(2) Let H := Kk[X1][X2: 0, 8] be a 2-step IHOE generated by X1 and X, as in Defin-
ition 2.1 (2). Then H is isomorphic to H(ds, b, ¢s¢), for a suitable choice of
scalars.

Proof. (1) This follows from [7, Theorem 2.4 (ii)] and an easy computation (similar to the
proof of Lemma 6.5).

(2) Let y be the scalar given in Lemma 6.5 (2). Up to a change of variable, we can
assume that y is either O or 1.

Case 1. y = 0. The assertion follows from Lemma 6.5 (1), (5).

Case 2. y = 1. In this case 0(X;) = X1 + 1 by Lemma 6.5(2). By Lemma 6.5 (4),
w = 0. By Lemma 6.5 (1), both X; and X, are primitive. Since o(X;) = X1 + 1, we
have a relation

XoXi = X1 X2+ Xo + > di X

§>0
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Replacing X, by the new primitive generator X2:=X,+ Y0 dsXT S, the above relation
becomes -

XoX) = X1 X2 + Xz
Exchanging X; and )/(; and changing the sign of X1, one now sees that H is isomorphic
as a Hopf algebra to H(ds, 0,0), where dg = {do = 1, d; = 0 : s > 0}. This completes
the proof. ]

We shall see in the next subsection that Proposition 6.6 implies that there is an im-
mense zoo of isomorphism classes of 2-step IHOEs in positive characteristic. But, in
contrast to this plethora, the classification up to birational equivalence is very simple.
In fact, it exactly parallels the story in characteristic 0, where—in the light of Zhuang’s
result [61, Proposition 7.4 (III)], there are 2 birational equivalence classes, with the quo-
tient division rings of the field of rational functions k(X;, X») and the quotient division
ring Q(A;(k)) of the first Weyl algebra in the commutative and noncommutative cases,
respectively.

Corollary 6.7. Let k be algebraically closed of positive characteristic and let H be a
2-step IHOE over k. If H is not commutative, that is if dg # 0, then the quotient division
ring of H is isomorphic to Q(A1(k)), the first Weyl skew field over k.

Proof. By Proposition 6.6 (2), H = H(ds, bs, ¢,,¢) for some choice of the parameters, with
ds # 0 since H is by assumption not commutative. Thus H = k (X, X5) with

[X2. X1] = 8(X1) = Y de X7
s>0
The quotient division ring Q of H is, therefore, generated by X,(8(X;))~! and X1, and
these generators satisfy the defining relation of the Weyl skew field, as required. ]
6.3. Classification of 2-step IHOEs: Isomorphisms and automorphisms

This subsection has two interconnected purposes: we complete the classification begun in
Proposition 6.6 by determining when any two of the algebras listed there are isomorphic;
and in so doing we describe all the automorphisms of these Hopf algebras. The proof of
the main result requires three preliminary lemmas.

Lemma 6.8. Let H = H(0, by, ¢st) be a commutative 2-step IHOE as described in Pro-
position 6.6, so

AX)=X191+1® X1,
AX2)) =X ®@14+1® Xs +w,
where w is given in (1.2.2). Let P(H) denote its subspace of primitive elements.

(1) If w = 0, that is if by = ¢ = 0, then P(H) has k-basis {X? . X" i j >0},
sothatk(P(H)) = H.

) If w # 0O, then P(H) has k-basis {lei 21 >0}, and k(P(H)) = k[X;].
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Proof. Let f :=Y"_, fiXi € P(H), where f; € k[X;].Ifn = 0, then f = f, € k[X;].
It then follows from a direct computation that f is of the form Y _, s X7 " for some
finite sequence of scalars o. (This fact is also well known.) -

Next assume that the X,-degree of f is n, with n > 1, and consider the equation

fRI+1® f=Af) =) A(fi)AX2)" (6.8.1)

i=0

Fori = p*, then using commutativity of H and the fact that chark = p,
AX)” =X @1+1@ X +w?”, (6.8.2)

where w?" € k[X;] ® k[X;].

On the other hand, if i <n and i # p°, then the expansion of A(X; ') has at least one
nonzero term of the form CXJ ® Xl 7, where 0 < j < i and 0 # ¢ € k. Suppose that
fi # 0 for such an integer i. Since H ® H is a domain, this implies that the expansion
of A(f) has a nonzero term of the form A(f,)cXJ ® X' 7, where 0 < j <iandO #
¢ € k. The total degree in X, of this term is i, so it cannot cancel with any other term
in fR1+1® f (=A(f)). This contradicts the hypothesis that f is primitive. Therefore,
=/ o+ 0 ngfs for some fo, g5 € k[X1]. Since f is primitive, (6.8.1) and (6.8.2)
imply that -

FRUI+1® [ =A(f0)+ Y Ag)X] ®1+1® XY +w”],

§=>0

and hence A(gs) = 1 ® g5 = gs ® 1 for all s. The counital Hopf algebra axiom now
forces B := g5 € k for all s.

(1) If w = 0, then Y . Bs X, P s clearly primitive. Hence fy is primitive, fo =
D oo s X f’ for some a; € Kk, and the claims follow.

EZ) If w # 0, then it is of the form (1.2.2). Since chark = p, for every s > 0, w?’ is
also of the form of (1.2.2), but of higher X;-degree. If 85 # O for some s, by counting the
X-degree one sees that ) .., 8 swP?’ is another nonzero element of the form (1.2.2). In
particular, the class of ) s>0_ﬂswl’s in 13{1 (k[X1]) is nonzero, by Proposition 6.4 (4).

Recall that £ = fo + Y iu; fiXh = fo+ YsnoBs XL . By (6.8.2),
0=AN)-1®f-f®I1
= [A(fo)—1®f0—f0®1]+z,3sw1’s

§>0

=3(fo) + ) Bsw”".

§=>0

This implies that the class ) - Bsw?’ in 513%,1(]1([)(1]) is equal to the class of —a( fp),
which is zero by definition. This yields a contradiction. Therefore, all 85 = 0 and the result
follows. ]
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Lemma 6.9. Let H = H(ds, bs, ¢s1) be a noncommutative 2-step IHOE as in Proposition
6.6. That is, §(X1) # 0, equivalently ds # 0.

(1) The commutator ideal [H, H)] is a nonzero Hopf ideal of H.

(2) Let K denote the Hopf algebra k|t], so t is primitive. Suppose that ¢ : H — K is
a Hopf algebra epimorphism. Then Ker ¢ is the principal ideal generated by X .

(3) For any Hopf algebra epimorphism, ¢ : H — K, H®X is the Hopf subalgebra
k[X1] of H.

Proof. (1) It is well known that the commutator ideal is a Hopf ideal [14, Lemma 3.7].
Since H is noncommutative, [H, H] # 0.

(2) Let f(X) denote the polynomial §(X;) € k[X1]. Then f(X7) is a nonzero element
in [H, H]. Since im ¢ is commutative, [H, H] is a subspace of ker ¢, so ¢ (f(X1)) = 0.
We claim that ¢ (X1) = 0. Suppose not, and let y = ¢(X1). Since X is primitive, so is y.
Then0# y =) ., ast?’ for a finite sequence of scalars o, so that

B(FOX) = f(pC) = ) = f( P est”)

5§>0

which is nonzero. This yields a contradiction. Thus y = 0 as required.
(3) As
(Id ® ¢) o A(X1) = X1 ® ¢(1),
X, € H®K and so k[X;] € H®X. To prove the reverse inclusion, let g(X;, X5) be any
element in H° X Since ¢(X;) = 0 by part (2) and ¢ is an epimorphism, ¢(X>) is an
algebra generator of K. Now

gX1®1,X®1)=g(X1,X2)® 1
= (ld® ¢)Ag(X1, X2)
= ¢((d ® $)A(X1). (1d ® ¢)A(X2))

= g(Xl LY@l +18¢(X)— Y co X' ® 1).

t>0

This implies that X,-degree of g is zero, so g € k[X] as required. L]

Lemma 6.10. Let H = k(X;, X,) and H' = k(X|, X)) be two 2-step IHOE: as listed in
Proposition 6.6. Let ¢ : H — H'’ be a Hopf algebra isomorphism such that ¢ (k[X1]) =
k[X{]. Then ¢(X2) = c X} + v(X]) for some 0 # ¢ € k and v(X7) € k[X{].

Proof. We will not need any Hopf algebra structure for this proof. So up to a change of
variable, we can assume that ¢ (X;) = X].

Let a be the X,-degree of ¢(X2) and let b be the X,-degree of ¢~!(X}). Since
¢(X1) = X{ and both H and H' are Ore extensions, it is easy to see that ab = 1. This
forcesa = b = 1. Write ¢(X2) = ¢(X]) X} + v(X]) and ¢ 71 (X)) = d(X1) X2 + u(X1).
Then c(X])d(X]) = 1,500 # ¢ := c(X) € k is a nonzero scalar in k. [
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We can now describe the Hopf algebra isomorphisms and automorphisms between
2-step IHOEs. In what follows, we shall use the adjective trivial to specify the IHOE
H(0, 0, 0)—in other words, the trivial 2-step IHOE is the coordinate ring of (k, +) X
(k, +). To describe Aut(H(0, 0, 0)), let F denote the automorphism of (k, +) which
maps A € k to A?. Thus F and k \ {0} are in Aut((k, +)), where elements of k \ {0}
act by left multiplication, and together they generate in End((k, +)) the skew polynomial
subalgebra A := k[F; g], where 6 (1) = A2 for A € k.

In the next proposition, let A and k(X;, X») denote H(ds, b, ¢s¢) and let H’ and
k(X{, X3) denote H (dg, bg, c; ) as listed in Proposition 6.6.

Proposition 6.11. Retain the above notation.

(1) Let ¢ : H — H' be a Hopf algebra isomorphism. Then there are nonzero scalars
a, B ink such that, foralls > 0, s < t,

s+1

d} = dea? 7' BT b =bya? TN, =@ TP BT (6.11.1)

Conversely, if « and B are nonzero scalars such that (6.11.1) holds, then there is
a Hopf algebra isomorphism ¢ : H — H' such that

$(X1) =aX| and $(X») = pX;.

(2) Suppose that H is not trivial. Then every Hopf algebra isomorphism from H to
H' has the form

$(X1) = aX| and $(Xz) = X3+ > e X[,

5§>0

for an arbitrary finite sequence of scalars {eg : s > 0}, and nonzero scalars a and
B satisfying (6.11.1).
(3) If H is not trivial, then every Hopf algebra automorphism of H is of the form

$(X1) = aXy,
$(X2) = X2+ Y e X!

5s>0
where {es : s > 0} is an arbitrary finite sequence of scalars, and o, 8 are nonzero
scalars satisfying

s+1

dy = dsa” 71871, by =ba? BTV, s = cua? TP BTN (6.11.2)

equivalently,
aP’ 71 ifdg #0,
B=qa?"  ifbs #0,

al”*r' ifeg, #0.
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(4) Suppose that H is trivial, so H = O((k, +)?). Then, in the notation introduced
before the proposition,

Aut(H) = GLy(A).

Proof. (1) If both H and H' are trivial, then the assertions are obvious. Now we assume
that H is not trivial.

If H is noncommutative, then H' is noncommutative, and so H' is not trivial. If H is
commutative, then w # 0 and, by Lemma 6.8, H' is not trivial. Thus, in both cases, H' is
not trivial.

By Lemma 6.8 (2) and Lemma 6.9 (3), the Hopf algebra isomorphism ¢ : H — H’
maps k[X;] to k[X{]. In particular, k[X|] = k[$(X1)], so ¢(X1) = aX| + ao for a
nonzero scalar « and a scalar aq. Since X is primitive, ap = 0 and ¢(X1) = aX|. By
Lemma 6.10, ¢(X2) = pX, + v(X7), where B is a nonzero scalar and v(X7) € k[X]].
Applying ¢ to the defining relation of H, namely

XoX1 — X1 X, = 8(X1) =Y ds X7,
§>0
we obtain the following equation in H':
af(X5X] — X{X3) = dsa? X[,
5§>0
which must agree with

X3X| - X{ X5 =8(X]) =D d; X"

s>0

Therefore, d! = dya? =11 for all s.
Recall that d denotes the map defined in (6.1.1). Applying ¢ ® ¢ to the following
equationin H @ H,
AX2)) =X ®1+1® X, +w,

we obtain an equation in H' ® H’, namely
BAXS) +3(v(X]) = B(X; ® 1+ 18 X3) + (¢ ® ¢)(w).
With the obvious notation w’ := d(X}), the above equation must agree with
AX))=X,®1+1Q X, +w.

Using the explicit form of (¢ ® ¢)(w), one can show that d(v(X])) = 0 and w’ =
B~ (¢ ® ¢)(w). The former implies that v(X]) € k[X{] € H’ is primitive and the latter
implies that

/ s+1 —1 ’ sS4 t -1
by =bsa? BT, c5, =csa? TP

for all s < t. Therefore, (6.11.1) holds.
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The converse is clear.

(2) By the proof of part (1), ¢(X1) = «X| and ¢(X3) = X} + v(X}), with v(X])
primitive. Since every primitive element in k[X] is of the form )" _,es X7 S, the assertion
follows. -

(3) This is a special case of part (2).

(4) Suppose that H = H(0, 0, 0) is trivial. That Aut(H) = GL,(A) is an immediate
consequence of the equivalence of categories between the category of unipotent algebraic
groups over k which are subgroups of (k, +)” for some r, and the category of finitely
generated A-modules, under which (k, +) corresponds to the free A-module of rank 1,
[34, Theorem 14.46 and Example 14.40]. [

7. Comments and questions

We gather here a number of observations related to the classification results in Section 6.3.

7.1. Algebraic groups

To recast Sections 6.2 and 6.3 in the language of affine algebraic k-groups, first consider
the overuse in this context of the word “connected”: a Hopf algebra H is by definition
connected if its coradical Hy is k, equivalently if it has a unique simple comodule [36,
Definition 5.1.5]; an affine algebraic k-group G is unipotent if and only if its coordinate
ring H = O(G) is a connected Hopf algebra [34, Theorem 14.5]; and an affine algeb-
raic k-group G is connected if and only if it equals G°, its connected component of 1g.
Equivalently, G is connected if and only if O(G) is a domain”. In characteristic 0, every
unipotent group U is connected—that is, @ (U) is always a domain; but the cyclic group
of order p shows that this is false in characteristic p.

The key part (2)=>(1) of the following fundamental result is due to Lazard [26]; a short
proof valid in all characteristics can be found in [24, Section 4]. For the full statement of
the theorem, see for example [22, Section §].

Theorem 7.1. Let k be an algebraically closed field of arbitrary characteristic, let G
be an affine algebraic k-group, and let n be a positive integer. Then the following are
equivalent.

(1) G is a connected unipotent group over k of dimension n.

2) 0(G) = k[Xy,...,Xn] as k-algebras.

(3) O(G) is an affine connected Hopf domain of Gel fand—Kirillov dimension n.
@) O(G) is an n-step IHOE.

(5) G has a subnormal series of length n with factors isomorphic to (k, +).

(6) G has a central series of length n with factors isomorphic to (k, +).

%In the algebraic groups literature, this confusion is sometimes avoided by using coconnected for the
first of these usages.
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7.2. Classification of connected unipotent groups of dimension two

Revert to our usual hypothesis that the base field is k, algebraically closed of characteristic
p > 0. The coordinate ring of every 2-dimensional connected unipotent group over k is a
2-step IHOE, by (1)<>(4) of Theorem 7.1, so the classification of Section 6.3 incorporates
a classification of these groups. Clearly, in the notation of Section 6.2, H(ds, bs, ¢ ) is
commutative if and only if dg = 0, so the 2-dimensional connected unipotent k-groups are
classified by

H(O, bs, cs,t)/"",

where the equivalence is provided by the isomorphisms of Proposition 6.11 (1), (2). A
version of the same classification, over an arbitrary field, in group-theoretic language, is
given (“rather formal” in the words of the authors) at [22, Section 3.7].

It is easy to write down the group G such that H (0, bs, ¢st) = O(G). Namely, G =
A2(k), and for (a,e) and (f,g) in G

(a.e)*(f.8)

p—1
= (a + fie+g+ st(ZAia”’se(”i)ps) + Z csi(a” e —a”teps)).

>0 i=1 0<s<t

(7.1.1)

From this, it is easy to see that
* Gisabelian & ¢y =0o0r p =2,
* G has exponent p < by = 0.

Combining these two statements yields the conclusion that the only abelian connected 2-
dimensional unipotent group of exponent p is (k, +)?2, a special case of a result valid for
all dimensions (see [45, Proposition VII.11] and [22, Lemma 1.7.1]).

7.3. Ore extensions of dimension two

The Ore extensions of the polynomial ring k[X;] are classified in [2], so one can view
Proposition 6.6 as determining which of these Ore extensions admit Hopf algebra struc-
tures. Notice that Propositions 6.6 and 6.11 together show that, for every Ore extension
R = k[X1][X2; 0, §], the number of distinct Hopf structures which R can carry is either O
or oo. This is in stark contrast to the situation in characteristic 0, as noted in the opening
sentence of Section 6.2.

A second noteworthy feature is this: every such R admitting a Hopf algebra struc-
ture can be presented with 0 = Idy[x,]. (The enveloping algebra of the non-abelian 2-
dimensional Lie algebra can be presented in 2 distinct ways as an Ore extension, only one
of which can be written as an Ore extension with o = Id[x,].) But this does not extend
to higher dimensions: U(s[(2, k)) is a 3-step IHOE [7, Section 3.1, Examples (iii)], but
cannot be so presented without using automorphisms.
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Another case to consider is HOE k[Xf!][X>, 0, §], where X is a grouplike element.
LetC = ]k[Xlil]. By [17, Theorem 1.3 (i)], there is a grouplike element @ = X{ € C such
that

AX) =a® X2+ X 1 +w,

where w is an element in C ® C. By [53, Lemma 2.3 (1)], w is an (¢, 1)-2-cocycle. Since
C is cosemisimple, it has primitive cohomology dimension 0 and

PZ,(C) =0.

This implies that w is an (&, 1)-2-coboundary. Up to a change of variable X,, we can
assume that w = 0 by [53, Lemma 2.3 (3)]. By [17, Theorem 1.3 (ii)], there is a nonzero
¢ € k such that o(X;) = c¢X;. Let 6(X1) = ), buX]. By [17, Theorem 1.3 (iii)], we

have
Y ba X} ® X} - (anx;i) ® X — XM @ (anXf) -0
n n n
which implies that
8(X1) = by(X; — X,

In summary, we have the following family of Hopf algebras:
K(a,b,c) := k[XE[X,:0,8],

where 0 (X1) = ¢ X for some nonzero ¢ € k and §(X;) = b(X; — Xf‘“) for some b € k,
a € 7, and the coalgebra structure of K(a, b, ¢) is determined by

AX)=X1® X1, eX1)=0,

and
A(Xz) = Xla ® X2 +1® Xz, S(Xz) =0.

The following lemma is clear.

Lemma 7.2. Retain the above notation. Then K(a, b, c¢) is commutative if and only if b =
0 and ¢ = 1. In this case, there is a unique Hopf ideal I such that K(a,0,1)/1 = k[X>].

7.4. Classification of connected algebraic groups of dimension two

The following is a well-known classification of connected algebraic groups of dimension
two. Assume that k is algebraically closed and that G is a connected algebraic group of
dimension two. Since no quotient group of G can be semisimple, G is solvable. Let G,, be
the unipotent radical of G. Then G, is normal and unipotent, with G/G,, connected and
with no unipotent elements. By [18, Section 19.1], G, is connected, and there is a short
exact sequence

1-G6G,—-G—->T—1, (7.2.1)

where T is a torus. There are three cases to consider.
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Case 1: dim G, = 0. Then G = T is a torus and O(G) = k[X !, X51].

Case 2: dim G,, = 2. Then G is unipotent, so G is classified in (7.1.1).

Case 3: dim G,, = 1. By (7.2.1), G is a semidirect product (k, +) x (k \ {0}, x). Dual
to (7.2.1), there is a short exact sequence of commutative Hopf algebras

k — k[XF!] - O(G) — k[X,] — k.

Then O (G) is one of the Hopf algebras K(a, 0, 1) given in the last section.

7.5. Connected affine Hopf algebra domains of GKdimension 2

We do not know whether Propositions 6.6 and 6.11 give a classification of all connected
affine Hopf k-algebra domains of Gel’fand—Kirillov dimension 2. More precisely, one can
ask the following question:

Question 7.3. If k has positive characteristic, is every affine connected Hopf k-algebra
domain H of Gel’fand—Kirillov dimension 2 an ITHOE?

The answer is “yes” when H is commutative, and not only in dimension 2—this fol-
lows from the structure of connected unipotent groups, Theorem 7.1. If one drops the
restriction to dimension 2 in Question 7.3, then the answer is “no”—for example the
enveloping algebra of s[(3, k) endowed with its standard cocommutative coproduct is
not an IHOE, since s[(3, k) does not contain a full flag of Lie subalgebras.

7.6. Automorphism groups of 2-step IHOEs

From Proposition 6.11 (3), one can easily read off the structure of the group Aut(H) of
Hopf algebra automorphisms of H := H(dj, bs, ¢s,), for each non-trivial H. Namely,
define subgroups T and N of Aut(H) by

T ={¢ € Aut(H) | ¢(X1) = aX1, $p(X2) = X2},
where o, 8 € (k, x) satisfy (6.11.2); and
N = {p € Au(H) | p(X1) = X1, $(Xa) = Xo + Y esX{),
§=>0

for an arbitrary sequence (es) € k™ with only finitely many nonzero entries. Thus N is
a normal subgroup of Aut(H) with N = (k, +)N. The constraints (6.11.2) mean that
T =~ (k, x) if H has only one nonzero parameter, while 7 is a finite (possibly trivial)
subgroup of (k, x) if there are two or more defining parameters for H. It is clear from
Proposition 6.11 that Aut(H) is the semidirect product of N by T.

8. Noncommutative binomial theorem in characteristic p

In this short section, we derive a corollary of an important theorem due to Jacobson, which
is needed in Section 9. Stated in our notation, Jacobson’s theorem is as follows:
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Theorem 8.1 ([21, pp. 186-187]). Let F be a field of characteristic p > 0 and let R be
an F-algebra. For elements a,b of R,

p—1
(a+b)P =a? +b? + > si(a.b).

i=1
where, fori = 1,...,p— 1 and A € F \ {0}, si(a, b) is the coefficient of ll.ki_l in
p—1
ad(5 444 (@)-
Here is the required corollary.

Corollary 8.2. In the situation of the theorem, suppose that the elements ad}; (a) of R
commute witha fori = 1,...,p — 1. Then

(a+b)? =a? +b? +ad? ™ (a).
Proof. The extra hypothesis of the corollary ensures that, for j > 0, 1/ does not occur in

the expansion of adf /\_a] +b) (a). So Theorem 8.1 states that only s (a, b) is nonzero; namely,

si(a,b) = ad} ™' (a),

as claimed. [

9. Properties of 2-step IHOEs

9.1. The antipode, the center, and the Calabi-Yau property

In this subsection, we study properties of the Hopf algebras listed in Proposition 6.6. The
definition and relevant properties of the PI-degree are recalled in Section 4.1; regarding
the Nakayama automorphism and the skew Calabi—Yau property, see Section 4.2 and [8].
Proposition 9.1. Let H be a 2-step IHOE H (ds, bs, ¢5¢) as in Proposition 6.6.

(1) S2 is the identity of H.

(2) H is commutative if and only if dg = 0.

(3) H is cocommutative if and only if ¢sy = 0 or p = 2.

(4) Suppose that H is not commutative. Then the center of H is kK[ XT, X5 — dé’_le].
Hence the PI-degree of H is p.

(5) The Nakayama automorphism w of H is determined by
u(X1) = X1 and p(Xz) = Xz + do.

Hence, H is Calabi—Yau if and only if dy = 0.
(6) The left homological integral | ;1 of H is the 1-dimensional H -bimodule which is
trivial as left module and with f;l ~ H/(X1, X2 — do) as right module.
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Proof. (1) Using the comultiplication formula of H (ds, bs, ¢s¢) or the definition given
before Theorem 1.3, one finds that

S(X1) =-X; and S(X2) =-Xs+ f(X1)
for some polynomial f.Itis clear that S?(X;) = X;.If p = 2, then

S%(X2) = Xo +2f(X1) = X

25+1

which implies that 2 is the identity. (In fact, when p =2, S(X3) = X, + Dossobs XT )
Suppose now that p > 3. Again by the comultiplication formula,

S(Xz) =—-X, — m((S ® Id)(w)),
where w is defined in (6.5.1) and m denotes multiplication in H . Since p is odd,
m((S ®1d)(Zs)) =0 and m((S ®1d)(Y,)) = 0.

Therefore, S(X3) = —X; and S 2 is the identity.

(2) This is clear from (1.2.1).

(3) This is clear from (1.2.2).

(4) Since o = 1d, § is a derivation of k[X;]. Thus §(X?) = lep_IS(Xl) = 0. This
implies that XZXIP = XIPXZ, so that le is central.

One easily checks by induction that

§"(X1) = di18(X) 9.1.1)

for all n > 2. Write the derivation § = [X,, —] of k[X,] as Ax, — px, where the symbols
Ax, (resp. px,) denote left (resp. right) multiplication by X, in H. Note that these linear
maps commute in Endg (H), so one has

(AX2 - sz)p = A’)I:'Z - Io)p(2

In other words,
8P =[XF, -], 9.1.2)
so that
XPX, = X, X2 + 87 (X1) = X1 X2 + dP7'8(xy).

Combining this with the relation
X2 X1 = X1 X2 + 8(X1),

it follows that X2 — d~" X, is central. Thus H is a free module of rank p? over the cent-
ral polynomial subalgebra Zo := k[X”, X2 — df ™" X,]. Hence, using Q(—) to denote
quotient division algebras,

dimg(z,) Q(H) = p>.
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But dimgz(z)) Q(H) is an even power of p, by Theorem 4.3 and the discussion at the
start of Section 4.1. Therefore, since H is not commutative, the PI-degree of H is p and
Q(Z(H)) = Q(Zy). However, Z(H) is a finite module over Z by noetherianity of H
as a Zop-module, and Z(H) is contained in Q(Zy). Since Z, is normal, it follows that
Z(H) = Zy. That the PI-degree of H is p is now clear.

(5) By [28, Theorem 4.2], u(X;) = X; and

p(XD) = Xo S (B0X) = Xz + do.
1
The consequence is clear (and it also follows from [28, Corollary 4.3]).
(6) By [8, Theorem 0.3], u = S? o E% where 7 is the right character of the left homo-
logical integral | " of H and E; is the corresponding left winding automorphism. By (1),
S? =1d, so that . = :;. Thus (5) implies (6). ]

9.2. Representation theory of 2-step IHOEs

In this subsection, we describe the simple representations of the 2-step IHOEs H :=
H (ds, b, s ¢). Recall that if k is any algebraically closed field and A is an affine k-algebra
which is a finite module over its center Z, then Z is also affine by the Artin—Tate lemma
[33, Lemma 13.9.10], and a version of Schur’s lemma applies [33, Theorem 13.10.3]:
namely, if V' is a simple A-module, then End4 (V) = k, and so V' is annihilated by a
maximal ideal m of Z, so that V is a (necessarily finite dimensional) simple module
over the finite dimensional algebra H/m H . If A is prime (as in the current setting, when
A = H(ds, bg, ¢s¢) is a domain), with Pldeg(A4) = d, then for m in a non-empty (and
hence dense) open subset #4(A) of maxspec(A4),

A = My(Kk).

The set A(A) is called the Azumaya locus of A. For convenience, we shall denote the non-
Azumaya locus by N A(A); that is, N A(A) := maxspec(Z) \ 4(A), a proper closed sub-
set of maxspec(Z). If the simple A-module V has Annz (V) € N A(A), then dimg (V') <d.
For more details on this circle of ideas, see for example [5, Part III].

Suppose now that H := H(ds, bs, ¢5t) = k[X1][X2; 8], so that

Z:=Z(H)=k[X?, X2 —dl " X,

by Theorem 9.1 (4). In view of the discussion in the previous paragraph, our task is to
describe the algebras
Ha’ﬂ = H/ma’ﬂH,

where mg g denotes the maximal ideal (X! — o, X7 — d(f_le — B) of Z and (e, B)
ranges through A2(k). Notice that, by the PBW theorem for H,

dimg (He,p) = p°
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for all (a, B) € A2(k). Therefore, the maximal dimension of a simple H-module V is p,
and this value is attained by V' if and only if V' is the (unique) simple H /mg g H-module
for some (a, B) € A(H).

Recall from (1.2.1) that 6(X1) = doX1 + D ;o dleps. It is convenient to define a
polynomial d(x) = ) -, dgxP"™" | so that

s00)7 = dfxP + (Y dxt’) = apxp +axt)r.
s>1

Proposition 9.2. Suppose that k is algebraically closed of characteristic p > 0. Let H
be a 2-step IHOE as given in Proposition 6.6, and fix the notation as above. Suppose that
H is not commutative, that is dg # 0.

(1) The defining ideal of N A(H) in Z is \/(dé’le + d(XT)P). That is,

Hyp = My(k) & dfo +d(a)? #0.

(2) Suppose that dy = 0. Let mg g € N A(H); that is, df o + d(a)? = 0, or equi-
valently,
d(a) = 0.

Then
H,p = k[X, Y]/(XP,YP).

Thus Hy g has a unique simple module, of dimension 1.

(3) Suppose that dy # 0. Let miy g € N A(H), so d(fot + d(a)? = 0. Then there are
elements u,w € Hy g such that Hy g = k{u, w), with relations

u? =0, wu—uw=u, w?—-—w+afdla)? =0. 9.2.1)

In particular, Hy g has a single block of p simple modules, each of dimension 1.

(4) The non-Azumaya locus N A(H) is the disjoint union of r copies of A'(k), the
affine line, where r is the number of distinct roots of the equation

stpxps = 0.

§>0
Note that in the setting of part (3) the third equation in (9.2.1) is equivalent to
w? —w = Bd,”.

Proof. (1), (2), 3) Let («, B) € A?(k). The defining relation of H := H(ds, bs, ¢s¢),
namely [X>, X1] = 8(X1), yields in Hy g the relation

XoX1 — X1 X2 = 8(X1) = doX1 + Y dsa? = doX1 + d(e). 9.2.2)

s>1
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Suppose first that d¥’ o + d(a)? # 0.1f dg = 0, then (9.2.2) yields the defining relation for
the Weyl algebra. Thus H,, g is a factor of the first Weyl algebra over k, of dimension p>.
But the Weyl k-algebra is Azumaya of PI-degree p by [42, Theorem 2], so each of its
p?-dimensional factors, in particular Hyg g, is isomorphic to M), (k).

Next consider the case where d’a + d(a)? # 0 and dy # 0. Let u and w denote the
images in Hy g of doX1 + d(a) and d; ' X», respectively. These satisfy the following
relations in Hy g:

WU —UW = U, upzdopa+d(oz)1’, w”—w:do_pﬁ.

The second of these relations shows that u is a unit, so post-multiplying the first relation
by u~! again yields the defining relation of the first Weyl algebra. As before, we find that
Hy g = M, (k). We have therefore shown that N A(H ) is contained in the subvariety of
maxspec(Z) defined by df X + d(X])?.

Now assume that df @ + d(a)? = (1) Suppose ﬁrsg thatdo = 0. Then Z = k[X7, X7,
and so the images in H, g of X; —a? and X, — 7 are mutually commuting nilpotent
elements, which together generate H, g and have index of nilpotency p. Therefore, H, g
is the local algebra k[ X, Y]/(X?, Y ?) in this case.

Finally, suppose that d¥ o + d(a)? = 0, with dy # 0. Let u and w denote the images
in Hy g of doX1 + d() and dj 1 X,, respectively. Then we obtain the three relations in
(9.2.1). The first two relations of (9.2.1) now show that u is a nilpotent normal element,
with index of nilpotency at most p. Now H, g/uHy g = k(w), and the third relation of
(9.2.1) has the form f(w) = 0, where f(x) is a polynomial with f’(x) = —1. Hence
f(w) = 0 has no repeated roots (or f(w) = 0 has root w,w + 1,...,w + p — 1 when
one root w is chosen), so that

Ha,ﬂ/uHa,ﬁ = ]k@p.

Since dimg Hy g = p2, this shows that u? = 0 # u? —1 Moreover, the second relation of
(9.2.1) shows that the p distinct 1-dimensional simple H, g-modules form a single block,
with the Ext-quiver being a circle. This completes the proof of parts (1), (2), and (3).

(4) From the above proof, we see that a maximal ideal mg g of Z is in N A(H ) if and
only if & is a root of the equation dJ x + d(x)? = 0, that is of the equation

ayx + stpxps =0.
s>1

This proves (4). u

9.3. The Hopf center and restricted Hopf algebras

Recall the following definition, due to Andruskiewitsch [1, Definition 2.2.3].

Definition 9.3. Let H be a Hopf algebra. The Hopf center of H, denoted by C(H ), is the
unique largest central Hopf subalgebra of H.
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It is easy to see that C(H) exists for any Hopf algebra H. As already discussed
in Remark 3.5 (1), when k has positive characteristic p and g is an n-dimensional Lie
algebra over k, C(U(g)) exists and is a polynomial algebra in n variables, with U(g) a
free C(U(g))-module of rank a power of p. In general, even when H is a finite mod-
ule over its center, C(H) can be very small—consider, for instance, the group algebra
H = FG over any field F of the dihedral group

G =(a,b:b*>=1,bab =a"'),

where C(H) = F. Nevertheless, current evidence suggests that when H is a connected
Hopf k-algebra, C(H) may always be large, and Question 3.7 proposes that this may be
the case for IHOEs over k. We shall show in this subsection that this is indeed the case for
all 2-step k-IHOEs. First, however, we show that whenever a k-IHOE is a finite module
over its Hopf center, some of the desirable features of the Lie algebra case immediately
follow. In this subsection, we denote the augmentation ideal of a Hopf algebra T by 7.

Proposition 9.4. Let k be algebraically closed of characteristic p > 0, let n be a positive
integer, and let H be a noncommutative n-step IHOE over k. Suppose that H is a finite
C(H)-module. Then C(H) is a polynomial algebra in n variables, and H is a free C(H)-
module of rank pl for some £ > 2.

Proof. By [7, Proposition 2.5], H is connected as a Hopf algebra, so C(H) is also con-
nected. Moreover, C(H) is affine of Gel’fand—Kirillov dimension n, by the Artin—Tate
lemma and Corollary 3.4. By Theorem 7.1 ((3)=(2)), C(H) is a commutative poly-
nomial ring k[X1, ..., X,]. By [58, Theorem 0.3], H is a finitely generated projective
module over C(H ). Hence H is a free module over C(H) of finite rank. Let r denote the
rank of H over C(H). By definition, C(H) is central in H, then H := H/(C(H))+ H
is a Hopf algebra of dimension r. By [36, Corollary 5.3.5], H is connected. Since H is
finite dimensional and connected, its dimension is of the form pe for some £ > 0 [54, Pro-

position 2.2 (7)].
Since H is prime, the rank H as a Z(H)-module is a square of some integer. This
implies that r is not a prime number. Therefore, £ > 2. [

Observe that, in the setting of the proposition, the factor algebra
H:=H/C(H)+H

is a connected Hopf algebra of dimension p*. It seems reasonable to call H the restricted
Hopfalgebra of H.

In the rest of this subsection, we confirm that the hypotheses of the proposition are
satisfied by all noncommutative 2-step IHOEs, with £ equal to 2 or 3 in all cases, and
we determine their restricted Hopf algebras. The following notation will remain in force
throughout the rest of Section 9.3.
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Notation 9.5. The field k is algebraically closed of characteristic p > 0, and H denotes
a 2-step IHOE H (ds, bs, ¢5¢) = k(X;, X») as defined in Proposition 6.6; see also Sec-
tion 1.3. The element sz — d(f D¢ » of H, which is central by Proposition 9.1 (4), will
be denoted by z.

We will always denote the element of H ® H defined in (1.2.2) by w, so that, writing

Aifor%(lfifp—l),

p—1
w=st(in(Xf’ ) ® (X} )P") + Y e @ X! —xI @ x{).

>0 i=1 0<s<t

We denote the element X, ® 1 + 1 ® X, of H @ H by b.

Let s be a positive integer divisible by p, and let =; denote equality of elements of
H ® H modulo the subspace X§ H ® H + H ® XP H. Since this subspace is preserved
by adp, it follows that, for elements f and g of H ® H,

f=s8=adp(f) =5 adp(g). 9.5.1)
Using the fact that
adx,(X)) = iXi7'8(Xy)
for all i > 1, one can check that

adp(w)
= [s(xn@1](bof(i@141 @ X = XI 7' @1} + Y cosl@X!")

t>0

+ (185X (ol (i ®1+ 1@ X1)P ™ — 10X} =Y co X{ ®1). 952)

t>0
Lemma 9.6. Retain Notation 9.5.
MDA =z1+1Qz+ wP — a’é’_lw + adbp_l(w). Moreover, the element
w? — déa_lw + adlf_l(w) of H® H isink[X;] ® k[X;].
(2) The subalgebra k[X?, z] of H is a Hopf subalgebra if and only if
—df™'w + ad? ™' (w) € k[XF] ® k[X7].
(3) Ifby = 0, then k[X?, 2] is a Hopf subalgebra of H.

Proof. (1) First of all, for every i > 0, ad}(w) € k[X;] ® k[X;]. Hence {ad] (w)}izo
are in a commutative subalgebra of H ® H. Thus all the hypotheses of Corollary 8.2 are
satisfied. Therefore, by that corollary and the definitions of H and z,

A(z) = AXP) — df T A(X>)
= (A(X2))" = dg ' AX2)
= (w4 b)? —dl(w+b)
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= w? +b? +adf ™ (w) —dl ™ (w + b)
=w’ + (X ® 1+ 1®X2)? +adf " (w)—d{ ' (X2 ® 1+ 1® X» + w)
=w? + (2@ D? + (1@ X2)? +ad! " (w) —dl ' (X2 ® 1+ 1® X5 + w)
=zQ®1+1 ®Z+w”—d(§’_1w+ad§’_l(u)).
That w? — d(f_lw + adf_l(w) isin k[X;] ® k[X] is clear from the definition of w.
(2) Denote k[X?, z] by Z. Since a connected bialgebra is a Hopf algebra by [16,
Corollary 3.5.4 (a)], it is enough to check when A(Z) C Z ® Z. As Xf’ is primitive, this
amounts to checking whether A(z) € Z ® Z. The result now follows from part (1) and

the fact that w? € k[X?] ® k[X7].
(3) If by = 0, then, by (9.5.2),

ady(w) = [§(X1) ® 1](2%7,1 ® X{”) [ @5(X1)](—Zc0,,xlpl % 1).

t>0 t>0

By (9.1.1) and the fact that ady, (Xf’i) = 0 forall i > 0, we have that

adp (w) = [d5 750 @1]( D corl @ X'

t>0

+[1@ds0x]( = Y coux! ®1)

>0

foralln > 1. Then

ad? ™" (w) = d(f’_z{(S(Xl)(X)l)(Zco,tl®Xft) - (1®5(X1))(Zc0,,xf" ®1)}

>0 t>0

=al Y corxi@ X! - X! @ X))} + 7,

t>0

where 77 € k[X7] ® k[X{]. On the other hand, by definition,

= ay™! { Y eXi@xf - x'® Xl)} + 7,

t>0
where 73 € k[X7] ® k[X[]. Hence
—d{™'w +adf ™ (w) e kK[X]] @ k[X7].
The assertion follows from part (2). [

Lemma 9.7. Retain Notation 9.5.

(1) Foralli > 0,
ady(w) =p 0. 9.7.1)
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(2) Suppose that by # 0 and dy # 0. Then
—df'w +ad? " (w) ¢ K[XF] @ k[X7].

Hence k[X?, 2] is not a Hopf subalgebra of H.

(3) Suppose that dy = 0, that by # 0, and that §(X1) # 0. Then k[X?, z] is not a
Hopf subalgebra of H.

Proof. (1) Using (9.5.2),
adp(w) =, (§(X1) @ )bof{(X1 @1 +10 X)X/ o1}
+ (108X ))bo{(X1 @1 +1®@X)P ' —1® X7}
=, dobo(X1 @ D{(X1 ® 1+ 1@ X)? ' — X' ®1)
+dobo(1® X){(X1 @ 1+ 1@ X)P ' —1® X'}
=p dobo(X1 ® 1 + 1 ® X1)” —dobo(X{ ® 1) — dobo(1 ® X7)

=, 0.

This proves (9.7.1) for i = 1, and the general case follows from (9.5.1).
(2) Assume that dy and by are nonzero. Then, using (9.7.1),

—d{™'w+ad! T (w) =, —df'w
p—1 )
=, —dg_lbo(ZAiXi ® le_l).
i=1

This implies that
—d{ " w + ad? ' (w) ¢ k[XT] ® k[X]].

The second claim now follows from Lemma 9.6 (2).
(3) Using (9.5.2) and the hypothesis dy = 0, we obtain

ady(w) = [§(X1) @ 1(be{(X1 @ 1+ 1@ X1)?"' — X' ® 1))
+[1®8(XD](Bo{(X1 @1 +1® X)) ' =10 XP 1)) + 7,

where T € k[XF] ® k[X?]. Since dp = 0, §(X1) € k[X7'] and hence is central. Therefore,
by induction, we can show that

adP ™ (w) = bo(p — DI[8(X1) @ 1{(6X1) ® 1+1 @ 8(X1))” (X1 ® 1+ 1 ® X1)
— (X))’ (xX @ 1)
+bo(p — D1@SXD]{(EXD®1 + 108(X1))P (X181 + 10 X))
—(198(X)) (1 ® X1)} + 82.chark T
=bo(p— DX ®1+1®8X))" (X1 ®1+1® X))
— X)X @) - (188X1))" (18 X1)] + S2.churkT -
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Observe that this element is not a member of k[X”]®k[X7]. Since do = 0, dZ"w = 0.
Therefore,
—df™'w + ad? T (w) ¢ k[XF] @ k[X?].

The assertion thus follows from Lemma 9.6 (2). [
Lemmas 9.6 and 9.7 can now be applied to determine C(H) for all 2-step IHOEs:

Theorem 9.8. Retain Notation 9.5. Assume that H is not commutative.
(1) The subalgebra k[X?, zP] is a central Hopf subalgebra of H.
(2) The Hopf center C(H) of H is either k[X?,zP] or k[X?, z].
(3) C(H) =k[X?,z] if and only if by = 0.
Proof. (1) Since H is connected, it is enough to show that k[X7, z”] is a bialgebra. First,
X7 is primitive. To see that
A(zP) e k[XP,zP]1 Q k[XT, 2],
note that z is central and apply Lemma 9.6 (1) to determine A(z)?.
(2) In view of part (1) and Proposition 9.1 (4),
k[X?, zP]C C(H) C k[X?,z].

Moreover, H is a free module over each of these subalgebras, with the ranks over the
outer two algebras being p3 and p?. But the rank of H over C(H) is also a power of p
by Proposition 9.4. Thus equality must hold at some point in the chain of inclusions.

(3) The assertion follows from Lemmas 9.6 (3) and 9.7 (2), (3). ]

The following two propositions examine the restricted Hopf algebra of H in each of
the two cases distinguished by Theorem 9.8.

Proposition 9.9. Retain Notation 9.5. Assume that H is not commutative. Suppose that
bo = 0. In parts (2) and (3), let H denote the quotient Hopf algebra H/Z 1 H.

(1) The center Z :=k[X?, z] is a Hopf subalgebra of H.

(2) Suppose that dy = 0. Then H is

Ho,o = k[x. y]/{x?. y*),
a commutative and cocommutative Hopf algebra of dimension p?, with x and y
primitive.
(3) Suppose that dy # 0. Then H is
HO,O = ]k(x»y : [Y»x] - X, Xp’ yp _y)’

a cocommutative Hopf algebra of dimension p? with x and y primitive, which is
the restricted enveloping algebra of the 2-dimensional non-abelian restricted Lie
algebra.



K. A. Brown and J. J. Zhang 832

Proof. The center Z is as stated, by Proposition 9.1 (4).
(1) This is Theorem 9.8 (3).
(2) By Proposition 9.2 (2),

H/ZyH = Hoo = k[x, y]/{x?.y?).

where x and y are the images of X and X, respectively. Since X is primitive so is x,
and y is also primitive under the hypotheses.
(3) Assume that dy # 0. Then Proposition 9.2 (3) applies, yielding

H/Z{H = Hop =k(x.y : x?, y? —y, [y.x] = x),

where x and y are, respectively, the images of X; and d 1X,. Asin (2), x and y are both
primitive since by = 0. u

Proposition 9.10. Retain Notation 9.5. Assume that H is not commutative. Suppose that
bo # 0. In parts (2) and (3), let H denote the quotient Hopf algebra H/C+ H.
(1) The center k[X?, z] is not a Hopf subalgebra of H and the unique largest central
Hopf subalgebra of H is C := k[X?, z?].
(2) Suppose that dy = 0. Then

H = Kk[x. ]/ (7, ")
with x primitive and

p—1
A)=y®@1+1®@y+ Y Ax' @x’
i=1
This is a commutative and cocommutative Hopf algebra of dimension p3.

(3) Suppose that do # 0. Then the quotient Hopf algebra H is k(x, y,z), with rela-
tions

v.x]=x, z=y?—y, [y.z]=[x.z]=0, xP=:z7=0.
This is noncommutative and cocommutative of dimension p3, with x primitive and

p—1

AY)=y®1+1®y+body" Y dix' @ xP7,
i=1
p—1

Az) =z@1+1®z—body" Y Aix' @ xP7.
i=1

Proof. (1) This follows from Theorem 9.8 (2), (3).

(2) Assume that dy = 0. Let x be the image of X; and y the image of b, 1X,. The
result follows by direct computation.
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(3) Assume that dy # 0. Let x be the image of X1, y the image of by ' X», and z the
image of (dy ! X2)? — (dy ' X2). Most of the assertions follow by routine computations.
For example, it is not hard to check that

AY)=y®1+1®y + eu,

where u = Zf:ll Aix' ® xP~" and e := bod !. Here we only prove the formula for A(z).
Repeating the computation in Lemma 9.6 (1), we have, for adp := adygi1+10y,

AZ)=z®14+1Qz+ (eu)? —eu +ad;f_1(€u)
=@ 1418z —eu+adl " (eu),

where the last equation follows from the fact that u? = 0in H/C4 H. Similarly to (9.5.2),
one checks that

ady) = x @ D[x @ 1+ 1@ )71 —xP 1 1]
FA)[(x@1+10x)? ! —1x"!]
=x®DxR®1I+10x) ' —x"®1
+(1x)x®1+1x)P 1 —-1®x?
=x®1+1@x) —x?1-1Qx*
=x’R14+1®xP—x?Q1-1Q x?
=0.
Therefore, A(z) =z ® 1 + 1 ® z — eu. This finishes the proof. -

Remarks 9.11. (1) In the light of Propositions 9.9-9.10 and the known situation for envel-
oping algebras of finite dimensional Lie algebras over k, we conjecture that the following
question has a positive answer:

Question 9.12. Let k be of positive characteristic p. Does every n-step k-IHOE H have
a Hopf center C(H ) over which H is a finite module?

(2) For an algebraically closed field k of positive characteristic p, the connected Hopf
k-algebras of dimension p” for p > 2 and n < 3 have been classified in a series of papers
by Nguyen, L. Wang, and X. Wang [37, 54, 55], culminating in [38]. The Hopf algebra
H in Proposition 9.9 (2) is the one in [54, Theorem 7.4 (1)], and the Hopf algebra H in
Proposition 9.9 (3) is isomorphic to the one in [54, Theorem 7.4 (5)]. The Hopf algebra
H in Proposition 9.10(2) is isomorphic to the one listed in [38, Table 5 with type T1
in the third case, p. 858]. The Hopf algebra H in Proposition 9.10 (3) can be written as
k(X,Y,Z) (where X = y +z,Y = x, and Z = —by 'dyz), with relations

[X.Y]=Y, [X.Z]=0, [V\.Z]=0

and
X=X, Y?P=0, Z?=0,
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with X, Y being primitive and
p—1
AZ)=Z@1+1®Z+ Y LY @YP
i=1
Hence this Hopf algebra is isomorphic to the one in [37, Theorem 1.3 (B1)].
The following questions are thus very natural:

Question 9.13. (a) Which finite dimensional connected Hopf k-algebras can be realised
as factors of IHOEs over k?

(b) If Question 9.12 has a positive answer, then which connected Hopf k-algebras can
be realised as the restricted Hopf algebras H/C(H )+ H of k-THOEs H?

Regarding (a), note that a finite dimensional Hopf algebra 7" which can be realised
as a factor of an IHOE necessarily has some rather strict structural constraints: namely, it
will have a chain of Hopf subalgebras 7;, fori = 1,...,¢ such that 7y = k and T;4+; =
k(T;, x;+1) for elements x,, ..., x,, with a corresponding “PBW-structure”. It is thus
clear that not all finite dimensional connected Hopf k-algebras can be so realised—for
example, the restricted enveloping algebra of s[(3, k) presumably cannot be presented as
a factor of an IHOE. Conversely, however, Xingting Wang has informed us [56] that he
has checked case by case that all connected Hopf k-algebras of dimension at most p3 can
be realised as Hopf factors of IHOEs over k, at least when p > 2.

(3) All of the speculations in remarks (1) and (2) can be reformulated with IHOEs over
k replaced by all connected Hopf k-algebras of finite Gel’ fand—Kirillov dimension.
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