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1. Introduction

Given a point p in a normed linear space X with norm denoted by | - |, the generalized sign function S : X x X — X
with center w is defined as
oy =T =), x #

This is a functional and multivariate generalization of the real-valued sign function, that takes the values one, negative one
or zero if the point x € R is to the right, left or equal i € R respectively. This generalized sign function was introduced
by [36] for X = RP, the p-dimensional real Euclidean space.

The function S maps p to the origin and all other points of X to the unit sphere Sp.; = {x € X : |x| = 1}. Given
a dataset {X; € R? : i € {1,...,n}}, that we collect together in the n x p matrix X = (Xy;...;X,)", an approach for
robust estimation and inference in multivariate data starts by evaluating (1) on each observation—defining S; = S(X;; w;)
with respect to some suitable center u; € RP—then using these for robust location and scale estimation and inference,
including inference for p; [27,42,51]. Suppose S = (Sy;...;S,)T € R™P. If the data {X; € RP : i € {1,...,n}} are
independent, identically distributed (hereafter, i.i.d.) from an elliptically symmetric distribution, then the eigenvectors of
E(X; — 1)(X; — )" and of IES151T are the same for suitable centering parameter it = wu;, that is, the population principal
components from the original data and from its sign transformations are the same [48]. However, valuable information is
lost in the form of magnitudes of sample points. As a result, spatial sign-based procedures suffer from low efficiency. For
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example, eigenvector estimates obtained from the covariance matrix of S are asymptotically inadmissible [29] and Tyler’s
M-estimate of scatter [49] has uniformly lower asymptotic risk.

In this paper, we propose to alleviate this low efficiency problem, by associating a data-driven weight W; with the
generalized sign S;, that can be used to adaptively trade-off between efficiency and robustness considerations in any
given application. We demonstrate the utility of using the proposed weighted generalized sign functions in a number of
problems of current interest, including robust estimation of location and scatter.

Specifically, we propose using the product of the generalized sign function and a weight function derived as a
transformation of a data depth function [46,55]. Like data depth functions, the weight functions used in this paper are
non-negative reals defined over X x F, where F is a fixed family of probability measures. For every choice of parameters
n € X and F € F, in this paper

R(Xls M, F) = S(XH H’)W(xlv F)

is used as a robust surrogate for observation X;. Notice that for the trivial choice W(x,F) = |x — ug|, 0 = ur, we
get R(X;; u, F) = X; — up, the original centered observations. With the other trivial choice of W(x, F) = 1, we get the
generalized sign R(X;; u, F) = S(X;, ) = S;. However, in this paper we illustrate how using other weight functions can
lead to interesting robustness and efficiency trade-offs in a variety of situations.

We primarily focus on the task of robust dispersion/scatter estimation and robust principal component analysis in
this paper. Fig. 1 presents an illustrative example of bivariate data with outliers in the top left panel, where the outliers
are marked with red points. In the other panels, the generalized sign values of the same data are presented as black
points on the unit circle, with the outliers again marked with red points. Notice that the black points from either the
top right or bottom panels have very similar eigenvector structure as the original data without the outliers. The green
and blue triangles are examples of the proposed weighted sign values: the top right (respectively, bottom left, bottom
right) panels depict these values where the weights have been generated using Mahalanobis depth (respectively Tukey’s
half-space depth and the projection depth). The blue triangles are the weighted sign values of the outliers. Notice that
the eigenvectors from the weighted signs also capture the pattern from the original data without the outliers.

We assume that X = RP, that is, the support of the random variable under study is the p-dimensional Euclidean plane
for fixed p. However, several of the results of this paper generalize to the case where X is a separable Hilbert space,
however additional technicalities are involved, as in [3], and will be considered in a future project. Similarly, we will
consider in future the case where p — oo as n — oo, and we anticipate most of the analysis ad results of this paper to
be applicable in the situation p?/n — 0. We assume that the data X1, ..., X, are independent and identically distributed
from an elliptical distribution F with parameters x and X. A formal definition follows, from [17]:

Definition 1. A p-dimensional random vector X is said to elliptically distributed if there exist a vector u € RP, a
positive semi-definite matrix ¥ € RP*P and a function ¢ : (0, c0) — R such that the characteristic function of X is
explit T u}p(tT Xt) for t € RP.

We also assume that X; is absolutely continuous, with P[|X;| = 0] = 0, and that X is positive definite. This eliminates
technicalities arising from rank deficient cases.

There are two unknown quantities in the generalized sign function defined in (1): « and F, To estimate dispersion
and its eigen-structure robustly, we must start with a robust estimator for u. In Section 2.1 we briefly present the case
for weighted spatial quantiles, which can be defined and studied in very general spaces X. One special case of this is the
weighted spatial median. As a location estimator, it has several interesting robustness properties and can be shown to be
more efficient that some existing robust location estimators, thus making it a perfect candidate to estimate u. Following
that, we present detailed discussions on our primary proposal for a robust measure of dispersion in Section 2.2, followed
by a proposed affine equivariant version of it in Section 3, robust estimation of eigenvalues and a third robust estimator
for dispersion in Section 4, and a thorough study of robustness and efficiency using influence functions in Section 5. We
then report multiple simulation-based numeric studies in Section 6, present several real data examples in Section 7, and
concluding remarks in Section 8. All proofs and other technical details are presented in the appendices. All computations
are performed on R, with the help of the packages ddalpha [44], fda.usc [18] and robustbase [28] for computing
depth-based estimators. Code and data are available in the supplementary material.

In the rest of this paper, all finite-dimensional vectors are column vectors, and for a vector or matrix a, the notation
a' stands for its transpose. The Gaussian distribution with mean p and variance X is denoted by N(u, X). The identity
matrix is denoted by I, with or without a subscript to denote its dimension. The notations A~', det(A), Amin(A), Amax(A)
respectively stand for the inverse, determinant, minimum and maximum eigenvalues of a matrix A, whenever these are
well-defined. For a scalar or vector valued random variable Y, EY denotes its expected value, while VY denotes its variance
Or covariance matrix.

The various technical conditions and assumptions that we impose later on the weight function W(x, F) are valid
for weights derived from three well-known data depth functions: the halfspace depth, the Mahalanobis depth, and the
projection depth. Note that for i.i.d. data, there are three parameters involved here: the location parameter w in (1), the
distribution IF used for the weight function, and the distribution Fy of X;. For clarity and to mirror the contexts of how data
depth has been used in the literature [26,46,55], we fix F = Fx for this paper, although in Section 2.1 we briefly remark
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Fig. 1. An illustrative bivariate scatter plot in the top left panel where the outliers are identified with red circles, and generalized signs from the
same data (black points on the unit radius circle, outliers are red points) in the other panels. In the top right (bottom left, bottom right) panel,
weighted signs from the same data with weights obtained using Mahalanobis depth (Tukey depth, projection depth respectively) are presented as
green triangles (outliers are identified by blue triangles). (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

on the case when these distributions are different. Also note that in many problems of interest, F is unknown and data
depths are computed using F,, however, under very standard regularity conditions (for example, see assumptions B1-B3
below), the properties of W(x, F) and W(x, F,,) are close enough for both asymptotic theory and practical applicability.
Additionally, we assume that the weight function is affine invariant, i.e., W(Ax+b, AF+b) = W(x, F) for A € RP*P, b € RP.

Some specific choices of weight functions that are compatible with our conditions arise as easy transformations of
data depth functions. A data depth function is defined on X x F, where F is a fixed set of probability measures. The
main property of a data depth function is that for every probability measure F € F, there exists a constant up € X
such that for any t € [0, 1] and x € X, we have D(up; F) > D(ur + t(x — up); F). That is, for every fixed F, the data
depth function achieves a supremum at ur, and is non-decreasing in every direction away from wur, thus providing a
center-outward partial ordering of points in Xx. There are generally several algebraic and analytic properties assumed for
data depth functions to elicit interesting mathematical properties, see for example [46,55] for details.

The spherically symmetric case of an elliptical distribution is realized with ¥ = o2I, for some 0% > 0. We fix
the notation Z = X~'?(X — u), and let Z ~ F,. Note that F; is a spherically symmetric distribution and hence
depends only on |z|, and EZ = 0, € RP and VZ = I, Taking affine invariant data depth functions as weights
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ensures that W(X,F) = W(Z,Fz). It is easy to show that results in this paper are valid for the weight functions
(i) Whsp(X) o< Fz,(1Z]) derived from the half-space depth, (ii) Wynp(X) o 1ZI2/(1 + |Z|?) derived from the Mahalanobis
depth, and (iii) Wpp(X) o |Z]/(1 + |Z|/MAD(Z;)), where MAD stands for median absolute deviation, derived from the
projection depth. We omit the technical details. These three weight functions give a center-inward partial ordering, thus
essentially quantifying peripherality instead of depth. Note however, that our results below are of much more general
form, and these three special choices of weights only serve as important illustrative examples to achieve desirable
robustness and efficiency balance in data analysis. Note that in all these cases, W(Z) is a function of |Z| only. We
additionally assume that EW?(Z) < oo.

2. Robust measures of multivariate location and scale
2.1. The weighted spatial median

We first propose a robust measure of location below, and also use this section to set up some notations and conditions
that we will assume for the rest of the paper. Suppose the open unit sphere in X is given by intxp.; = {x € X : |x] < 1},
and let u € intxp,1. We also fix the set of probability measures M, and select F € M. Consider a random element X € &,
and define the function ®(q; X, u, F) = W(X, F){|X — q| + (u, X — q)}. We define the (u, F)th weighted spatial quantile
of X as the minimizer q(u, F) € X of the expectation of @(q; X, u, F), that is

W@umyﬂqwmme—m+WX—mﬂ:E@%Kmyy

This is a natural generalization of the spatial median [9,20,25,35] (W(X,F) = 1 and u = 0,), or more general spatial
quantiles [6,7,34] (W(X,F) = 1). We assume that &(q; X, u, F) is convex in q for F-almost all values of x € X. For
brevity we elaborate only the case of the weighted spatial median (thus ¥(q; 0, F) = ]E[W(X, )X — q|]). The sample
weighted spatial median is computed by minimizing ¥,(q; 0, F) = Z?:l W(X;, F)|X; — q|, and is denoted by v, the
second subscript is in acknowledgment that the weight function is used. We denote the unweighted version of this
estimator, i.e., the case where W(X, F) = 1 as §,. Assume the following technical conditions:

A1l W¥(q; 0, F) is finite for all ¢ € * € RP and has a unique minimizer qo.
A2 lI/z(q; 0, ) is twice differentiable at go and the second derivative is positive definite.
A3 aa?lll(q; 0, ) exists for all g in a neighborhood of qg, and we use the notations

d 0 T 92
Yiw = (*‘I’(QO; 0, F)) (*‘1’((10; 0, F)) » Yow = 5 ¥(qo; 0, F).
aq aq aq

These assumptions are very broad-based and general. The first one essentially requires the existence of a population
parameter, the second one requires that the minimization approach is meaningful in the population, and the third
one essentially requires that the weight function has a finite variance. No further restrictions are placed on the tuning
parameter F or the choice of the weight function.

Theorem 1. Under assumptions [A1]-[A3], we have
A~ D _ —
n"(Gnw — do) = N(O, Yoy Wi ¥oy)-

The proof can be found in Appendix A. Thus, under very standard regularity conditions, the sample weighted spatial
median is consistent and is asymptotically normal.

Remark 1. Note that the technical conditions for the result presented in Theorem 1 is one of several alternatives that can
conceived, and the scope of this result is broader than what is presented above. First, note that if F and Fy are different
and the weights are not a function of ¢, a situation that may arise in hypothesis testing problems where the weights
are based on the null distribution, the convexity of @(q; X;, u, F) follows automatically and is not an assumption. Second,
even if &(q; X;, u, F) is not convex but sufficiently smooth, we can have a central limit theorem, for example, by using
techniques similar to [8]. Choices of F other than Fy, e.g., [30], may lead to interesting interpretations of W(., F) and the
resulting location estimator and will be explored further in future.

Let Vyy = l1/2;\} Yiw 11/2;‘} be the asymptotic variance of ¢, w from Theorem 1, where we use the subscript “y” to denote
that this depends on the weight function. We use the notation V; for the case where W(x, F) = 1, that is, all weights are
one. The asymptotic relative efficiency of two statistics is the pth root of the reciprocals of their determinants. That is,

det(vy) 1P
det(Vy) '
We obtain the following result (see Appendix A for proof):

ARG dn) = {
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Table 1
Table of ARE(§uw,.) for spherical distributions: p-variate normal and t,-distributions with
degree of freedom v € {3, 5, 10, 20}.

p t3 ts tio tao Normal
5 1.28 1.20 1.16 1.14 1.13
10 1.15 1.10 1.07 1.07 1.06
20 1.09 1.05 1.04 1.03 1.03
50 1.05 1.02 1.01 1.01 1.01

Corollary 1. Assume that the weight function W(X, F) is bounded above by some Wp.x > 0, and the matrices ¥; =
ES(X: qo)ST(X; qo) and ¥y are positive definite. Then

. 2
ARE(EInw, Eln) > )\mm(lpl ))»mm(‘l’zw) )
Wma\x)\max(wlw))Lz (lPZ)

max

Consequently, imeax/)xfmn(‘Pzw) < Amin(llfl)/(Amax(llflw)kfnax(lllz)) then this asymptotic relative efficiency is larger than 1.

Table 1 summarizes the AREs for several families of elliptic distributions, numerically calculated using 10,000 random
samples, and taking W as projection depth [52]. Weighted spatial median outperforms its unweighted counterpart for
all data dimensions and distribution families considered, with higher ARE for smaller values of p. We shall explore in a
principled manner the choices of W and F that lead to when the weighted spatial median is more efficient than the usual
spatial median in future work.

2.2. The weighted sign covariance matrix

We now initiate discussion on the main topic of this paper, on robust dispersion estimation and associated quantities.
Consider the spectral decomposition of ¥ given by ¥ = I"AI'T, where I" is an orthogonal matrix and A is diagonal with
positive diagonal elements A; > --- > A,. Also denote the ith eigenvector of ¥ by y; = (yi1, - - -, ¥ip)' for 1 <i < p. Thus,
the ith column of I" is y;. In the rest of this paper we use the notation X~2 = A=Y2"T and hence Z = A=12I"T(X — ).
Recall that we use the notation F; for the distribution of Z, and that F; is a spherically symmetric distribution and
hence depends only on |z|. Additionally, to simplify notations, for any random variable X ~ F, we occasionally use the
abbreviated notation W(X) = W(X, F). Note that W(X) is a random weight, and takes the same value as W(Z, Fz) = W(Z).

It is convenient to write X = u + RI" AU, where U is a random variable uniformly distributed on the unit sphere
So.1 = {x € & : |x| = 1} and R is another random variable independent of U satisfying ER?> = p. Note that Z = RU, and
|Z| =R, Z/|Z]| = U. Then we have

_ X—u _RCAV2U rA2U  TAVZ
T X—ul  JATRUL T AU jATZ)
As a robust surrogate for X — u, we consider the following random variable

: ra?z
X =WX,FISX; p) = W(Z,Fz)—-.
(X, F)S(X; ) = W( Z)|A1/22|

S(X; )

In samples, the equivalent for X is X = W(X, F,,)S(X; f) for a suitable location estimator i, for example, the weighted
spatial median. We fix the notation S(X; u) = S(X; #)S(X; u)T, and define the following dispersion parameter:

> =EXX" = EW*(X, F)S(X; ).

In the following Theorem (proof in Appendix A), we establish that the eigenvectors of ¥ and ¥ are identical, although
their eigenvalues may be different.

Theorem 2. Under the conditions listed above, we have £ = I'AI'", where A = AV2EWX(X)E[UUT /(UT AU)IA'? is a
diagonal matrix. Thus, the eigenvectors of X and X are identical.

Note that the eigenvalues of ¥ and ¥ are not necessarily the same: &; = LEW?(X)E[U?/(UT AU)]. However, since
the coordinates of U are iid, the ordering of eigenvalues is preserved post-transformation.

2.3. Sample version of ¥

We now discuss the properties of the sample version of ¥, say ¥ computed from X. In practice, we cannot obtain
W(x) = W(x, F), and consequently use W(x, F,) instead. We assume the following conditions:

B1 Bounded weights: The weights W(-, -) are bounded functions.
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B2 Uniform convergence:

sup |W(x, F,) — W(x, F)] — 0 almost surely as n — oc.
XeX

B3 Smoothness under perturbation: For all F € F, there exists a § > 0, possibly depending on F, such that for any
€(0,96)

sup |W(x,F) —W(x,(1—€)F +€8,)| <€

XeXx

In the above, 8, denotes point mass at x. These properties are easily satisfied for weight functions derived from standard
depth functions, for example, Wysp(-), Wynp(-) and Wpp(-) discussed earlier.

The following result allows us to use the empirical, plug-in weights and an estimated location parameter in the
weighted dispersion estimator —similar to the unweighted case in [15]. A natural choice for the location parameter
estimator is the solution to Z?:1 X; = 0, which is the same as the sample version of the weighted spatial median discussed
in Section 2.1. The proof is given in Appendix A.

Lemma 1. Assume that E|X — u|™* < oo. Also assume that we have a location estimator ji, satisfying E|/L, — ,u|4 =0(n?).
Then

*ZWZ i Fn) Xh,un = ZW i, F)S(Xi; 1) + Ru,

where for any ¢ € RP such that for |c| = 1, we have Ec"R,c = o(n~!).

If F is the p-dimensional standard normal distribution, the moment condition E|X — x|~ < oo is easily seen to hold
when p > 4. Similar verification of this condition can be done for several other distributions. Also, the moment condition
EIX — u|™* < oo can be circumvented by slightly redefining the generalized sign function S(x; ) as zero whenever
|x — | < €, for an appropriately decreasing sequence {e,}.

Let vec(S(X; )) be the vectorized version of S(X; «). We are now in a position to state the result for consistency of
the sample version of X (see Appendix A for proof).

Theorem 3. Assume the conditions of Lemma 1. Then
[ Z Wir(Xi. Fa)vec(S(Xi: fin)) — EW2(X)vec(S(X: m)} 2 N2 (0, Vi),

where Viyy = V[WZ(X)vec(S(X; w)].

The asymptotic normality follows from our assumptions and as a direct consequence of Lemma 1. An expression for
Vw can be explicitly obtained in terms of I, A and F, but is algebraic in nature. We present it in Appendix B.
We now use Theorem 3 to obtain consistency results for the eigenvectors obtained from

= Zw (Xi, F)S(X;; fin)-

Suppose that A7 > --- > Ap are the eigenvalues of ¥, which we assume are all distinct values.

Theorem 4. Suppose the spectral decomposition of X is given by ¥ = T'ATT. Then the matrix of centered and scaled

eigenvectors G, = n'/ Z(IA“ — I') and the vector of centered and scaled eigenvalues L, = n'/2(A — A) have asymptotically
independent distributions. The distribution of the random variable vec (G,) converges weakly to a p*>-variate normal distribution
with mean 0,2 and the variance matrix whose (i, j)th block of p x p entries are given by

P -2
~ ~ 2 . .
> [4i- A E[WAE ED a2z 0) ol i =),
k=1,k£i
~ ~ 772 2 .,
(4 - 4] "B[wi@ m(sia 2z 0) [T i £
The distribution of L, converges weakly to a p-dimensional normal distribution with mean 0, and the variance-covariance
matrix whose (i, j)-the element is
E[ Wiz B (si4 "2 0)) | - A7 =),

IE[W4(Z,IFZ)(S (A'?Z;0)) ] Aidj, i #]
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The proof of this result follows from using Theorem 3 and using techniques similar to a corresponding result in [48].
We omit the algebraic details here and present it in Appendix A.
Recall that the asymptotic variance of the ith eigenvector of the sample covariance matrix, say 7; is [2]:

p
AV(Vnp) = )

k=1:ki

Ak T

2 )/k yk

m 1<i<p. (2)

Suppose ;7\,. is the ith eigenvector of X, whose asymptotic behavior is presented above in Theorem 4.
This leads to the following useful result:

Corollary 2. The asymptotic relative efficiency of ;7}, relative to 7, is given by

p _ p -2 B
ARE, 75 ) = ) ﬁ][ 3 [Aj—}xk] ]E[W4(z,FZ)(Si,k(Al/zz;o))ZH s

k=1;ki k=1,ki

The proof of this Corollary is immediate, by plugging in the asymptotic variances of y; and 5,- from (2) and Theorem 4,
respectively.

3. An affine equivariant robust measure of dispersion

A desirable invariance property of any dispersion parameter Ty corresponding to a random variable X is that under
affine transformation Y = AX + b the dispersion parameter scales to Ty = ATxA'. It is clear that ¥ does not possess this
property, since it remains unchanged for X and Y = c¢X for any scalar ¢ > 0.

We follow the general framework of M-estimation with data-dependent weights [23] to construct an affine equivariant
counterpart of the X'. Specifically, we implicitly define

_ D [WZ(xxx — )X u)T]
VWX) | X— )T X —p) |

To ensure existence and uniqueness of X, consider the class of dispersion parameters X, that are obtained as
solutions of the following equation:

ZnZy),

1Zu|*

(3)

*

E |:U(|ZM|) - v(|ZM|)Hp:| =0, (4)
with Zy, = 2,\;1/2(X — w). Under the following assumptions on the scalar valued functions u and v, the above equation
produces a unique solution [23]:

C1 The function u(r)/r? is monotone decreasing, and u(r) > 0 for r > 0;
C2 The function v(r) is monotone decreasing, and v(r) > 0 for r > 0;
C3 Both u(r) and v(r) are bounded and continuous,

C4 u(0)/v(0) < p,

C5 For any hyperplane in the sample space X, (i) P(H) = E{Zixemy} < 1 — pv(00)/u(oo) and (ii) P(H) < 1/p.

r
r

Putting things into context, in our case we have v(-) = p~'VW(X), u(-) = W?(X). We proceed to verify the other conditions
for the weight functions Wysp(-), Wamp(+) and Wpp(-) discussed earlier.

It is easy to verify that the resulting u(-) from the above choices satisfy C1 and C3. Note that v(-) is a finite positive
constant, and C2 and C3 are also easily satisfied. Since u(0) = 0 in all the above cases, C4 is also easy to check. Since X is
absolutely continuous, C5 holds trivially.

To compute the sample version of X, we solve (3) iteratively by obtaining a sequence of positive definite matrices
2‘,&") until convergence. Thus, using the location estimator [i,, we may iterate

Sty _ P E[ W2(X)(X = fin)X — fin)" :|
: VW) L(X = ) T(EP) (X = )]

The asymptotic properties of 5, can be obtained using methods similar to those of Section 2, and techniques presented
in [13] and elsewhere. We summarize these properties in the following result. The proof is provided in Appendix A.

Theorem 5. The asymptotic covariance matrix of an eigenvector of the sample affine equivariant scatter functional S, is
given by
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where V1, is the asymptotic variance of an off-diagonal element of 5, when the underlying distribution is Fz. It follows that
if 7.1 is the ith eigenvector of X,,

/ 2
[E(pu(|1Z]) + u'(1Z))I1Z])]

ARE(Po i, 7 F) = V! = .
(e 1) = Vi = P E(Z))PESn(Z: 07

4. Robust estimation of eigenvalues and X

As seen in Theorem 2, eigenvalues of the X are not same as the population eigenvalues. In this section, we discuss on
robust estimation of A;’s using X'. Assume the data is centered, the robust estimator from Section 2.1 suffices. We start

by computing the sample version X and its spectral decomposition: ¥ = T'ATT. We then use the following steps:

1. Randomly divide the sample indiges {1,..., n} into k disjoint groups {Gy, ..., G} of size |n/k]| each.
2. Transform the data matrix: S = I"' ' X.
3. Calculate coordinate-wise variances for each group of indices G;:

1 = \2 . .
)\L = cl Z(Sl,- —SGJ.J) i diefl,...,p}; jef1,...,k}, where
J lECj

S¢; = (1. -+ Sc;.p)" is the vector of column-wise means of S, the submatrix of § with row indices in G;.
4, Obtain estimates of eigenvalues by taking coordinate-wise medians of these variances:

Al =median(A],,.... A1) ie{l,....p).

We collect )J, ie{l1,...,p}in the diagonal matrix AT = diag(ﬂ, ey k};). The number of subgroups used to calculate
this median-of-small-variances estimator can be determined following [34]. There can be other ways of estimating the
eigenvalues of X using S also, we will pursue such methods elsewhere. We construct a consistent plug-in estimator of
the population covariance matrix ¥ as Xt = "' ATT'T. Let |A|; denote the Frobenius norm of a matrix A, in other words,
|Alp = (trace(ATA))!/2. The following result establishes that this is a consistent estimator of X (see Appendix A for proof):

Theorem 6. Suppose that as n — oo, k — oo and n/k — oo. Then we have

P
I=ZT = Z)r = 0.
5. Influence functions of dispersion measures

We retain the framework adopted in Section 2, and discuss in this section the robustness and efficiency properties
associated with X' and X, and principal components derived therefrom. We do not discuss X here, since the properties
of that approach follow from those of X'. We additionally assume that the eigenvalues of X' are distinct, and given by
A1 > .-+ > A, to avoid several additional technical conditions for the theoretical results to follow. The case where the
eigenvalues of X' can have multiplicity greater than one requires no additional conceptual development, but does require
considerable algebraic manipulations.

For studying the robustness aspect, we present some results relating to influence functions in the current context, with
proofs given in Appendix A. Influence functions quantify how much influence a sample point, especially an infinitesimal
contamination, has on any functional of a probability distribution [22]. Given any probability distribution H € M, the
influence function of any point X, € X for some functional T(H) on the distribution is defined as

IF(a; T, ) = lim ~(T(38,) ~ TO0)),

where He = (1 — €)H + €8y,; &, being the distribution with point mass at xo. When T(H) = Eyf for some H—integrab}e
function f, IF(xo; T, H) ~:f(x0) — T(H). It now follows that IF(xg; X, F) = W2(xo)S(xo; ) — X. Recall that A1 > --- > Ap
are the eigenvalues of X', which we assume are all distinct values.

Proposition 1. The influence function of 7, the ith eigenvector of %, is as follows:

p
N Sik(%0; 1)
IF(xo: 71, F) = W2(xo) Y ==y
k=1;ksi A — Mk
If the weight function W(-) is a bounded function, as is the case of Wysp, Wynp, and Wpp, the influence function given
in Proposition 1 is bounded, indicating good robustness properties of the principal component analysis.

We now derive the influence function for X,.
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Proposition 2. The influence function of X, is given by IF(xo, X, F) = a5, (|xo|; Fz)S(x0; ) — Bz, (|%0l; Fz) X, for constants
ax,(|xol; Fz) and Bx,(|xol; Fz) that depend on X, and Fy.

Suppose A, > --- > A,y are the eigenvalues of X, which we assume are all distinct values. Also denote the ith
eigenvector of X, by y.i = (Vuit, -+ . Vaip)! for 1 <i <p.

Proposition 3. The influence function of y,; may be obtained as

p

Sic(x0: 1) p(p + 2)u(|2])

IF(Xo; ysi, F) = ax,(IXol; Fz) ——— Vs oz (%l Fz) = ’
l k;;;ei = E(pu(|Z]) + v'(1Z]))

where zg = X 12(xg — ).

It can be shown that when W(-) is a bounded function, a5, (|xo|; Fz) is also bounded, along the lines of [23], which in
turn implies that the influence function for a principal component based on X, is also bounded.

6. Simulation studies

We report extensive simulation studies on several properties relating to ¥, X,, and their eigenvalues and
eigenvectors—on datasets with or without influential outlying points—to illustrate the finite sample efficiency and
robustness properties of the proposed weighted estimators. We compare these proposed estimators with techniques that
exist in literature, specifically, the Sign Covariance Matrix (SCM) and Tyler's M estimate of scatter [49].

6.1. Efficiency of different robust estimators

We compare the performance of ¥ and X, with that of the SCM and Tyler’s scatter matrix. For this study, we
fix the dimension p = 4. To generate the data matrices X, we consider four elliptical distributions, as well as three
non-elliptical settings: (i) normal distribution with the first coordinates of 10% randomly selected rows of X shifted by
1000 max; j x;, (ii) normal distribution with the first coordinates of 30% random rows shifted, and (iii) a gaussian copula
with correlation 0.8, paired with Beta(3, 3) marginals. From every distribution we draw 10000 samples each for sample
sizes n € {50, 100, ..., 500}. All distributions are centered at 0,, and have covariance matrix ¥ = diag(4, 3, 2, 1).

We use the concept of principal angles [33] to find out error estimates for the first eigenvector of a scatter matrix. In
our case, the first eigenvector is

p—1
T
y1=(1,0,...,0)".
We measure the prediction error for an eigenvector estimate ; using the smallest angle between the true and predicted

vectors, i.e., cos™! |)71Tf/1|. A small absolute value of this angle means to better prediction. We repeat this 10,000 times
and calculate the Mean Squared Prediction Angle (MSPA):

10000

1 2
MSPA(1) = ———— (cos*1 ’ 7.5m) D ,
(n) = 10000 2 "
where ylm) is the value of j; in the mth replication, m € {1, ..., 10,000}. The finite sample efficiency of y; relative to

that from the sample covariance matrix, i.e., ; is obtained as: FSE(y1, 1) = MSPA(p1)/MSPA(j1).

We present the results from this simulation exercise in Fig. 2. It can be seen that X-based estimators outperform
SCM and Tyler’s M-estimator of scatter. Among the depth functions considered, Mahalanobis depth has highest efficiency
without the presence of any outliers. However its performance degrades in the contaminated settings—evidently because
of the use of non-robust location and scatter estimates in its calculation. Projection and halfspace depth-weighted
estimators outperform sign-based methods in presence of a small amount of (10%) outliers, but the SCM is more robust
for small sample sizes and high (30%) contamination. In terms of computational load, SCM and Tyler take the lowest
time, but ¥-H and X-P have competitive orders of magnitude. The affine equivariant X, estimators are more efficient
than their ¥ counterparts. However this efficiency comes at the cost of high computation cost, and loss of robustness.
Overall, projection depth based estimators (X -P) strike a good balance between efficiency and computation time in our
simulation settings.

6.2. Influence function comparison

In Fig. 3 we consider first eigenvectors of X, the Sign Covariance Matrix (SCM) and Tyler's shape matrix [49]. We
generate data from and set F = A5(0, diag(2, 1)) and plot norms of the eigenvector influence functions for different

9
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Fig. 2. Finite sample efficiencies of the first eigenvector estimates based on scatter matrices of several distributions in dimension p = 4. The notation
H, M or P after ¥ or X, indicates the depth function used for the weights: H = halfspace depth, M = Mahalanobis depth, P = projection depth.
Computation load is calculated for the normal distribution case.

values of xq. Let us denote the ith eigenvector of the Sign Covariance Matrix and Tyler’s shape matrix by ys; and yr ;,
respectively. Their influence functions are given as follows:

p 2
Sik(Xo0; 1) riz?
IF(xo; ys,i, F) = Z ———— % Wwhere ks =F; | ——
ke Tohi Asi— Ask D1 M
p
Sik(Xo3 1)
Flxo: yri F) = (p+2) )~
i Mk

k=1;ki

Panels (b) and (c) in Fig. 3, corresponding to Sign Covariance Matrix and Tyler’s shape matrix respectively, exhibit an ‘inlier
effect’, that is, points close to the center having high influence, which results in loss of efficiency. On the other hand, the

10
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Fig. 3. Plot of the norm of influence function for first eigenvectors of (a) sample covariance matrix, (b) SCM, (c) Tyler's scatter matrix, and % for
weights obtained from (d) halfspace depth, (e) Mahalanobis depth, (f) projection depth for a bivariate normal distribution with © = 0, ¥ = diag(2, 1).

influence function for eigenvector estimates of the sample covariance matrix (panel (a)) is unbounded and makes the
corresponding estimates non-robust. In comparison, the X' corresponding to weights derived from projection depth, half-
space depth and Mahalanobis depth have bounded influence functions and small values of the influence function at ‘deep’

points.

6.3. Efficiency of affine equivariant robust estimator

To study the finite sample efficiency properties of X, we consider 6 different elliptic distributions, namely, the p-
variate multivariate Normal distribution and the multivariate t distributions corresponding to degrees of freedom 5, 6, 10,
15 and 25. We compute the ARE of the estimator for the first eigenvector using X, using weights based on the projection
depth (PD) and the halfspace depth (HSD), thus this simulation is an illustration of how different choices of weights
affect the results in the context of Theorem 5. We consider using the sample covariance matrix as the baseline method
for this study. The ARE values are computed by using Monte-Carlo simulation of 10° samples and subsequent numerical
integration. We report the results of this exercise in Table 2. Based on these results, we notice that X, is particularly
efficient in lower dimensions for distributions with heavier tails (ts and tg), while for distributions with lighter tails, the
AREs increase with data dimension. At higher values of p, note that X, is almost as efficient as the sample covariance

matrix even when the data comes from multivariate normal distribution.

6.4. Robust sufficient dimension reduction and supervised learning

One of the main usages of obtaining dispersion estimators and their eigenvalues and eigenvectors is in dimension
reduction techniques. Examples of such uses are in principal component regression, partial least squares and envelope
methods. We illustrate below the latter technique, in the context of sufficient dimension reduction (SDR). For details on
envelope methods and other uses of robust estimators of dispersion and eigen-structures, see [1,10,11] and references
and citations of these articles. In the context of multivariate-response (Y; € R?) linear regression, the envelope method
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Table 2

Table of AREs of the estimator for the first eigenvector estimation using X,, relative to using the sample covariance matrix, for different choices of
dimension p. The data-generating distributions are the multivariate Normal (MVN), and multivariate t-distributions with degrees of freedom 5, 6,
10, 15 and 25. Weights for X, are based on either the projection depth (PD) or the half-space depth (HSD).

Distribution PD HSD
p=2 p=>5 p=10 p=20 p=2 p=>5 p=10 p=20
ts 4.73 3.99 3.46 3.26 4.18 3.63 3.36 3.15
ts 2.97 3.28 2.49 2.36 2.59 245 2.37 2.32
to 1.45 1.47 1.49 1.52 1.30 137 143 1.49
tis 1.15 1.19 1.23 1.27 1.01 1.10 1.17 1.24
ts 0.97 1.02 1.07 1.11 0.85 0.94 1.02 1.08
MVN 0.77 0.84 0.89 0.93 0.68 0.77 0.84 0.91
Q] Q]
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Fig. 4. Average SDR prediction errors (left) in absence and (right) in presence of outliers. For each value of p, prediction errors are calculated over
100 replications of the data setting.

proposes the model Y; = a + I'1nx; +e;, where e; are independent mean zero Gaussian noise terms with covariance matrix
X whose spectral representation can be written as

Ao O I
S=rAr'=(r, n) (0 0 A1) (H:) = IoAel, + AT

Thus, the eigenvectors of X are partitioned into two blocks: I7 € R? x R? and Iy € R? x R9~%, and the regression
coefficient of Y; on x; is given by I'in for some n € R x RP. Dimension reduction is achieved when d < p, typically
without extraneous assumptions like sparsity. The envelope model for generalized linear models is discussed in [1], and
may be used for supervised learning. Nonlinear regression models may also be handled similarly.

Given a set of examples {(Y;, X;),i € {1,...,n}}, an envelope-based prediction for the response Y for any X may be
obtained from

n n

A~ _1 ] A

Y(X)= [E :w,»] § w;Y;, where w; = exp [—&wa(x —x,.)|2] )
i=1

i=1

The above assumes that the covariates come from the Gaussian distribution N,(0,, oz]lp), and appropriate changes may
be made for other distributions.

We design a robust version of the above, by using weighted spatial medians for location parameters corresponding to
the distributions of X and X|Y, and using the first d eigenvectors of X as I';. A robust location estimator for the distribution
of X|Y is required for the estimation of 2. Details are available in [1]. In a non-linear regression model, we compare the
performance of the robust version of SDR with the original method of [1] with or without the presence of bad leverage
points in X. For any given choice of covariate dimension p, we take n = 200 and d = 1, and generate the responses
Yi, ..., Y, as independent standard normal, and X|Y as Normal with mean Y 4+ Y2 + Y3 in each of the p coordinates, and
variance 25I,. We measure performances of the SDR models by their mean squared prediction error on another set of
200 observations generated similarly, and taking the average of these errors on 100 such training-test pairs of datasets.
The above steps are repeated for the choices of p € {5, 10, 25, 50, 75, 100, 125, 150}.

The left panel of Fig. 4 compares prediction errors using both robust and maximum likelihood SDR estimates when
the covariates contain no outliers: here the two methods are virtually indistinguishable. We then introduce outliers in

12
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each of the 100 datasets by adding 100 to first p/5 coordinates of the first 10 observed covariate values, and repeat the
analysis. The right panel of the figure shows that the robust SDR method remains more accurate in predicting out of
sample observations for all values of p than the standard SDR.

7. Data applications

We now present an application of our proposed approach to some real data problems. Robust techniques are useful
when in identifying outlying observations, and we illustrate below how to make use of our fixed-dimensional methods
presented earlier for outlier detection functional (and hence infinite-dimensional) data.

We follow the approach of [5] for performing robust principal component analysis on functional data using the

estimated eigenvectors from X. Suppose the data consistent of n curves, say F = {fy, ..., f,} € L*[0, 1], each observed
at a set of common design points {ti, ..., t;}. We model each of these functions as a linear combination of p mutually
orthogonal B-spline basis functions D = {1, ..., §,}. We map data for each of the functions onto the coordinate system

formed by the spline basis:

m
T(F, D)y =Y ft)st)Xti—t1), 1<i<n1<j<p,
1=2
We then model the ith row of the n x p matrix T(F, D) = T, denoted by T; = u + Ps; +e;, where u is a location parameter,
P is a p x q loading matrix, s; is a g x 1 score vector, and e; is the error term. We obtain robust estimators of u, P and

consequently s; using X. Define i:, =0+ I3§,-. The orthogonal distance (OD) and score distance (SD) corresponding to this
projection are defined as

oD; = [T, = Ti|, SD; =

where i1, ..., iq are the top eigenvalues from X. For outlier detection, following [24] we set the upper cutoff values for
score distances at (x5 4;5)"/> and orthogonal distances at

[median(0D*?) + MAD(OD?*/*)®~1(0.975)1*/2,

where @(-) is the standard normal cumulative distribution function.

We apply the above outlier detection method on two datasets. First, we consider the monthly average sea surface
temperature anomaly data from June 1970 to May 2004 (available from http://www.cpc.ncep.noaa.gov/data) (Fig. 5 top-
left panel). Second, we consider the octane data, which consists of 226 variables and 39 observations [16]. Each sample
is a gasoline compound with a certain octane number, and has its NIR absorbance spectra measured in 2 nm intervals
between 1100-1550 nm. There are 6 outliers here: compounds 25, 26 and 36-39, which contain alcohol. (Fig. 5 top-right
panel).

In the sea surface temperature data, using a cubic spline basis with knots at alternate months starting in June, we get
a close approximation as depicted in middle-top panel of Fig. 5. Using our proposed methodology with g = 1 results in
two points having their SD and OD larger than cutoff, depicted in top-right panel of Fig. 5. These points correspond to
the time periods June 1982 to May 1983 and June 1997 to May 1998 are marked by black curves in panels a and ¢, and
pinpoint the two seasons with strongest El-Nifio events.

On the octane data, we use the same methodology, and again the top robust PC turns out to be sufficient in identifying
all 6 outliers. Details are available in the bottom panels of Fig. 5.

8. Conclusion

We propose the use of a weighted multivariate sign transformation for robust estimation and inference, and as
demonstrated by theoretical results and several simulation studies and data examples, in many situations using a data-
depth driven weight function leads to considerable efficiency gain without compromising on robustness properties. Our
methodology seems to suggest new ways of identifying EI-Nifio or La-Nifia events from the sea-surface temperature
anomaly data, which will be studied further later.

Although our weight functions are broad-based, we focus on transformations of data depth functions as weights in
this paper. It may be possible to link existing work on multivariate rank-based methods [31,50] to potentially interesting
choices of weighted signs, such as with other application areas. Examples of such directions include the use of £{-norm
based methods [14,41], the use of signed ranks [43], parametric tests for eigenvalue/vector estimates [43], and non-
parametric tests for location [21,54]. As pointed by one of the reviewers, clustering is another interesting domain of
application where existing notions of multivariate rank [37-39] can inform the use of weighted signs. For example, the
weights themselves may be optimized to increase efficiency relative to cluster sizes.

Along with Tyler's M estimate, other variations of SCM and robust estimation of scatter matrices are worth exploring for
comparison and generalization. For example, the k-step SCM—a finite-iteration intermediary between SCM and Tyler's M
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Fig. 5. Actual sample curves, their spline approximations and diagnostic plots, respectively, for (top) El-Nifio and (bottom) Octane datasets.

estimate—aims to balance robustness and efficiency [12], and the generalized SCM [45] in essence uses an orthogonally
equivariant weight function. Finally, the depth-weighted Stahel-Donoho estimates of location and scatter [53] may be
incorporated in a slightly relaxed version of our weighted signs framework by considering (transformations of) depth
functions multiplied by the ¢,-norm of a vector as the weight function.

Several of our results stated in this paper are for data from the Euclidean space RP, where p is fixed. The cases where
p increases with sample size and may be higher than sample size, and where data are from a separable Hilbert space, will
be considered in a future work. There are only few conceptual challenges to such extensions. However, there are several
technical and algebraic challenges (e.g., see [4]), which may be tackled using recent developments in high-dimensional
M-estimation [32].
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Appendix A. Proofs

Proof of Theorem 1. This result can be proved in several different ways. We use the techniques of [19,40] for our
approach. Specifically, following Theorem 4 in [40]—which traces back to [19] with slightly relaxed conditions—we get
n

Yow
— ) Vo(q; X, u, F) + op(1),
i & Ve

where V& (q; X;, u, F) is any measurable subgradient of @(q; X;, u, F). Theorem 1 now follows using the techniques of [40],
specifically Theorem 4 and the first paragraph of page 1517 therein. O

n"(Guw — o) = —
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Proof of Corollary 1. Using the facts that det(AB) = det(A)det(B) for square matrices A, B and det(A~!) = 1/det(A) for
non-singular A, we write

det( Vi )
det(Viw)

= det(¥, "W W, det(Wow Wy Yow ) = det(W;)det(W,,, det(w, " det(Wow )]

The result follows, using the facts that det(A) > Amin(A) and det(A~!) > 1/Anax(A), and the upper bound on W. O

Proof of Theorem 2. Fix any index i € {1, ..., p}. Consider the vector U such that
o U i#l
Ui = {—Ui, ji=i

Then U and U have the same distribution, and note that UT AU = UT AU almost surely. Consequently, for any j # i we
have

Uy _ U:G; 5 U
UTAU  gTa0  UTAU’

so that ES(X; u)S(X; u)T = I'AsI'T, as established in Theorem 1 of [48]. Also, since the weight W(X) is a function of
|Z] = R, we have that W(X) is independent of S(X; ). Consequently, we have

5 =EXX" = EW2(X)S(X: )S(X; )" = EW*(X)ES(X; 0)S(X; w)" = FAw T,
where Ay is a diagonal matrix. O

Proof of Lemma 1. The proof is mostly algebra, and we provide a sketch of the main arguments. We have

n

fZWZ  EDSOG i) = sz SO ) D {WR0G, Fa) — W05, FYJS(XG )

i=1

+- Z W(X;, F){S(X;: fin) — S(X: )}

12y oy 2y o
+n;{wn(x,,m) WX, F)HS(Xi: ftn) — SOXis 1))

*ZWZ B F)S(Xi; ) + To + T3 + Ty

Using the stated technical conditions, we can now show that ECTTJC = o(n~!) for j = 2, 3, 4. For illustration, we
present the case for T, below.

Notice that the (j, k)th element of T is given by =" Y"1 | 1X; — u| 2 {W2(X;, Fn) — W2(X;, F)}(Xij — 4;)(Xi.x — i), and
hence

n

_ _ 2

¢"Toe = gaTain <Mn™" Y " 1Xi — w7 {|Wa(Xi, Fa) — Wa(Xi, B )} (¢ (X — )
ik i=1

+ MY X — T WX, Frmi) — WO B (T (X — )
i=1

n n
= Mn~! Z Ty1i + Mn™! Z Tyi = Ty + Taa.
i=1 i=1

Let H(X;) = |X; — |2 (CT(X,- - u))z, and notice that H(X;) < 1 almost surely for |c| = 1. Now notice that conditional on
X; except for a null set A; (possibly depending on X;) we have To;; < n~'H(X;). Thus, except for a null set A; N ... N A,,
T,1 < Mn—2H(X;) and the conclusion follows for this part.

The argument for T, follows a similar argument. O
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Proof of Theorem 3. The quantity in the statement of the theorem can be broken down as:

1w 1w
2 [n > Wi, Fauec(S(X;; fun)) = — ) W(X;, FJvec(S(X; m)}

i=1 i=1

1 n
+n'/? [n > WAXi, Fvec(S(Xi: 1)) — EW(XJvec(S(X: m)}
i=1

The first part goes to 0 in probability by Lemma 1. Applying Slutsky’s theorem along with Central Limit Theorem, we get
the required convergence. 0O

Proof of Theorem 4. We suppose G, = (g1, ..., &), Lp = diag(l1, ..., ;). In spirit, this corollary is similar to Theorem
13.5.1 in [2]. We start with the following result, due to [48], which allows us to obtain asymptotic joint distributions of

eigenvectors and eigenvalues of X, provided we know the limiting distribution of ¥ itself:

Theorem 7. Let F, be defined as before and C be any positive definite symmetric p x p matrix such that at F, the limiting

distribution of Jﬁvec C-— A) is a p>-variate (singular) normal distribution with mean zero. Write the spectral decomposition

of C as C = PAPT. Then the limiting distributions of «/nvec(P — I,) and /nvec( A — A) are multivariate (singular) normal
and

Vvec(€ — A) = [(A®1,) — (I, ® 4)] Vnvec(P —1,) + vnvec(A — A) + 0p(1) (A1)

The first matrix picks only off-diagonal elements of the left-hand side and the second one only diagonal elements. We

shall now use this as well as the form of the asymptotic covariance matrix of the vectorized X, i.e., Viy to obtain limiting
variance and covariances of eigenvalues and eigenvectors.

Due to the decomposition (A.1) we have, for F,, the followmg relation between any off-diagonal element of A and

the corresponding element in the estimate of eigenvectors, say I as f nyai = /1 A(”), i # j. So that for eigenvector
estimates of the original F we have
A~ A p A~ A~
Vi =)=Vl Gai—e)=va| > Jaieve+ Faii— Dy (A2)

k=1;ki

Now \/ﬁ(]://\,,',,' — 1) =o0p(1) and AV(\/ﬁ/:l(i, k), \/ﬁfm‘, I)) = 0 for k # I, so the above equation implies

p

3 AV(VRAGLK) -

AV(g) = AV(V/n(ys — v)) = R YkYk

k=1; ki
For the covariance terms, from (A.2) we get, for i # j,
. . AV(J/RAG, )
AV(gi, g) = AV(Vn(yi — vi), V1 — v))) = —— ===y -
(Ai = Aj)
The exact forms given in the statement of the corollary now follow from the Form of Vi in Appendix B.
For the on-diagonal elements of A, using Theorem 7 we have for the ith eigenvalue of A, say AAis ka i = fA (i, i),

fori=1,...,p. Hence
AV(E) = AV — 7)) = AVRGa i — Fni)) = AV(VAAG, 1))
A similar derivation gives the expression for AV(l;, [;);i # j. Finally, since the asymptotic covariance between an

on-diagonal and an off-diagonal element of A, it follows that the elements of G, and diagonal elements of L, are
independent. O

Proof of Theorem 5. Following [22], the influence function for the eigenvector of an affine equivariant dispersion
parameter X, of an elliptic distribution—defined as in (4)—is

p
VAikk p(p + 2)u(|zo!)
IF(xo; yi, Xm) = E Si 3 0y, = , A3
(XO Vi M) (XE)\/]“ZO')kZLk#i )\,i — )\,k k(ZO ))’I aEM(|ZO|) ]E(pu(lzl) + u/(|Z|)) ( )

where zyg = ¥~"2(xy — u), and the expression of ax,,(|z0]) is due to Huber [23]. Now taking Xy = X, following [13]
we have that

Viz = E [(a5,(1Z)S12(Z; 0))] = E(az, (12]))* E(S12(Z; 0))?,
16
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using the fact that |Z| and S(Z; 0) are independent with Z ~ Fz. Consequently

[E(pu(z)) + v (1ZDIZ))]*
P2(p + 2PE(u(|Z])PE(S12(Z; 0)R

ARE(Pw i, P F) = V! =

Proof of Theorem 6. This proof has many algebraic steps, and we sketch the main arguments below. Suppose A=TTxT.
Owing to the fact that the Frolgenius norm is invariant under rotations and that p is finite and fixed, it suffices to show that
the off-diagonal elements of A converge in probability to zero, and that the difference between the ith diagonal element
of A and )ﬁ converges to zero for any i = {1,..., p}. Now notice that from Theorem 4 we have that I' = I' + Ry,
where the (l Jj)th element of the remainder Ry ;; satisfies IERn1 = = O(n~'). We can show, using standard algebra, that

A=A+ Rn2, where the (i, j)th element of the remainder Ry, ;j satisfies IERn2 i = 0(n~1). This follows immediately from
above, the fact that p is finite and fixed, and all elements of A are constants. This immediately establishes the case for the
off-diagonal elements. For the diagonal elements, notice that since k — oo, each coordinate-wise variance A for each
group of indices G; is a consistent estimator of A;. The result follows. O

Proof of Proposition 1. Recall that IF(xo; ¥, F) = W2(xo)S(xo; i) — X. Now we have, following [13,47], that

p
IF(xo; 7, F) = ) = {7 IF(xo; 2, F)} e
k=T; ki M kot M T Mk

I
g

{7 W2(x0)S(x0s )7 — M7 7} ¢

p
1
- Z — W2(x0) {7 S(Xo: )71}

P
1
= ———— W2 (x0)Sik(X0; 1)V,
Z )\1 - }\k
since =y for1<i<p. O

Proof of Proposition 2. Let zg = A~V2I T(xg — ) = (201, - - -, Zop) - As a first step, since X, is affine equivariant, we
obtain from [13] that IF(xq, X, F) = 1/ZIF(ZO, X, F) X, »/? From Lemma 1 of [22], page 276, we obtain that there exist
scalar valued functions o, (|xo|; Fz) and By, (|xol; Fz) such that

IF(z0, Xy, Fz) = a5, (Ix0l; Fz)S(20; 0) — B, (IX0l; Fz)I,

Consequently we obtain IF(xg, X, F) = a5, (|xo0]; Fz)S(x0; ) — Bx,(IXol; Fz)X,. O

Proof of Proposition 3. After (A.3), this proof follows through similar steps as the above proof of Proposition 1. O

Appendix B. Form of Vy,

We elaborate on the form of the asymptotic covariance matrix Vi, in Theorem 3. First observe that for F having
covariance matrix ¥ = 'AT'T,
Vw =" @ IWVw (I @), (B.1)

where Vi 4 is the covariance matrix of IF4, the elliptic distribution with mean x and covariance matrix A. Now,

W2(Z,F,)AYV2ZZT AV T [W2(Z,F,)AV2z2T A2
Vw.a = E|vec — A} vec — A

ZTAZ ZVAZ
= E [vec {W*(Z,F7)S(A"?z; 0)} vec” {W*(Z,F7)S(A'?Z; 0)}] —  vec(A)vec'(A)

The matrix vec(A)vec'(A) consists of elements AiAj at (i, j)th position of the (i, j)th block, and 0 otherwise. These
positions correspond to variance and covariance components of on-diagonal elements. For the expectation matrix, all its
elements are of the form E[«/AqAprcrgZaZpZcZa WHZ, F2)/(ZT AZ)?], with 1 < a, b, ¢, d < p. Since W4(Z, F;)/(ZT AZ)? is
even in Z, which has a spherically symmetric distribution, all such expectations will be 0 unless a, b, c, d are all equal or
pairwise equal. Following a similar derivation for generalized sign covariance matrices in [29], we collect the non-zero
elements and write the matrix of expectations:

p p p p
2 + KPP Z Z Vab( E’ae & epep ) - Z Vaa(eae ® eqe, ) + Z Z ~ab(eae; ® eue;)

a=1 b=1 a=1 a=1 b=1
17
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where Iy = (e, ..., ex), Kmn = > 1y Z]'?:] Ji ® JI; with J; € R™" having 1 as (i, j)th element and 0 elsewhere, and
Vmn = E[AmAnZ2Z2 WH(Z,F2)/(ZT AZY]; 1 < m,n < p.

. Putting everything together, denote by A the sample version of A, the weighted covariance matrix obtained from F,

ie, A = Z?zl W,f(Z,-, IFz,n)S(Al/ZZ,-; iin)/n. Then the different types of elements in the matrix A are as given below
(1<a,b,c,d<p):

e Variance of on-diagonal elements:

2 4 274
AV(J/nA(a,a)) =E [%] _32

(ZT AZ) @

e Variance of off-diagonal elements (a # b):

2 B WHZ, Fz)AohpZ2Z}
AV(ﬁA(a,b))_E[ T AL} ]

e Covariance of two on-diagonal elements (a # b):

WH(Z, Fz)AohpZ2Z}
(ZTAZ)?

AV(/A(a, a), VAA(D, b)) = E [ ] e

e Covariance of two off-diagonal elements (a # b, ¢ # d): AV(ﬁz(a, b), «/ﬁ/ﬁ(t, d))=0. A
e Covariance of one off-diagonal and one on-diagonal element (a # b # c): AV(ﬁfl(a, b), ﬁfl(c, c))=0.

The above give all the elements of Vi, 4. We plug these into (B.1) to recover Vyy.

Appendix C. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.jmva.2022.105013.
The supplementary material consists of codes to implement numerical methods, and the real datasets analyzed.
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