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Audio deepfakes: A survey

Zahra Khanjani, Gabrielle Watson and Vandana P. Janeja*

Department of Information System, University of Maryland Baltimore County, Baltimore, MD,
United States

A deepfake is content or material that is synthetically generated or manipulated
using artificial intelligence (Al) methods, to be passed off as real and can include
audio, video, image, and text synthesis. The key difference between manual
editing and deepfakes is that deepfakes are Al generated or Al manipulated
and closely resemble authentic artifacts. In some cases, deepfakes can be
fabricated using Al-generated content in its entirety. Deepfakes have started to
have a major impact on society with more generation mechanisms emerging
everyday. This article makes a contribution in understanding the landscape of
deepfakes, and their detection and generation methods. We evaluate various
categories of deepfakes especially in audio. The purpose of this survey is
to provide readers with a deeper understanding of (1) different deepfake
categories; (2) how they could be created and detected; (3) more specifically,
how audio deepfakes are created and detected in more detail, which is the
main focus of this paper. We found that generative adversarial networks (GANSs),
convolutional neural networks (CNNs), and deep neural networks (DNNs)
are common ways of creating and detecting deepfakes. In our evaluation
of over 150 methods, we found that the majority of the focus is on video
deepfakes, and, in particular, the generation of video deepfakes. We found that
for text deepfakes, there are more generation methods but very few robust
methods for detection, including fake news detection, which has become a
controversial area of research because of the potential heavy overlaps with
human generation of fake content. Our study reveals a clear need to research
audio deepfakes and particularly detection of audio deepfakes. This survey
has been conducted with a different perspective, compared to existing survey
papers that mostly focus on just video and image deepfakes. This survey mainly
focuses on audio deepfakes that are overlooked in most of the existing surveys.
This article’s most important contribution is to critically analyze and provide
a unique source of audio deepfake research, mostly ranging from 2016 to
2021. To the best of our knowledge, this is the first survey focusing on audio
deepfakes generation and detection in English.

KEYWORDS

audio deepfake, spoofed audio, spoof detection, deepfake detection, deepfake
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1. Introduction

Deepfakes are content or material that are Artificial
Intelligence (AI) generated or manipulated to pass off as
a real audio, video, image, or text artifact, which are in
some cases entirely generated by AL The main difference
between manual editing and deepfakes is that deepfakes are Al
generated and closely resemble real life artifacts. The impact of
deepfakes can be seen in society in the form of sensationalized
political, general, social media, and also in the entertainment
industry. Deepfakes and other internet-based misinformation
have become more prevalent and have started impacting society
in various ways as seen in these examples: (1) A video of
Nancy Pelosi that slowed down her speech at a news conference
to make it look like she was drunk (Funke, 2020)*. (2) A
doctored photo of Joe Biden taken in 2019 was made to show
him hiding in his basement from the public in a campaign
video (Kessler, 2020)?. (3) A scammer created a voice deepfake
impersonating a German executive to send a transfer of 220,000
Euros to a Hungarian supplier (Stupp, 2019)°. (4) Entertainment
applications such as Spangler (2020)* and Murphy and Huang
(2019)° that use visual deepfake techniques to change facial
features and face swapping, respectively. The instance with
Nancy Pelosi Facebook did not take down the video but it was
labeled as partly false. However, claims keep materializing of her
being intoxicated even though she has stated she does not drink
alcohol (Funke, 2020). This could be as a result of a multitude
of material from public appearances for those to create material
to spread misinformation about her being intoxicated. Even
though these false claims have been debunked, people still shared
them, propagating a negative image of her.

Deepfakes have been used in political campaigns and the
trend might continue. Another example in the recent news was
when Mr. Biden was singing a couple of lines to Despacito but
the video was lip synced to use profanity against the police
(Herbert, 2020)°. Twitter labeled it later with a “manipulated
media” warning, but this was not the case when it was first
released so the damage may have already been done. This
video was shared twice in attempts to portray Biden wanting to

1 https://www.tampabay.com/florida- politics/buzz/2020/08/04/
politifact-nancy- pelosi-doesnt-drink-so-why-do-false-claims-about-
her-being-drunk-keep-going-viral/

2 https://www.youtube.com/watch?v=9PUfxZQa7WQ

3 https://www.wsj.com/articles/fraudsters-use-ai-to-mimic-ceos-
voice-in-unusual-cybercrime-case- 11567157402

4 https://variety.com/2020/digital/news/snapchat-acquires-
deepfakes- startup-ai- factory- cameos- 1203456055/

5 https://www.bloomberg.com/news/articles/2019-09-02/china-s-
red-hot-face-swapping-app-provokes- privacy-concern

6 https://www.oregonlive.com/nation/2020/09/trump-tweeted-a-
deceptively-manipulated-video- of-biden-playing-an-nwa-song-at-

a-rally-biden-actually- played-despacito.html
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defund the police and being in opposition to law enforcement,
which Biden has said that he does not stand for. Twitter has
also labeled it as manipulated media since then (Saul et al,
2020).

Deepfakes can also be used to commit fraud. A CEO of a-
K energy based firm who thought he was on the phone with
his German boss had asked him to send a transfer of 220,000
Euros to a Hungarian supplier (Stupp, 2019). The criminals had
used Al-based software to impersonate him. The exact name of
the software that they used is unknown. However, this is a big
deal because they were still able to receive one transfer of the
money. They figured out that it was not the CEO before the
second transfer, but the damage was done by then. This could
become more prevalent in the next couple of years if there are
no countermeasures for this. These examples may clarify the
importance of deepfakes, their ability to impact people’s lives,
and why the attention toward it has increased exponentially. The
number of articles regarding deepfakes from 2015 to 2022 has
increased significantly. A huge increase happened between 2018
and 2019 (from 60 to 309). On 24th July, it was linearly estimated
that the number of papers related to deepfakes will increase
to more than 730 until the end of 2020 (Nguyen et al., 2021).
However, the reality is more surprising than the mentioned
estimate since we found there are 1,323 papers related to or
referring to deepfakes that were published until the end of
2020. These numbers are obtained from https://app.dimensions.
ai while searching deepfake keywords in the texts of the papers.

There are four broad categories of deepfakes that are
suggested in this paper to simplify the multitude of types of
deepfakes into more organized groups:

e Audio deepfake is Al-generated or Al-edited speech to
sound as real.

o Text deepfake is anything that is textual on the internet or
media that is AT manipulated or AI generated to look real.

e Video deepfake includes videos that are edited, synthesized
by Al swapping a persons face or reenacting their body
movements, and altering content of speech using Al.

e Image deepfake is image that is AI generated mostly by
generative adversarial networks and can also be Al edited,
synthesized, and face swapped.

Most of the other surveys present the techniques,
advancements, and challenges focusing on mainly image
and video deepfakes. The lack of focus on audio deepfakes in
surveys is a strong motivation for this article to concentrate
on audio deepfakes, where it is heading and how to weaken
its harmful effects. Therefore, the aims of this article are
as follows:

e Summarizing most recent trends in each of the deepfake
categories and shortcomings of defenses against them.

e Serving as a guide to generation as well as detection of
audio deepfake architectures.
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e Offering the countermeasures and future research

directions in the field of audio deepfake.

Scope: In this work, we will present all deepfake categories
obtained from more than 150 methods that we have surveyed.
Since there are other surveys focusing on video and image
deepfakes as well as text deepfakes, we pay more detailed
attention to audio deepfakes’ concepts and frameworks. We also
provide a quick guide (Supplementary Table 1 in the Appendix)
that can be used by those who are interested in audio deepfakes.
We will not be discussing the details of the frameworks used
for all of the deepfake categories. However, the most recent
trends and frameworks are collected for each deepfake category
(audio, text, video, and image). The rest of the paper is
organized as follows: preliminaries are presented in Section 2.
In Section 3, we present a systematic review on the scientific
papers for each category of deepfakes, their generation and
detection techniques, and the most recent trends. More details
and the network schematics are provided in this section. We
also provide detailed information and guidance for fake audio
detection. Section 4 outlines the most commonly used English
language datasets for fake audio detection. Section 5 presents a
brief overview of the intuitions behind some of the important
audio generative networks. Section 6 includes discussion and
future directions. Finally, our conclusions are presented in
Section 7. A quick guide of audio deepfake frameworks is
provided in Supplementary Table 1 of Appendix. The summary
(Supplementary Table 2, 3 in Appendix) provides some of the
significant papers that are surveyed in this work and is also
presented in the Appendix.

2. Preliminaries

To deeply understand different categories of deepfakes, their
attacks, and their detection methods, we need to know some of
the concepts that are the basis of deepfake technology. These
concepts include understanding different networks as well as
some necessary foundational definitions. Therefore, we cover
these fundamentals here.

2.1. Deep learning vs. machine learning
and artificial neural networks

Machine learning (ML) is a branch of AI. ML could
be defined as an automated learning approach that enables
computers to learn without being explicitly programmed (Xin
et al,, 2018). Deep learning (DL) is a type of ML that empowers
computers to be trained through experience and understand the
world in terms of a hierarchy of concepts (Goodfellow et al.,
2016). The formation of neural networks that could mimic the
human brain for analytical learning was a strong encouragement
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for the creation of DL (LeCun et al., 2015). Artificial neural
networks can simulate the human brain mechanism to interpret
different types of input data, such as images, sounds, and text
(LeCun et al., 2015).

ANNs are computational systems based on the way in
which the human brain works. ANN’s intention, like other
machine learning algorithms™ goal, is solving problems with
learning from data. ANNs are capable means for modeling
complicated behaviors and patterns (Pijanowski et al., 2002;
Grekousis, 2019). An ANN receives inputs and brings them
to a network of nodes arranged in layers with connections
and weights. The way the nodes are layered and connected is
commonly called ANN architecture. In an ANN architecture,
there is an input layer, an output layer, and one or more
layers between them called hidden layers. Each layer contains
neurons (nodes), and these neurons are linked through
connections. A weight is assigned to each connection. The
iterative process updates the weights to minimize the error
and/or the occurrence of the stopping criteria (Grekousis,
2019). We can consider two major categories for ANNSs:
shallow ANNs and deep ANNs (Deng, 2014). Shallow ANNs
refer to ANNs with one or two hidden processing layers,
but deep ANNs have more than two hidden layers, so
deep ANNs can model more complex problems (Deng,
2014; Grekousis, 2019). However, deep learning is not just
regarding the number of hidden layers, it is also about the
“entire architecture, processing functions, and regularization
techniques that literally and dramatically change the ANN
scenery” (Grekousis, 2019). For example, these problems
could be solved using deep learning methods such as image
classification, face analysis, and audio analysis (Goodfellow et al.,
2016).

2.2. Networks used in deepfake
generation and detection

Commonly, deepfakes are generated using combinations
of four typical networks: encoder-decoder networks (ED),
convolutional neural networks (CNN), generative adversarial
networks (GAN), and recurrent neural networks (RNN). Brief
explanations of each of the aforementioned networks are
provided below.

Encoder-decoder networks: An ED contains two networks,
one of them is an encoder network, and the other is decoder.
The ED tends to summarize observed concepts (input) when
it is trained like De(En(x)) since it has narrower layers toward
its center (Mirsky and Lee, 2021). If the distribution of the
x is X, the summary of x is En(x)= e that often is referred
to as an embedding or encoding, and En(X) = E is referred
to as the latent space (Mirsky and Lee, 2021). In deepfake
technology, one may use multiple encoders or decoders and

frontiersin.org
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encoding manipulation to achieve a desired output (Maksutov
et al., 2020).

Convolutional neural networks: The convolutional neural
network was proposed for the first time by Lecun et al.
(1998). Contrary to a fully connected (dense) network, pattern
hierarchies are learned by a CNN that makes it able to work
efficiently with image data. The hidden layers in a CNN could
be multiple convolutional layers and the activation function
followed by additional convolutions or ponds, fully connected
layers, and normalization layers. All of them are called hidden
layers because the activation function and final convolution
cover their inputs and outputs functions (Song et al., 2021).

Generative adversarial networks: Generative adversarial
networks were proposed for the first time in 2014 (Bengio
et al, 2014). GAN is a system that includes two different
types of neural networks, where the networks work in a zero-
sum approach. There are a discrimination and a generation
network. The generation network generates fake data, and the
discrimination should estimate the probability of the fake data
being real (de Rosa and Papa, 2021). Sometimes, the issue
of a dataset shortage could be solved using GAN instead of
CNN, and it has really helped in the early phase of COVID-
19 pandemic to have a novel detection method (Loey et al.,
2020). GAN has been used to generate new synthetic images
of COVID-19, and developed to generate synthetic COVID-
19 X-ray images (Rangarajan and Ramachandran, 2021). GAN
includes some CNN layers with each forming the part of the
discrimination and generative blocks (Bengio et al, 2014).
Consider the discrimination network, the generation network,
and a noise vector (the input), respectively, as D, G, and z.
Then, D is trained to maximize the probability of classifying
both training and generated data as real data. Simultaneously,
G is trained to minimize log(1-D(G(z)) (de Rosa and Papa,
2021). Therefore, the two neural-networks systems compete in
a zero-sum game, as shown below (de Rosa and Papa, 2021):

mingmaxpC(D, G) = Ex[log(D(x))] + E;[log(1 — D(G(2))] (1)

In Equation 1, C(D, G) is the loss function, D(x) is the
probability of x to be considered as real in the discrimination
networK’s classification, and note that x is truly real. Ey is the
mathematical expectancy over all samples from the real data
set X (de Rosa and Papa, 2021). G(z) is the generated fake
data obtained from the z vector, so D(G(z)) is the estimated
probability of the fake data to be real. E; is the mathematical
expectancy over all random generator inputs (de Rosa and Papa,
2021). However, there is a shortcoming of the equation above: in
the early phase of the training, when the generative network has
not generated enough and proper fake data, and the fake data
is significantly different from the real data, the discrimination
network refuses the fake samples with high probability. Thus, it
gets trapped in local optimums. With training G to maximize
D(G(z)), this local optimums’ problem could be solved. GAN
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structure includes two different networks: Generator network
and discriminator one. Some random input comes to the
generator network which makes fake data. The fake data then
goes to the discriminator network that also has some real data,
and this network is supposed to classify the data as real or fake.
The loss for generator and discriminator is also calculated.

Recurrent neural networks: Recurrent neural networks are
a type of network that is trained with a sequence of training
examples: ((X1), (y1)), (X2), (¥2)), ...((Xm), (ym)))- The vectors
X; and y; are representing input and output, respectively, m
is the number of training examples, and ¢ is the index of the
training example. The steps below are performed in the RNN
to calculate the output (De Mulder et al., 2015):

aj(t) = T ajixi(t) + S pjihi(t — 1), j=1,...,ng ()
hi(t) = Faj(0), j=1,....ny 3)

bi(t) = £ Bjihi(1), j=1,....n (4)

0i(t) = G(bj(1), j=1,....n ()

The «@ji, Bji, and ¢j; are weights (the parameters) of
the network. As we know, like other ANNSs, there are
hidden neurons in the first hidden layer that receive the
input vector X; and calculate the linear combination of the
individual components, in addition to performing a nonlinear
transformation (F activation function). The hidden neurons
receive input values from both the input neurons and the hidden
neurons. This is contrary to feedforward neural networks that
only receive input values from the input neurons (De Mulder
et al, 2015). The result will be sent to the output neurons
that will calculate the output values 0j(¢). The variables ny
and ny are the number of input layers and hidden layers,
respectively. F and G are the nonlinear functions chosen by
the user. The function F is often chosen as a Sigmoid function
or as a hyperbolic tangent (De Mulder et al., 2015). For less-
consuming computational time, the hyperbolic tangent function
can be approximated by the hard tangent hyperbolic (Collobert
et al., 2012). Recurrent Neural Networks have a great impact
during the COVID-19 pandemic. For example, a paper used it to
propose the state-of-the-art RNN models to predict the country-
wise cumulative COVID-19 confirmed cases, recovered cases,
and fatalities (ArunKumar et al., 2021). In contrast to some other
types of ANNs, RNN is a powerful and robust type of artificial
neural networks that uses existing time-series data for future
data forecasting over a specified length of time (ArunKumar
et al., 2021). Additionally, in some studies, one who works on
sequential data like audio recognition may use another ANN
such as CNN for feature engineering and extraction. Since RNN
is an ideal model for solving sequential tasks (Sutskever et al.,
2014), the output of the CNN phase, which is some feature
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TABLE 1 The acronyms used in this paper.

Acronym Description

Al Artificial Intelligence

DL Deep Learning

ML Machine Learning

vC Voice Conversion

SS Speech Synthesis

TTS Text-to-Speech

RNN Recurrent Neural Network
CNN Convolutional Neural Network
GAN Generative Adversarial Network
ANN Artificial Neural Network

DNN Deep Neural Network

ED Encoder-Decoder

Conv Convolutions

ResNet Residual Network

TCN Temporal Convolutional Network

vectors, is the input of a RNN, and the output of RNN could be
classified data (Xie et al., 2021). In addition, RNNs without any
other ANN networks are also used for many different problems,
especially sequential ones. RNNs are widely used for speech
emotion recognition by different researchers (Lee and Tashev,
2015; Tzinis and Potamianos, 2017; Li et al., 2021).

Table 1 shows the full forms of the acronyms used in this
survey.

In the following sections, we categorize deepfakes. Then, we
describe each of these types of deepfakes and ways by which they
can be detected and created.

3. Deepfake categories

In this paper, deepfakes are categorized as audio, text, video,
and image deepfakes. For each category, related papers are
surveyed and the technology trends and frameworks are briefly
discussed. As we mentioned earlier, audio deepfakes have been
ignored in the surveys related to deepfakes. Therefore, to the
best of our knowledge, this paper is the first survey focusing on
generating and detecting audio deepfakes. In the audio deepfake
section, we discuss some important frameworks in detail and
provide readers with sufficient guidance for audio deepfake
tools, some of which are shown in Supplementary Table 1 in the
Appendix. In the following sections, we explain the deepfake
categories.

3.1. Audio deepfakes

Speech synthesis is the artificial speech that may be created
by different technologies such as an audio deepfake. Audio
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deepfakes are Al generated or edited/synthesized to create fake
audio that seems real. The subtypes of audio deepfakes are
text-to-speech and voice conversion (including impersonation).
As we will explain later, detecting audio deepfakes is really
important since there have been some criminal activities using
audio deepfakes in recent years. To achieve audio deepfake
detection, one first needs to know the generation methods.
Figure 1 shows audio deepfake generation methods, and
Figure 2 shows audio detection tools and trends. Figure 1A
indicates the frameworks that are often used in text-to-
speech systems, and Figure 1B includes these frameworks for
converting someone’s voice. In addition, as we will discuss later,
there are some non-Al-generated audio fakes, which we refer to
as spoofs throughout the paper. There is another type of audio
fakes called replay attack. This type of attack could be done
simply using mobile phones or other available technologies.
Although, one may use Al for a replay attack, it is not considered
as a true deepfake due to the fact that one does not necessarily
need Al to perform this type of attack. However, we also cover
this type of audio in the literature because first, it is one of
the most commonly used audio spoofing technique which has
a lot of victims. Second, people use deep learning methods
to detect this type of attack. Third, it may be also be created
using Al-based technologies. Figure 1 shows the aforementioned
categories. Audio fakes’ methods are divided into two main
categories: non-Al generated (replay attack) and AI generated
or audio deepfake (text-to-speech and voice conversion). All
of the aforementioned subcategories are discussed in detail in
this section. The reader is also provided with the most recent
and significant frameworks of each subcategory, as well as a
quick guide for audio deepfake tools. In this section, both
technical and theoretical information regarding different types
of audio deepfakes and sufficient guidance for either generation
or detection of audio deepfakes are provided. The summarized
architectural schematics of some of the frameworks are given to
help readers understand how they are designed. The purpose
of these figures is to provide a quick and summarized look
at different audio deepfake framework architectures. These
frameworks’ diagrams are color-coded, so orange and green
refer to fake and real, respectively, also blue means using neural
networks. After the architectural scheme, the most important
methods related to each subcategory are given in the related
sections. There are plenty of text-to-speech frameworks. A few
of them are shown in the Figure 1A (Kim et al., 2020; Ren et al.,
2020; Luo R. et al., 2021; Yan et al., 2021; Zhang C. et al., 2021).

3.1.1. Non-Al generated: Replay attacks

Replay attacks are defined as replaying the recording of a
target speaker’s voice. The two subtypes are far field detection
and cut and paste detection attacks (Pradhan et al., 2019).
In far field detection replay attacks, the test segment is a
far field microphone recording of the victim that has been

frontiersin.org
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FIGURE 1
(A) Audio deepfake generation, text-to-speech. (B) Audio deepfake generation, voice conversion. (C) Audio fake generation frameworks.

replayed on a phone handset with a loudspeaker. Cut and paste against voice assistants, which is dangerous especially since most
detection system is if a recording is made by cut and paste short voice assistants are used in the home (Pradhan et al., 2019).
recordings to fake the sentence required by a text-dependent Defense: Some advantages of this category are that to
system (Pradhan et al., 2019). defend against replay attacks one can use text dependent speaker
Attack: Replay attacks are a threat to speaker verification verification (Villalba and Lleida, 2011). A current technique that
systems because of low-cost recording devices and phones detects end-to-end replay attacks is by using deep convolutional

(Villalba and Lleida, 2011). Also, replay attacks can be used networks (Tom et al., 2018), which is shown in Figure 3. Figure 3
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Audio deepfake detection frameworks.

Deep Sonar

is an overview of the end-to-end replay attacks detection
framework by using deep convolutional networks (GD: Group
Delay, GAP: Global Average Pooling, and FC: Fully Connected
layer). Some of the replay attack detection systems have been
proposed by working on the features which are fed into the
network (Witkowski et al., 2017). Others have improved the
networks used or have worked on both of the networks and
features (Lavrentyeva et al, 2017; Nagarsheth et al, 2017;
Gonzalez-Rodriguez et al., 2018; Huang and Pun, 2019, 2020; Lai
et al, 2019; Li et al,, 2019). Additionally, before the ASVspoof
Challenge 2017 (Kinnunen et al., 2017; Lavrentyeva et al., 2017),
there were only a couple of research papers done on replay
attack, and after this challenge, more approaches for this attack
were researched (Tom et al., 2018; Pradhan et al., 2019). Machine
learning is not very effective for finding replay attacks because of
overfitting due to the variability in speech signals (Li et al., 2017).
It was found in the technique to detect replay attacks with deep
convolutional networks that they were able to get a perfect Equal
Error Rate(EER) of 0% for the development and evaluation set
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for ASVspoof2017 (Kinnunen et al., 2017). It means that the
performance of the detection technique was really better than
the previous ones; the best EER was 12% in the development set
and 2.76% on the evaluation as stated in other literature (Tom
etal., 2018).

3.1.2. Al-generated audio fakes

Speech synthesis is one of the most important audio
deepfake principles, and defined as artificially producing human
speech by means of software or hardware system programs. One
of the leading speech synthesis and audio deepfakes companies is
Lyrebird-Descript, which uses deep learning models to generate
1,000 sentences in a second. It can also copy a voice fast, be
adapted quickly to create what the creators want the phrase
to be, and is language-agnostic. It can be used in the radio
industry, traffic reports with auto voice overs, and streaming
news bulletin systems, and the options are endless (Descript,
n.d.). Unfortunately, SS systems can be used for nefarious
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FIGURE 3
Replay attack end-to-end detection. The audio input comes to group delay grams which are novel time-frequency representations of an
utterance. Also, the novel attention mechanism softly weights the GD grams. The ResNet-18 network and its GAP layer are used to provide
attention maps for a second stage of discriminative training.

purposes like creating a fake persona and stirring up political
or societal drama. One needs a lot of processing power and
data storage to create SS although the processing power is
becoming less as the programs get better. It heavily depends
on the speech corpus quality to make the system and, and it
is expensive to create speech corpora (Kuligowska et al., 2018).
It is probably easier to modify/update corpus than record a
new one (Kuligowska et al., 2018). Sparsely spoken languages
that do not have a standardized writing system make it hard
to make a good speech synthesizer and linguistic components
not easily available in all languages of the world also make
it hard (Kuligowska et al., 2018). Another disadvantage is
that SS systems do not recognize periods or special characters
(Kuligowska et al., 2018). Ambiguities with homographs are the
largest, which is when two words have different meanings but
are written the same way (Kuligowska et al., 2018). Prosody,
which means rhythm, stress, and intonation of speech, is one of
the principles of a speech synthesizer system, and facilitates the
implementation of complex psychological and phonetic impacts
(Wolters et al., 2007). Prosody that changes the intelligibility and
naturalness of speech synthesis systems is another disadvantage
(Kuligowska et al., 2018). The problems can occur from prosodic
bases, i.e., speech with little presence of emotions to the range
of nuances aligned with an expression (Kuligowska et al., 2018).
Accents can be hard to imitate because they lack dialect variation
modeling (Kuligowska et al., 2018). Many synthesizers speak
with a specific accent but a lot of it is not considered the
“standard” accent of a certain language like how a person would
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sound (Kuligowska et al., 2018). One can sometimes tell it is not
human-like because there is no breathing, laughter, pauses, and
sighs among other things in human speech (Kuligowska et al.,
2018).

3.1.2.1. Speech synthesis (Text-to-speech)

Audio deepfake includes text-to-speech (TTS), which
analyzes the text and makes the speech sound in line with text
inputted using the rules of linguistic description of the text. An
advantage of using text-to-speech is that it makes human-like
speech from scratch and can be used for purposes like reading
text and being a personal AT assistant, like Siri. Another benefit is
that text-to-speech can offer different accents and voices instead
of pre-recorded human voices. Text-to-speech takes text as an
input; however, when a synthesis request is sent to TTS, a voice
should be specified to speak the words; therefore, we can say that
the SS-TTS models have been trained using audio samples of
actual speeches. Besides the voice, some of the other aspects of
the data output created by speech synthesis can be configured.
TTS supports configuring the speaking rate, pitch, volume, and
sample rate hertz (“Cloud Text-to-Speech basics””).

Attack: There are various generative networks that can
be used to perform TTS attacks. Figures 4-8 are provided to
help readers understand some of the architectures of speech
synthesis TTS’s generation frameworks and how networks are
used. All of the architectural figures in this paper are the authors’

7 https://cloud.google.com/text-to-speech/docs/basics
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Char2Wav. It gets text as input, then brings it to an encoder and then decoder that both of them are RNN based, the output of this phase is
linguistic features. The vocoder takes the linguistic features and gives audio.
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FIGURE 5

WaveNet. The input text is presented to causal convolutions, then the output comes to dilated convolutional layers, and then goes to gated
activation units, and the activation functions. The Activation Function box includes two (Relu activation functions followed by 1 x 1 layers) plus a
Softmax activation function. The figure above also shows the residual block used in WaveNet.

interpretations of the proposed models based on the original
architectures. Figure 4 shows Char2Wav that is an end-to-
end speech synthesis generation framework. Figure 5 presents
WaveNet (Oord et al., 2016), which is based on PixleCNN. The
distribution of the conditional probability below is modeled by
WaveNet:

T
pe) = [ [ pxelxrs oo xe-1)

t=1

(6)
In this formula x = xp,..,x; is a waveform, and x;
is an audio sample. The gated activation unit that is used
in WaveNet is: tanh(Wf)K * X) - a(Wg’k * x) where * and -
respectively denote a convolutional operator and element-wise
multiplication operator, o(-) is a Sigmoid function, k is the
index of the layer, W represents a learn-able convolution filter,
f means filter and g denotes gate. In Figure 5, the text is input
for the causal convolution with no pooling layer (the input
and output have the same dimensions). Causal convolution is
implemented by shifting the output of a normal convolution by
a few timestamps. The dilated causal convolutions are used to
increase the receptive field by orders of magnitude. The SoftMax
activation function is used to model the conditional distribution
p(x).
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Figure 6 shows the overall structure of WaveGlow. Given
that text-to-speech synthesis often includes two phases (encoder
and decoder), WaveGlow focuses on the second phase.
Therefore, WaveGlow is regarding transforming some time-
aligned features, such as a mel-spectrogram obtained from
encoder, into audio samples (Prenger et al., 2019). Input vectors
(X) will be processed by the “steps of flow;” which includes an
invertible 1 x 1 convolution followed by an affine coupling
layer. The coupling layer is charged with the maintenance
of the invertibility for the overall network. After network
training, z values are randomly sampled from a Gaussian and
run through the network. Tacotron 1 and 2 are presented in
Figure 6. Tacotron, was originally suggested in 2017 (Wang et al.,
2017). In Figure 6A, the system includes CBHG which is (1-
D convolution bank + highway network + bidirectional GRU)
(Lee et al., 2017). Tacotron is an end-to-end text-to-speech
generative model that performs the entire synthesis of speech
from the characters and the model can be trained from the
ground up with random initialization given the text, audio pairs
(Wang et al., 2017). Tacotron2 is an advancement of Tacotron
and is a neural network architecture that achieves speech
synthesis from text (Shen et al., 2018). It does this by means
of a recurrent sequence-sequence feature prediction network,
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WaveGlow. The text input goes to a single network which is
CNN based, and also tries to maximize the likelihood of the
training data, and produces the audio output. X is a group of 8
audio samples squeezed as vectors.

which maps character embeddings to mel-spectrograms which
is followed by a modified WaveNet (Oord et al., 2016) model
that acts like a vocoder to synthesize time domain waveforms
for those spectrograms. Therefore, Tacotron 2 (Shen et al,
2018) system includes two components. The first component
is a recurrent sequence-to-sequence feature prediction network
with attention. The output of this component is a predicted
sequence of mel spectrogram frames. The second component
is a modified WaveNet vocoder. In Figure 6, attention means
Location Sensitive Attention.

Figure 7 shows Deep Voice3 (Ping et al., 2018), which
includes three parts:

e Encoder: residual convolutional layers are used to encode
text into per-timestep key and value vectors.

e Decoder: (key, value) is used by decoder to predict
the mel-scale log magnitude spectrograms. It contains
causal convolutional blocks. Mel-band log-magnitude
spectrogram is used as the compact low-dimensional audio
frame representation. Two loss functions are used : L1
loss based on the output mel-spectrograms, and a binary
cross-entropy loss based on the final-frame prediction. The
following steps are performed in the decoder:

- Generating audio in auto-regressive manner.

- The decoder starts with Pre-Net, followed by a series of
attention blocks and causal convolutions that generate
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queries to be utilized to attend over the encoder’s hidden
states.

— Finally, a fully connected layer gives the next group
of audio frame to the convertor and a binary final
frame prediction (will be the last frame of the utterance
synthesized or not).

- Losses are calculated.

e Converter: A fully-convolutional post-processing network.
Based on the chosen vocoder and the decoder hidden states,
it predicts the vocoder’s parameters. Dotted arrows mean
the autoregressive process during inference.

The structure of MelNet (Vasquez and Lewis, 2019) is
given in Figure 8. MelNet works in an autoregressive manner,
and predicts a distribution element-by-element over the time
and frequency dimensions of a spectrogram. The network
includes different computational stacks that extract features
from different pieces of the input. Then, these features will be
collectively summarized to make the full context.

The stacks are described as follows:

e Time-delayed stack extracts features which aggregate
Information from all previous frames. Multiple layers of
multi-dimensional RNN are used.

o Centralized stack contains an RNN. The RNN, at each
time-step, takes an entire frame as input and gives a single
vector that includes of the RNN hidden state as its output.

e Frequency-delayed stack uses all the previous elements in
one frame. This is a one-dimensional RNN which moves
forward along the frequency axis. This operates on a one-
dimensional sequence (a single frame) and predicts the
distribution of each element conditioned on all preceding
elements and the outputs of the time-delayed stack.

The previous-layer’s outputs of the frequency-delayed stack are
W (I — 1), and K*(I) and h(l) are current-layer’s output of the
time-delayed and centralized stacks, respectively. The outputs
of the final layer of the frequency-delayed stack are used to
compute the needed parameters for the audio generation.

Using neural network text-to-speech synthesis can make
the speech audio in the voice of many speakers even those
not in the training. This only needed 5 s (Jia et al, 2019).
The first model to synthesize audio directly from text was
Char2Wav which is end-to-end speech synthesis which has a
reader and a neural vocoder to accomplish this (Sotelo et al.,
2017). Baidu 3 Voice introduced a completely novel neural
network architecture for speech synthesis and lets one use
over 800 h of training data and synthesizes speech for over
2,400 voices, which is significantly more than other previously
published text-to-speech models (Ping et al., 2018). Deep Voice
1 was the first to operate in real time for deep neural networks
for text to speech, which is the foundation for end to end
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(A) Tacotron. The model takes input characters, then goes to some RNN based networks as well as a 1-D convolution bank + highway network
+ bidirectional GRU. Then, it gives the corresponding raw spectrogram as output, that is fed to the Griffin-Lim reconstruction algorithm for
speech synthesizing. (B) Tacotron 2. Text characters are input then they go to embedding, PreNet, three convolutional layers, bidirectional
LSTM, attention, 2 LSTM layers (recurrent sequence-to-sequence feature prediction network), Linear Projection, Modified WaveNet as vocoder.
Then it outputs the wave. (C) Deep Voice3. Text characters are inputs, then they go for embedding, prenet, convolutional blocks and postnet
that all of them are considered as the encoder. The output of this phase goes to the decoder which contains: prenet, attention blocks, causal
convolutions, a fully-connected layer, and a binary final frame prediction. Then, it can use one of the existing vocoders for producing audio

(WORLD, Griffin-lim and Wavenet)

neural speech synthesis (Arik et al.,, 2017) and Deep Voice 2
(Gibiansky et al., 2017), was able to reproduce many voices
using the same system. Moreover, most neural network based
models for speech synthesis are auto regressive, meaning that
they condition the audio samples on previous samples for long
term modeling and are simple to train and implement (Prenger
et al.,, 2019). A new company called Lyrebird-Descript Al uses
deep learning to take bits of sound to transform speech and
only needs a minute sample of someone’s speech, like Barack
Obama, to adapt to any voice (Descript, n.d.)®. Lyrebird, which is
an Al research division within Descript, is faster than WaveNet
for text-to-speech because it can generate 1,000 sentences in a
second which is important for real time apps (Descript, n.d.)°. It
can also copy a voice fast and is language agnostic. On the other
hand, WaveNet listens to hours of raw audio to make sound

8 https://www.descript.com/lyrebird
9 https://www.youtube.com/watch?v=YfU_sWHT8mo
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waves sounding like a human voice. Voco is a speech synthesis
framework, but includes text to speech and voice conversion
of the text-based editing, pitch profile, and manual editing of
length and amplitude (Jin et al., 2017). It was created by Adobe
research and Princeton University students at the Adobe Max
2016 presentation and it sounds more human-like because of
those features. It would have allowed those who are not pros
to edit and search the transcript fast. Additionally, some widely
published techniques for synthesis include Tacotron 2 (Shen
et al,, 2018), Tacotron (Wang et al., 2017), WaveGlow (Prenger
etal., 2019), and MelNet (Vasquez and Lewis, 2019). Sometimes
a combination of techniques have had papers written about them
and one can find the GitHub repositories for this technique,
which makes it more available and therefore people can help
further the research (for example, Supplementary Table 1 in the
Appendix, GitHub links). WaveGlow is a combination of Glow
(Kingma and Dhariwal, 2018b) and WaveNet (Oord et al., 2016)
that gives efficient, fast, and high-quality audio synthesis and

11 frontiersin.org
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summarize the entire context.

MelNet. The model gives the input to the three aforementioned stacks. The stacks extract features from different input sections to collectively

does not need autoregression (Prenger et al., 2019). It also only
needs a single network for implementation and can make high-
quality speech from mel-spectrograms. MelNet is described as
a generative model for audio in the frequency domain. It uses
an expressive probabilistic model and multiscale generation
procedure to create high-fidelity audio samples that snapshot
the structure at timescales that time-domain models have not
achieved (Vasquez and Lewis, 2019).

Defense: The text-to-speech detection systems are also used
for voice conversion detection, so we review the detection
methods for these two categories in the Voice Conversion
Defense section.

3.1.2.2. Voice conversion and impersonation

The last subcategory of audio deepfakes is voice conversion,
which takes the speech signal by the first speaker, the source, and
modifies it to sound like it was spoken by the second speaker,
i.e., the target speaker. Voice conversion could be helpful for
flexible control of speaker identity of synthetic speech in text-to-
speech (TTS). A benefit of using voice conversion is it can help
those with speech disorders, which is useful for rehabilitation
medicine (Abe et al., 1990; Toda et al., 2016). For example, those
with dysarthria can transform the vowels of the speaker into
a vowel space of a speaker that does not have dysarthria, with
the speech intelligibility greatly improved (Kain et al., 2007).
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It can also be used to personalize speaking and hearing aid
devices and also speech-to speech translation. Voice conversion
can be used for education by making a prosodically correct
version of the utterances from foreign language learners to use
in pronunciation training that is computer-assisted (Felps et al.,
2009). It can be used for entertainment to take the emotion
shown in a speech and transform it to another speech (Akanksh
etal., 2016). It can take emotional speech and synthesize it from a
typical reading that is neutral speech (Akanksh et al., 2016). The
last example that can be used for entertainment is one can make
multi-singer voices that vary with a conversion model used on
a single-singer database utilizing direct waveform modification
based on spectrum differential without vocoder based waveform
generation (Kobayashi et al., 2014). Impersonation that can
be considered as a kind of voice conversion is pretending to
be another person for the purpose of fraud or entertainment.
The advantages of impersonation include not having to pay
voice actors for movies or TV shows and other uses for the
entertainment industry. It can be used for readings of audio
books with famous celebrity voices. Last, it is faster now to
impersonate with new technology and one company called
Overdub (Descript, n.d.) can do an impression of any voice with
1 min of sample audio. The possibilities are endless though and
those are not the only instances where voice conversion can be
used for good.
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FIGURE 9
Impersonation using GAN. The GAN contains 6-layer CNN encoder and transposed6-layer CNN as its generative networks.The discriminative
network contains 7-layer CNN with adaptive pooling.

Attack: Some drawbacks of voice conversion include
phonetic issues, prosody, quality, similarity, overfitting, and
threats to speaker verification systems so we need to push
the anti-spoofing capabilities to improve in normal speaker
verification systems (Wu and Li, 2014). Some disadvantages
of impersonation using voice conversion are that there are
many ways this can be used for fraud, such as the instance of
impersonation of the German CEO. This was the first known
instance of a deepfake voice scam and it could increase in the
next couple years if this software becomes better and more
available to the general public (Stupp, 2019). GANs can be used
for voice impersonation like the framework that is presented
in Figure 9 (Gao et al.,, 2018). This research (Gao et al., 2018)
used a neural network framework to impersonate voices from
different genders well with reconstructing time domain signals
with the Griffin Lim method. This led to the model creating very
convincing samples of impersonated speech. In Figure 9 D4 and
Dp are the discriminators. The discriminator Dy, determines
if the original and transformed signals match the desired style. It
uses the following style loss: Lp g5 — A = d(Ds(xa, labels) +
d(Ds(xaB), labelp) + d(Ds(xaBA), labely).

We note that voice conversion could be done without DL
methods. One of the most important bases for voice conversion
is the joint density Gaussian mixture model with maximum
likelihood parameter trajectory generation considering global
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variance (Toda et al., 2007). This model is also the baseline
of the open-source Festvox system that was the main voice
conversion toolkit in “The voice conversion challenge 2016”
(Toda et al., 2016). Voice conversion can be also based on other
methods such as neural networks as well as speaker interpolation
(Iwahashi and Sagisaka, 1995; Narendranath et al., 1995; Toda
et al.,, 2007). When voice conversion is based on deep learning
methods, it can be safely considered as a true deepfake. In
recent years GANs are widely used for voice conversion due
to their flexibility as well as high-quality results. For example,
a singing voice conversion (SVC) framework using GAN is
proposed (Sisman et al., 2019). They tried to convert a source
singer’s voice to sound like that of the target singer, without
changing the lyrical content with the use of a GAN-based
model (Sisman et al., 2019). In addition, since most of the
VC algorithms are for using parallel data, Fang et al. (2018)
has proposed a CycleGAN-based voice conversion system for
nonparallel data-based voice conversion training. A CycleGAN
is a GAN-based model for unpaired image-to-image translation,
but Fang et al. (2018) used it to develop a voice conversion
system that exceeded the performance of some state-of-the-art
parallelVC methods. Also, StarGAN-VC is a framework that
allows non-parallel many-to-many voice conversion by using
a variant of a GAN (Kameoka et al., 2018). StarGAN also is
originally an image-to-image translation system (Choi et al,,
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2018). Using text-to-speech networks in the structure of voice
conversion may generate high-quality audio like ASSEM-VC
(Kim et al., 2022), which is the state-of-the-art voice conversion
system in terms of its naturalness. Due to the results of this
study and their available code on Github, one can generate
a very natural sounding voice *°. ASSEM-VC takes advantage
of text-to-speech networks in its structure, the quality of the
audio output depends on vocoder fine tuning in addition to
the effect of pitch and linguistic features. In discussion with
the authors it appears that despite the good output quality, the
linguistic encoder of ASSEM system may not be robust to unseen
speakers and utterances. The authors have solved this issue using
Cotatron alignment (Park et al., 2020). Cotatron-VC is another
voice conversion platform that estimates alignment between the
input speech and its transcript in an autoregressive manner
(Park et al., 2020). However, some noise in the input speech may
corrupt the alignment estimated using Cotatron.
Supplementary Table 1 in the Appendix is provided, and it
contains different audio deepfake tools, their summarized key
features, and high-starred GitHub repository links. Therefore,
one can use this quick guide table to generate their own audio
deepfake samples, or to have the ability to detect them.
Defense: Since Al techniques are used in audio deepfake
detection as we discussed in Section 2.1, we can categorize
the detection methods into DL and ML groups (Almutairi
and Elgibreen, 2022). Although it seems that the DL methods
often outperform ML ones in terms of accuracy, it still worth
trying both in terms of generalizability. Some ML models
require more complex pre-processing phase, so in these cases
DL models are a better choice. Khochare et al. (2022) used
different Ml and DL methods on a new dataset called FOR
(Reimao and Tzerpos, 2019). Machine learning models, such
as Support Vector Machine, Random Forest, and K-Nearest
Neighbors, could not achieve very high metrics, and the best
of them stopped at 0.67 accuracy. There are a lot of different
DL frameworks for audio spoof detection. ResNet, which was
firstly used for image recognition, is utilized as the base of
the audio spoofing (VC and SS) detection system (Chen et al.,
2017). It is also improved to reduce EER metric as well
as solve the generalization problem (Chen T. et al, 2020).
Some also used temporal types of neural networks, namely
Temporal Convolutional Networks (TCN) and achieved great
results (Khochare et al., 2022). TCN has outperformed multi-
layer perception in audio spoof detection (Tian et al., 2016).
TCN has a good ability in capturing temporal dependencies
in data (Chen Y. et al., 2020), which could be used in audio
deepfake detection (Khochare et al., 2022). Some used RNN-
based biLSTM networks to detect the deepfakes and have good
performance (Arif et al., 2021). However, still TCN and ResNet
seem better in terms of accuracy. In addition, some of the
audio spoof detection systems have been extended by working

10 https://github.com/mindslab-ai/assem-vc
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on the features which are fed into the network (Balamurali
et al, 2019). While others have worked on the networks
used or both of the networks and features (Scardapane et al.,
2017; Alzantot et al., 2019; Chintha et al., 2020; Rahul et al,,
2020; Wang et al, 2020b; Luo A. et al., 2021). Therefore,
besides the modeling phase, the features which are fed to the
models are really challenging in the field of audio deepfake.
Most of the features are the spectral features obtained from
audio data, a comprehensive review of the different features
which are used in audio deepfake detection could be found in
Almutairi and Elgibreen (2022). Also, Blue et al. (2022) used
a novel approach in terms of finding ideal feature set to be
fed in different ML and DL models. They have constructed
a mathematical model for simulating a speakers vocal tract
based on the amplitudes of specific frequencies present in
their voice during a certain pair of adjacent phonemes (Blue
et al., 2022). Although this study achieved a high accuracy,
the drawback is they used fake samples generated based on
Tacotron 2; therefore, it is needed to test the generalization of
their method when using the other types of text-to-speech or
VC networks.

Some methods use the power of layer-wise neuron activation
patterns with the assumption that they can capture the
imperceptible differences between fake and real audios (Wang
et al, 2020a). The study (Wang et al, 2020a) proposes an
audio deepfake detection system called DeepSonar capable
of both VC and text-to-speech samples. They achieved
very good accuracy using a simple binary classification
since their extracted features are quite distinguishing (Wang
et al., 2020a). Figure 10 shows the overall architecture of
DeepSonar.

3.2. Text deepfake

The text deepfake field is teeming with papers and
techniques to create deepfakes; however, detection methods are
catching up but not fast enough. One of the subcategories of
a textual deepfake is exposed fabrications, which are those
that are being fraudulently reported, like tabloids and yellow
press that use sensationalism and eye-catching headlines to get
more profit/traffic. Yellow press or yellow journalism, which has
been popular and uses exaggerations and obvious falsification,
can also be called fake news. A recent case example was
from a Nebraska TV news fell for a scam call claiming that
the post office was closed due to the coronavirus, spreading
misinformation to the public and affecting those who need
to use the post office (Smith, 2020). It is especially hard to
know if something is an exposed fabrication on social media
because people are not required to post where the information
was sourced from and some people will just believe what the
post says without checking other sources for themselves. For
example, recently, the New York Times cited a gender blind
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tech study in February but published an editor’s note later
to say it could not confirm if the study was true and the
recruiting firm Speak with a Geek who did the supposed study
was not shown to have been published anywhere (Smith, 2019).
Different misinformation tactics, especially Al-generated ones,
will probably be more advanced and perhaps harder to detect
in elections to come. A survey by Zignal Labs displayed that
out of over 2,000 adults in the U.S., 86% do not always fact
check articles read from a link on social media (Kanski, 2017).
Also, 27% of respondents from the survey say they do not fact-
check articles they share. Recently, Instagram has added a feature
that shows that a content might be misinformation (Constine,
2019).

The next subcategory of textual deepfakes are humorous
fakes. This type of a text deepfake is different from the others
in its purpose, and intends to fool people using humorous fakes.
There are different websites using this type of deepfake for
providing entertainment (Yankovic, n.d.). The last subcategory
of textual deepfakes is the large hoax, which is falsification
or deliberate fabrication in mainstream media that attempts to
deceive audiences that it is real news which can be picked up
by traditional news outlets. For example, NBC San Diego, CBS
Austin, and others published stories about tortillas having health
benefits for certain types of cancer. The story was disproved
by experts so it was retracted from the news sites (NBC News,
2019). If these hoaxes are not fact checked by mainstream
news outlets or those spreading information on social media,
it can be hard to know what information out there is fake.
There are some tools coming out that will help journalists and
front line workers fact check images, such as Google Assembler
(Assembler, n.d.).

3.3. Video deepfake

Generally, video editing has been around since 1997 like in
the movie Forrest Gump to digitally put in archival footage of
JEK and manipulate his mouth movements (O’Sullivan, 2019).
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Later, deepfake technology made video editing more believable.
Many YouTube channels like Ctr Shift Face (Ctrl-Shift-Face,
2021) post video deepfakes with increasing capabilities due to
the new tools and the vast amount of training data that is
available on the internet. There has been quite a few research
papers on the creation and detection side of deepfakes. Also, the
amount of deepfake videos has about doubled from a 2018 report
from Deeptrace which said there were 7,964 videos on the web
(Ajder et al,, 2019). Their 2019 report counted 14,678 deepfake
videos and the amount of deepfakes by the end of 2020 will
probably have increased greatly (Ajder et al., 2019). Deepfake
videos can also sow seeds of distrust in politicians or anyone
for that matter. For example, in Malaysia a same sex video
was released of the Minister of Economic Affairs Azmin Ali
(Reuters Staff, 2019). The aide said the video was real but Azmin
along with his supporters said it was fake and made to sabotage
his career since having sex with the same gender is banned in
Malaysia (Reuters Staff, 2019). The video was not proven to
be fake by experts. This can make people disbelieve true facts
because it is uncomfortable. This is called the liars dividend: the
risk that liars will invoke deepfakes to escape accountability for
their wrongdoing (Engler, 2019). The first subcategory of video
deepfakes is reenactment, in which a person manipulates the
identity to impersonate it and control what the identity says
or does for the expression, body, dubbing, pose, and gaze. The
expression refers to the reenactment which drives the expression
of the face. An example of this is a video where the Mona-
Lisa was smiling, talking, and moving in different positions
(Zakharov et al., 2019). The mouth reenactment is also called
‘dubbing’ or lip sync. The pose is when one head position
is driven by another and the gaze reenactment is where the
direction of the eyes and the position of the eyelids are driven by
another. The last sub-categorization for reenactment is for the
body which uses human pose synthesis or pose transfer which
is like a facial reenactment (Mirsky and Lee, 2021). A benefit of
reenactment deepfakes is if one can not dance, one can transpose
a dancer’s moves onto ones own prerecorded video to look like
one can dance (Chan et al., 2019). It can be used for other modes
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of entertainment like the many lip sync videos, for example
Jordan Peele making a video where he dubbed his voice over
Barack Obama, since he can do good impressions. A group of
researchers from the University of Washington in Seattle in 2017
also dubbed former president Barack Obama so his lips moved
in time with words from a very different speech. They did this
by training on many hours of his weekly address footage and
using a recurrent neural network that would use the mapping
from raw audio features to mouth shapes (Suwajanakorn et al.,
2017).

Video synthesis and editing is when one creates a video
without a target to base it off of. It can be beneficial as
entertainment for those who see the video or made it. On the
other hand, it can make people think that the video was not
synthesized and is real. Editing and synthesis are very similar
in the regards that you are creating a new video when editing
while synthesis you are creating an entire new video. Editing is
another subcategory in which attributes are added, removed, or
altered, which can be regarding the person’s facial hair, target
clothes, age, weight, and ethnicity or it can be related to the
background like adding a tree that was not there (Mirsky and
Lee, 2021).

FaceSwap: The last category of video deepfakes is FaceSwap,
which is when someone’s face in an image or video is replaced
with another persons face. Faceswapping can be used for
entertainment and Disney has recently developed technology
that makes the face swap quality even better so they could
use it to have any actor/actress in their movies. For example,
models from Deepfake Lab made images that were 256x256
pixels but Disney’s resolution is substantially better with 1024
x 1024 pixels. To achieve this, they use progressive algorithm
training, stabilization technology and lighting effects (Naruniec
et al., 2020). Also, Ctrl Shift face (Ctrl-Shift-Face, 2021) and
other YouTube accounts do many face swap videos with famous
actors swapped in movies or other videos. For example, he
used clips from American Psycho but used Tom Cruise instead
of Christian Bale as the main actor. For another example,
Mark Zuckerberg’s face was swapped in a video made by an
artist that wanted to draw attention to FacebooKk’s privacy
data scandals and to teach people about how easily digital
propaganda can be made (Rea, 2019). It was very realistic
looking and if the person did not know the context of the
video or who it was made by, they would believe that it was
real.

There also was an app made that has since been taken
down called FaceApp that allowed anyone to recreate videos
with their own datasets and had been widely used for Faceswap
for non consensual porn. Even everyday people have fallen
victim to deepfake porn because a young woman named Noelle
Martin’s was a victim of non-consensual porn. She became an
advocate to prevent it from happening to others and there were
no laws in place in New South Wales against this previously
(Harris, 2019). She advocated for these protections and they
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were set in place in New South Wales in 2017 and in 2018
at the Commonwealth level and in Western Australia (Noelle
Martin, 2019). There has been a plethora of research on face
swapped images and videos and since the technology has been
around and used since the early 2000s. Yet, the technology
has gotten exponentially better and used more widely. The
biggest trend of face swapped videos is deepfake porn which
will continue to grow unless quick action for detection methods
or prevention for this content allowed on Reddit is done.
Also, a California Law AB 602 banned porngraphic deepfakes
that were made without consent (Sierra, 2020). This allows
state residents to sue anyone who uses a deepfake to place
them in pornographic material without consent. Although there
needs to be more laws in place like this in every state in
the USA because it can happen to anyone in any state or
country. It is very hard to trace the source since, in most
instances, someone had made it in another country. Writing
in new laws into policy can take a while and may not catch
up to how fast deepfake technology is changing. Also these
laws can protect people impersonating others that could ruin
their reputation like pornographic deepfakes, which is 96% of
deepfake videos according to research by DeeptraceLabs (Ajder
et al., 2019). It is also important for companies like Youtube
to have disinformation policies so people know what they
are watching and seeing on social media that they can trust.
Conversely, because of varying policies in other countries and
with no legal jurisdiction, it can be hard to regulate deepfakes
especially if it is created in another country. Snapchat had
acquired the technology that helps make the filter with the facial
mapping called Looksery by the same CEO of Al factory in
2015 (Spangler, 2020). An app called Zao (Murphy and Huang,
2019) has become very popular less skilled users can faceswap
their bodies of movie stars and put themselves into well-known
movies and TV clips. It was the most downloaded app among the
Chinese apps over the weekend of 30 August. Zao (Murphy and
Huang, 2019) is owned by Chinese hookup and live-streaming
company Momo Inc. (Murphy and Huang, 2019). Earlier, the
user agreement said that it had “free, irrevocable, permanent,
transferable, and relicenseable” rights to the user made content
(Murphy and Huang, 2019). Having rights to their face is a huge
issue because the users did not know what it was being used
for and possibly would license their face to other companies.
Following that there was a great amount of negative reviews,
with users complaining about the privacy issues (Murphy and
Huang, 2019). WeChat also banned links to the app there
being security risks (Murphy and Huang, 2019). Therefore, Zao
(Murphy and Huang, 2019) has updated its terms and stated
it will not use mini videos or headshots by users for reasons
other than to improve the app or things pre-agreed upon the
users. The deleted content by users will also be erased from
the servers. A result of this app is that one can see how easily
it is to mass distribute a deepfake app which raises concerns
not just about the persons privacy but also ethical issues. The
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smooth integration into videos and memes make it stand out
from other apps because of the series you can take with the
photos where you blink and open your mouth to make a more
realistic deepfake.

3.4. Image deepfakes

The last category discussed for deepfake technology is
image deepfakes. Faceswap: One of the subcategories of image
deepfakes is also faceswap. Faceswapping can also be difficult
to identify it as a deepfake when the pictures artifacts are
hidden behind the compression artifacts (Mirsky and Lee,
2021). Snapchat was the beginning of the face swap technology
available to the public and there have been more platforms
and the technology has gotten better ever since. Snapchat
bought a deepfake AI startup that allows users to insert a
selfie of themselves into a scene called Cameos that then sends
the short looping video to friends (Spangler, 2020). Fakeapp
is still the most popular face swapping app at the moment
when it went viral around the world for showing people what
they would look like when they were older and doing gender
swaps (Murphy and Huang, 2019). Like other faceswapping
apps, such as Zao (Murphy and Huang, 2019), there have
been some privacy implications. Synthesis and editing: Another
subcategory of image deepfakes is synthesis. Image synthesis
can allow someone to make a new Al-generated image for
personal reasons or for entertainment. Also another advantage
is that neural textures can allow one to resynthesize new
views of static objects and then edit the scene along with
re-rendering dynamic animated surfaces. It is easy to make
deepfakes GANs now more than ever and there have been
instances of synthesizing images that use GANs. NVIDIA’s 112
can make endless variations of the same image it generated. The
results are very realistic and it uses data-driven unconditional
generative image modeling (Karras et al.,, 2020). This opens
an opportunity for artists because of all the different image
variations can bring their ideas to the forefront. StyleGAN2 is
also helping detect image deepfakes as it can see if the picture
is generated by a network or not (Karras et al, 2020). In
image synthesizing, new techniques allow one to combine the
discriminative power of a deep neural network with classical
MRF(markov random field) models based on texture synthesis
which creates a more realistic looking image (Li and Wand,
2016). Also, GANs and auto-regressive networks can get good
results when synthesizing individual images. Conditional GANs
are the standard to do conditional image synthesis, and it can
connect two different spheres like photorealistic imagery and
lacking computer vision reconstructions (Thies et al., 2019).
Editing images using photoshop tools have been used for many
years. However, image editing using AI tools has proposed
robust way to edit the images vastly. FaceApp is a newer mobile
application that allows one to alter the age, smile, and change
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genders and claims to be the most advanced neural portrait
editing tech available on the market. Since 2017, it has been
downloaded by more than 100 million people around the world
because of its interesting features. FaceApp also uses Al to age
the photos, which helps with the quality of the photo. It also
gained access to all of your photos, Siri, and search history
which brings up questionable concerns about how much an app
needs to access to work. When accepting FaceApp’s terms of
service you allow them “nonexclusive, royalty-free, worldwide,
fully-paid, transferable sublicensable license to use, reproduce,
modify, adapt, publish, translate, create derivative works from,
distribute, publicly perform and display your User Content
and any name, username or likeness provided in connection
with your User Content in all media formats and channels"
now known or later developed, without compensation to you
(FaceApp, n.d.). The survey performed by Tolosana et al. (2020)
has evaluated different image (focusing on face) manipulation as
well as detection techniques.

4. Audio deepfake datasets

Dataset has a significant impact on the performance as
well as generalizability of an audio deepfake detection system.
For example, Blue et al. (2022) has separated the speakers
in their training and test sets. This means that their model
is evaluated by speakers whose voices have not previously
been fed into the training model. Due to the importance of
choosing a proper dataset, in this section, we briefly introduce
the popular datasets in English that are highly used in audio
deepfake detection:

1. ASVspoof datasets:

e ASVspoof 2015: This dataset contains text-to-speech and
VC samples (Wu et al., 2015). Genuine speech is collected
from 106 speakers (45 male, 61 female) with no significant
channel or background noise. The fake versions of the real
clips are generated using a number of different spoofing
algorithms. The full dataset is partitioned into three subsets:
the first for training, the second for development, and the
third for evaluation (Wu et al., 2015). Since the newer
versions of ASVspoof challenge datasets are available, one
may not find enough benefits in using this dataset in new
experiments.

e ASVspoof 2017: The primary technical goal of ASVspoof
2017 (Wu et al, 2017) was advancing research toward
general spoofing countermeasures, especially for replay
attack detection. The ASVspoof 2017 dataset contains a
large volume of speech data collected from 179 replay
sessions in 61 unique replay configurations. The number
of speakers is 42 (Wu et al, 2017). A drawback of this
dataset is that most of the speakers are not native English
speakers. Although having diversity in the speakers is an
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advantage for a dataset, not having enough native English
speakers may be somewhat limiting factor in terms of
generalizability of the approach being evaluated.

e ASVspoof 2019: The ASVspoof 2019 (Wang X. et al,
2020) edition is the first audio spoof detection challenge
that considered all three spoofing attack types (replay,
text-to-speech and VC). They have separated the existing
scenarios as follows: Spoofing attacks within a logical access
(LA) scenario generated with the latest TTS-SS and VC
technologies. Replay spoofing attacks within a physical
access (PA) scenario. This dataset is useful in terms of
peforming different types of analysis based on the different
types of attacks. Third dataset includes 107 speakers (46
male, 61 female).

e ASVspoof 2021: This dataset (Delgado et al, 2021)
includes the LA and PA scenarios (Wang X. et al.,, 2020)
and an additional scenario called speech deepfake database.
This scenario is similar to the LA task, but there is no
speaker verification.

2. Fake or real dataset

FoR dataset (Reimao and Tzerpos, 2019) is a new dataset
which contains multiple versions: version one is original
synthesized files. Version two contains the same files, but
balanced in terms of gender and class and normalized in
terms of sample rate, volume and number of channels (Reimao
and Tzerpos, 2019). Version three includes the version 2 files
that are shortened in 2 s chunks. The last version is a re-
recorded version of the third one. This type of rerecording
can allow for testing scenarios where speech is received over
a phone call or voice message (Reimao and Tzerpos, 2019).
FoR dataset uses some high quality text-to-speech algorithms
such as deep voice 3 (Ping et al, 2018) and Google wavenet
(Oord et al., 2016). However, in this dataset no VC algorithm
is used.

3. WaveFake dataset:

The dataset (Frank and Schonherr, 2021) consists of 117,985
generated audio clips (196 h total time). However, this dataset
includes both English and Japanese samples. This dataset also
does not include any VC algorithms. One advantage of this
dataset is that they have used various state-of-the-art text-to-
speech algorithms.

5. Intuitions behind the Al-generated
audio

Some text-to-speech networks play the role of neural-based
vocoder in voice conversion and other text-to-speech networks.
Vocoder is a part of Al-generative networks which synthesizes
waveforms based on acoustic or linguistic features obtained from
previous steps in the network (Tan et al., 2021). Due to the high
significance of vocoders in Al audio generative networks, in this
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section, we briefly explain some of the intuitive logic behind
them.

Wavenet is one of the popular text-to-speech models
also used as vocoder in other models. Wavenet is based on
convolutional neural network’s structure. WaveNet (Oord et al.,
2016) models the distribution of the conditional probability.
Given the waveforms, modeling the probability distribution
helps to generate realistic audio samples.

The other important network is Wave-Glow (Prenger et al.,
2019). WaveGlow is based on Glow (Kingma and Dhariwal,
2018a), and they are considered as normalizing flow which is
a kind of generative model (Tan et al., 2021). WaveGlow trains
model by minimizing the negative log-likelihood of the data, and
calculates the likelihood directly.

Some text-to-speech networks, used also as vocoders, are
GAN based networks, such as MelGAN and Hifi-GAN. To train
the generative adversarial network (GAN), one may use different
available formulas. For Example, MelGAN uses the least-squares
(LSGAN) formulation (Mao et al., 2017).

6. Discussion and future directions

This section first presents the critical discussion, analysis,
and summarization regarding the compiled works focusing
on audio deepfake generation. Then, a summarization of
the current techniques as well as future directions against
deepfake is presented. Supplementary Table 2 in the Appendix
summarizes the key papers related to audio deepfake surveyed.
Supplementary Table 3 in the Appendix summarizes the key
papers of the other types of deepfakes surveyed.

6.1. Deepfake generation

In deepfake generation, the most significant aspect is how
believable it is to the victim, that means “deepfake quality.”
The higher the quality, the more threatening and effective the
deepfake is. In the following paragraphs, we discuss about
the trade-off between quality and some of the other aspects
regarding our main focus, audio deepfakes.

Data vs. Quality (MOS): The Mean Opinion Score (MOS)
is “the arithmetical mean of individual ratings given by
different users” (Santos, 2019). MOS has been used in many
researches surveyed here to identify the quality of the audio.
Given our evaluation of different audio deepfake frameworks’
performance, the Mean Opinion Score (MOS) of the generated
audio is better when the framework is trained using single
speaker datasets (Oord et al., 2016; Ping et al., 2018; Kumar
et al,, 2019; Kong et al, 2020). It means that training the
models using multi-speaker datasets to generate natural audio
samples could be challenging. Some researchers may sample
from a multiple-speaker dataset; for example Kumar et al.
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(2019) and Kong et al. (2020) first time have sampled six and
second time nine different speakers from VCTK (Yamagishi
et al., 2019) dataset, respectively. Also, for single speaker
training, many frameworks use almost 24 h of audio in their
dataset. MelNet (Vasquez and Lewis, 2019), which has used
a 140 h single speaker dataset, as well as VoxCeleb2 (Chung
et al,, 2018) multi-speaker dataset, has a better performance
than the previous works. The VoxCeleb2 dataset contains
over 2,000 h of audio data with real world noise such as
background music, laughing and cross-talk. In addition, the
dataset is captured from speakers of 145 different nationalities
including different accents, ages, ethnicities, and even languages.
The researchers are highly recommended to used different
multi-speaker data such as VoxCeleb2 dataset and evaluate the
obtained generalization.

Sampling Frequency (kHz) vs. Quality (MOS): When the
sampling frequency (sampling rate) of the audio deepfakes is
less than 16 kHz, perceived speech quality of audio deepfakes
drops significantly, and the higher sampling rate may give way
to higher audio quality (Prenger et al., 2019). For instance,
although the LibriSpeech (Panayotov et al, 2015) dataset
contains a lot more data than VCTK (Yamagishi et al., 2019),
Deep Voice 3 has significantly better quality on the VCTK
dataset. One of the affecting factors could be the sampling rate
which is 48 kHz for VCTK (Yamagishi et al., 2019), but just 16
kHZ for the LibriSpeech (Panayotov et al., 2015) dataset. For
future research, the impact of different sampling rates on the
audio deepfake quality could be investigated.

Availability vs. Quality: We also found that the more
the availability and reproducibility, the more development the
technology will have. The frameworks including their code as
well as the datasets used that are available publicly (Sotelo
et al., 2017; Wang et al., 2017; Ping et al,, 2018; Shen et al,
2018; Vasquez and Lewis, 2019) are more likely to be used for
nefarious purposes or research, so they will be more developed.
However, we cannot suggest that all of the frameworks and their
datasets be made publicly available since some people are always
ready to take advantage of them for fraud. Some researchers
with their published papers have chosen not to publish their
detection methods so as to not help attackers know how they
were able to detect the deepfakes. For example, eye blinking was
a detection method for video deepfakes (Li et al., 2018) and once
this was known the adversary made their deepfakes better so they
blinked well. It is recommended that academic centers prepare a
researching environment to share deepfake related frameworks
and datasets with just researchersx.

Using other deepfake types for a certain type: as we could see,
a framework that has been proposed for generation of a certain
type of deepfake could be used for the generation of another type
of deepfake with some changes. For example, CycleGAN and
StarGAN are two frameworks for image deepfake generation
that are used as the base of two audio deepfake frameworks
(Fang et al., 2018; Kameoka et al., 2018), which can work with
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non-parallel data not just parallel ones. Data conditions for VC
could be parallel or non-parallel. Parallel VC datasets refer to
the datasets with utterances of the same linguistic content, but
uttered by different people (Zhang J.-X. et al.,, 2020), but in
practice, non-parallel VC which is more challenging is needed.
It seems that more work should be done regarding audio
deepfake frameworks using non-parallel data, and in this way,
researchers may use image deepfake frameworks as the base of
their proposed framework.

6.2. Future defense against audio fakes

All in all, researchers demonstrate that deepfake generation
methods are more powerful and faster-developing than the
prevention, mitigation and detection methods. The approaches
that are mentioned in the following paragraphs offer a modest
defense against deepfakes.

Prevention: For the prevention of deepfakes, some
suggested blockchains and other distributed ledger technologies
(DLTs) can be used for finding data provenance and tracing
the information (Chauhan and Kumar, 2020; Fraga-Lamas and
Fernandez-Carames, 2020; Ki Chan et al., 2020; Yazdinejad et al.,
2020). Extracting and comparing affecting cues corresponding
to perceived emotions from the digital content is also proposed
as a way to combat deepfakes (Mittal et al, 2020). Some
recommend the content be ranked by participants and Al
regarding if it is fake or real (Chen et al, 2019). For future
directions, deepfake prevention is the area that needs more
attention. Especially, researchers could extend using DLTs for
digital content traceability, as well as using effective computing
to combat deepfakes.

Mitigation: If many of the detection tools are open source,
it will make the generation tools better, which can be used for
nefarious purposes. It is astute to have these tools open source
so there is more research generated about these topics and
collaboration but, on the flipside, it might be better to keep some
detection tools proprietary only to people who need it like fact
checkers for reporters. This is so those making the generation
models, perhaps for nefarious purposes, would not know exactly
what features make it easier to detect a deepfake like, for
example, someone pointed out that deepfakes do not blink well
(Li et al., 2018). Later this was fixed to blink, and this made
the deepfake video quality better and harder to detect if it is a
deepfake. Also, deepfake videos have better quality that it is hard
to tell if it is real or not because of the matching of the speech,
facial expression, movements, etc. especially with face-swapping.
For audio deepfakes, it is not 100% likeness of a human but
there have been improvements to make it sound like more
natural speech instead of computer generated. Additionally, the
journals as well as academic centers can make researchers who
work on extending deepfake generation frameworks, propose a
strong method for detecting the deepfakes generated by their
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frameworks (e.g., Chan et al., 2019 has proposed it for their
framework “Everybody Dance Now”).

Detection: As we mentioned earlier, more work has
been done regarding deepfake generation than detection. In
the following sentences, we present a summary and future
directions about the spoof detection systems focusing on “audio
deepfakes.” In audio deepfake replay attack detection, some of
the frameworks have been proposed by working on the features
which are fed into the network (Witkowski et al., 2017). Others
have improved the networks used or have worked on both
networks and features simultaneously (Lavrentyeva et al., 2017;
Huang and Pun, 2019; Lai et al.,, 2019). Another category of
audio deepfake detection systems aims to detect speech synthesis
as well as voice conversion. Most of them use different DNNs
such as ResNet (Chen et al., 2017; Chen T. et al., 2020) to
detect audio spoofing. Additionally, some of the audio spoof
detection methods have been extended by working on the
features which are fed into the network (Balamurali et al., 2019).
While others have changed the networks used or have improved
both networks and features (Scardapane et al., 2017; Alzantot
et al,, 2019; Chintha et al., 2020; Rahul et al., 2020; Wang et al,,
2020b; Luo A. et al.,, 2021). Given the fact that one of the most
important deepfake detection challenges is “generalization,”
researchers are highly recommended to work on generalization
by changing or improving both of the networks and features as
well as defining different loss functions (Chen T. et al., 2020;
Zhang Y. et al., 2021). While many researchers work on useful
classification DL networks, people are highly encouraged to find
more distinguishing characteristics to be considered as the input
variables. They can go beyond spectral audio signal features
like MFCCs, and look at perceptual or linguistic characteristics
which may be different in AI-synthesized and genuine audios.
The study (Blue et al., 2022) is really insightful in terms of the
input features since they used the speaker’s vocal tract which
is a novel approach. Another interesting idea regarding the
input features is using layer-wise neuron activation patterns
instead of raw MFCCs (Wang et al., 2020a). However, the
aforementioned approaches needs special pre-processing to get
the desired features. The researchers are recommended to focus
on how to get distinguishing characteristics with less complex
pre-processing phase.

Given the categories, we summarize some of the most
important references regarding audio deepfakes which are used
in this survey in Supplementary Table 2 in the Appendix.

The references which are about the other deepfake types are
summarized in Supplementary Table 2 in the Appendix. For text
deepfakes, a very rich summarization is available (Guo et al,
2020; de Rosa and Papa, 2021); therefore, we only mentioned
three new works in the text deepfake area below.

Additionally, for visual deepfakes (image and video), there
are some more surveys (Zhang T. et al., 2020; Mirsky and Lee,
2021; Nguyen et al.,, 2021).
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7. Conclusion

People not just in this research field but everyday people
need to be aware of deepfakes and the harm they can cause to
minimize the adverse effects. Also, we need to question what we
see and hear online since the content can be misleading. The
categories of deepfakes were broken down into four categories:
audio, video, photo, and textual. There were also subcategories
discussed in each of the main four categories along with
the advantages, disadvantages, and summary of the methods
for each subcategory. In addition, in this research, we have
focused on audio deepfake generation and detection. We have
provided a deep overview of how the technologies which are
used to create or detect audio deepfakes work, and also the
details of their architectures. We hope this survey serves as
a guide for people who are interested in understanding and
preventing malicious deepfakes, and those who want to use
deepfakes for well-meaning purposes. More research needs to
be done in the field of audio and text deepfakes, especially
audio since there is already a plethora of detection for different
categories of textual deepfakes, specifically in the category of fake

news.

Author contributions

ZK created all of the tables and figures, wrote some parts of
the manuscript: sections 2, 4-6. Also, 50% contribution to the
sections 1, 3.1, and 7. GW drafted the article, wrote some parts of
the manuscripts mostly sections 3.2-3.4. Also, 50% contribution
to sections 1, 3.1 and 7. VJ supervised all of the parts of this
work. All authors contributed to the article and approved the
submitted version.

Acknowledgments
A summary of this work has been printed in

arXiv:2111.14203 [cs.SD]. This work is funded in part by
NSF award #2210011.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those
of the authors and do not necessarily represent those

frontiersin.org


https://doi.org/10.3389/fdata.2022.1001063
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org

Khanjani et al.

of their affiliated organizations, or those of the publisher,
the editors and the reviewers. Any product that may be
evaluated in this article, or claim that may be made by
its manufacturer, is not guaranteed or endorsed by the
publisher.

References

Abe, M., Nakamura, S., Shikano, K., and Kuwabara, H. (1990). Voice conversion
through vector quantization. . Acoust. Soc. Jpn. 11, 71-76. doi: 10.1250/ast.11.71

Ajder, H., Patrini, G., Cavalli, F., and Cullen, L. (2019). The State of Deepfakes:
Landscape, Threats, and Impact, Deeptrace.

Akanksh, B., Vekkot, S., and Tripathi, S. (2016). “Interconversion of emotions in
speech using td-psola,” in Advances in Signal Processing and Intelligent Recognition
Systems (Cham: Springer), 367-378. doi: 10.1007/978-3-319-28658-7_32

Almutairi, Z., and Elgibreen, H. (2022). A review of modern audio deepfake
detection methods: challenges and future directions. Algorithms 15, 155.
doi: 10.3390/a15050155

Alzantot, M., Wang, Z., and Srivastava, M. B. (2019). Deep residual
neural networks for audio spoofing detection. arXiv:1907.00501 [cs].
doi: 10.21437/Interspeech.2019-3174

Arif, T., Javed, A., Alhameed, M., Jeribi, F., and Tahir, A. (2021). Voice spoofing
countermeasure for logical access attacks detection. IEEE Access 9, 162857-162868.
doi: 10.1109/ACCESS.2021.3133134

Arik, S. O., Chrzanowski, M., Coates, A., Diamos, G., Gibiansky, A., Kang,
Y., et al. (2017). “Deep voice: Real-time neural text-to-speech,” in International
Conference on Machine Learning (PMLR), 195-204.

ArunKumar, K., Kalaga, D. V., Kumar, C. M. S., Kawaji, M., and Brenza, T.
M. (2021). Forecasting of COVID-19 using deep layer recurrent neural networks
(RNNs) with gated recurrent units (GRUs) and long short-term memory (LSTM)
cells. Chaos Solitons Fractals 146, 110861. doi: 10.1016/j.chaos.2021.110861

Assembler (n.d.). Assembler - a jigsaw experiment.

Balamurali, B. T., Lin, K. E., Lui, S., Chen, J.-M., and Herremans, D. (2019).
Toward robust audio spoofing detection: a detailed comparison of traditional and
learned features. IEEE Access 7, 84229-84241. doi: 10.1109/ACCESS.2019.2923806

Bengio, Y., Courville, A. C., Goodfellow, I. J., Mirza, M., and Ozair, S.
(2014). “Generative adversarial nets,” in Advances in Neural Information Processing
Systems, 27.

Blue, L., Warren, K., Abdullah, H., Gibson, C., Vargas, L., O’Dell, J., et al. (2022).
“Who are you (I Really Wanna Know)? Detecting audio DeepFakes through vocal
tract reconstruction,” in 31st USENIX Security Symposium (USENIX Security 22),
2691-2708.

Chan, C., Ginosar, S., Zhou, T., and Efros, A. (2019). “Everybody dance
now,” in 2019 IEEE/CVF International Conference on Computer Vision (ICCV),
Computer Vision (ICCV), 2019 IEEE/CVF International Conference on (Seoul:
1IEEE), 5932-5941.

Chauhan, A., and Kumar, A. (2020). Establishing environment setup for
preventing deepfakes using blockchain technology. Mukt Shabd J. 9, 771-776.

Chen, C.-Y., Shae, Z.-Y., Chang, C.-J,, Lin, K.-Y,, Tan, S.-M., and Chang, S.-
L. (2019). “A trusting news ecosystem against fake news from humanity and
technology perspectives,” in 2019 19th International Conference on Computational
Science and Its Applications (ICCSA) (St. Petersburg: IEEE), 132-137.

Chen, T. Kumar, A. Nagarsheth, P., Sivaraman, G., and Khoury, E.
(2020). “Generalization of audio deepfake detection,” in Odyssey, 132-137.
doi: 10.21437/Odyssey.2020-19

Chen, Y., Kang, Y., Chen, Y., and Wang, Z. (2020). Probabilistic forecasting
with temporal convolutional neural network. Neurocomputing 399, 491-501.
doi: 10.1016/j.neucom.2020.03.011

Chen, Z., Xie, Z., Zhang, W., and Xu, X. (2017). “ResNet and model fusion for
automatic spoofing detection,” in Interspeech 2017 (ISCA), 102-106.

Chintha, A., Thai, B., Sohrawardi, S. J., Bhatt, K., Hickerson, A., Wright,
M., et al. (2020). Recurrent convolutional structures for audio spoof and

Frontiersin Big Data

21

10.3389/fdata.2022.1001063

Supplementary material

The Supplementary Material for this article can be
found online at: https://www.frontiersin.org/articles/10.3389/
fdata.2022.1001063/full#supplementary-material

video deepfake detection. IEEE ]. Sel. Top. Signal Process. 14, 1024-1037.
doi: 10.1109/JSTSP.2020.2999185

Choi, Y., Choi, M., Kim, M., Ha, J.-W., Kim, S., and Choo, J. (2018).
StarGAN: unified generative adversarial networks for multi-domain image-
to-image translation. arXiv:1711.09020 [cs]. doi: 10.1109/CVPR.2018.
00916

Chung, J. S., Nagrani, A., and Zisserman, A. (2018). VoxCeleb2: deep speaker
recognition. Interspeech 2018, 1086-1090. doi: 10.21437/Interspeech.2018-1929

Collobert, R., Weston, J., Bottou, L., Karlen, M., Kavukcuoglu, K., and Kuksa, P.
(2012). Natural language processing (almost) from scratch. J. Mach. Learn. Res. 12,
2493-2537. doi: 10.48550/arXiv.1103.0398

Constine, J. (2019). Instagram Hides False Content Behind Warnings, Except
for Politicians. Available online at: https://techcrunch.com/2019/12/16/instagram-
factchecking/?guccounter=1 (accessed September 9, 2020).

Ctrl-Shift-Face (2021). Ctrl shift face. YouTube. Ctrl shift Face YouTube channel
2021.

De Mulder, W., Bethard, S., and Moens, M.-F. (2015). A survey on the application
of recurrent neural networks to statistical language modeling. Comput. Speech
Lang. 30, 61-98. doi: 10.1016/j.cs1.2014.09.005

de Rosa, G. H. and Papa, J. P. (2021). A survey on text generation
using generative adversarial networks. Pattern Recognit. 119, N.PAG-N.PAG.
doi: 10.1016/j.patcog.2021.108098

Delgado, H., Evans, N., Kinnunen, T., Lee, K. A, Liu, X., Nautsch, A,
et al. (2021). ASVspoof 2021: Automatic Speaker Verification Spoofing and
Countermeasures Challenge, v0.3. Available online at: https://www.asvspoof.org/
asvspoof2021/asvspoof2021_evaluation_plan.pdf (accessed November 30, 2022).

Deng, L. (2014). Deep learning: Methods and applications. Foundat. Trends®
Signal Process. 7, 197-387. doi: 10.1561/2000000039

Descript (n.d.). Overdub: ultra realistic text to speech voice cloning - descript.

Engler, A. (2019). Fighting Deepfakes When Detection Fails. Available online
at: https://www.brookings.edu/research/fighting- deepfakes- when- detection- fails/
(accessed September 9, 2020).

FaceApp (n.d.). FaceApp-Al face editor.

Fang, F., Yamagishi, J., Echizen, I, and Lorenzo-Trueba, J. (2018). “High-quality
nonparallel voice conversion based on cycle-consistent adversarial network,” in
2018 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP) (Calgary, AB: IEEE), 5279-5283.

Felps, D., Bortfeld, H., and Gutierrez-Osuna, R. (2009). Foreign accent
conversion in computer assisted pronunciation training. Speech Commun. 51,
920-932. doi: 10.1016/j.specom.2008.11.004

Fraga-Lamas, P., and Fernandez-Carames, T. M. (2020). Fake news,
disinformation, and deepfakes: leveraging distributed ledger technologies
and blockchain to combat digital deception and counterfeit reality. IT Prof. 22,
53-59. doi: 10.1109/MITP.2020.2977589

Frank, J., and Schénherr, L. (2021). WaveFake: a data set to facilitate audio
deepfake detection. arXiv [Preprint]. arXiv: 2111.02813.

Funke, D. (2020). PolitiFact: Nancy Pelosi Doesn’t Drink, So Why Do False
Claims About Her Being Drunk Keep Going Viral? Available online at: https://
www.tampabay.com/florida- politics/buzz/2020/08/04/politifact- nancy- pelosi-
doesnt-drink- so- why- do-false- claims-about-her-being- drunk- keep- going-
viral/ (accessed September 9, 2020).

Gao, Y., Singh, R., and Raj, B. (2018). “Voice impersonation using generative
adversarial networks,” in 2018 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP) (Calgary, AB: IEEE), 2506-2510.

frontiersin.org


https://doi.org/10.3389/fdata.2022.1001063
https://www.frontiersin.org/articles/10.3389/fdata.2022.1001063/full#supplementary-material
https://doi.org/10.1250/ast.11.71
https://doi.org/10.1007/978-3-319-28658-7_32
https://doi.org/10.3390/a15050155
https://doi.org/10.21437/Interspeech.2019-3174
https://doi.org/10.1109/ACCESS.2021.3133134
https://doi.org/10.1016/j.chaos.2021.110861
https://doi.org/10.1109/ACCESS.2019.2923806
https://doi.org/10.21437/Odyssey.2020-19
https://doi.org/10.1016/j.neucom.2020.03.011
https://doi.org/10.1109/JSTSP.2020.2999185
https://doi.org/10.1109/CVPR.2018.00916
https://doi.org/10.21437/Interspeech.2018-1929
https://doi.org/10.48550/arXiv.1103.0398
https://techcrunch.com/2019/12/16/instagram-factchecking/?guccounter=1
https://techcrunch.com/2019/12/16/instagram-factchecking/?guccounter=1
https://doi.org/10.1016/j.csl.2014.09.005
https://doi.org/10.1016/j.patcog.2021.108098
https://www.asvspoof.org/asvspoof2021/asvspoof2021_evaluation_plan.pdf
https://www.asvspoof.org/asvspoof2021/asvspoof2021_evaluation_plan.pdf
https://doi.org/10.1561/2000000039
https://www.brookings.edu/research/fighting-deepfakes-when-detection-fails/
https://doi.org/10.1016/j.specom.2008.11.004
https://doi.org/10.1109/MITP.2020.2977589
https://www.tampabay.com/florida-politics/buzz/2020/08/04/politifact-nancy-pelosi-doesnt-drink-so-why-do-false-claims-about-her-being-drunk-keep-going-viral/
https://www.tampabay.com/florida-politics/buzz/2020/08/04/politifact-nancy-pelosi-doesnt-drink-so-why-do-false-claims-about-her-being-drunk-keep-going-viral/
https://www.tampabay.com/florida-politics/buzz/2020/08/04/politifact-nancy-pelosi-doesnt-drink-so-why-do-false-claims-about-her-being-drunk-keep-going-viral/
https://www.tampabay.com/florida-politics/buzz/2020/08/04/politifact-nancy-pelosi-doesnt-drink-so-why-do-false-claims-about-her-being-drunk-keep-going-viral/
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org

Khanjani et al.

Gibiansky, A., Arik, S., Diamos, G., Miller, J., Peng, K., Ping, W., et al.
(2017). “Deep voice 2: Multi-speaker neural text-to-speech,” in Advances in Neural
Information Processing Systems, 30.

Gonza.lez—Rodriguez, J., Escudero, A., de Benito-Gorrén, D., Labrador, B.,
and Franco-Pedroso, J. (2018). “An audio fingerprinting approach to replay
attack detection on ASVSPOOF 2017 challenge data” in Odyssey, 304-311.
doi: 10.21437/Odyssey.2018-43

Goodfellow, L., Bengio, Y., and Courville, A. (2016). Deep Learning. MIT Press.

Grekousis, G. (2019). Artificial neural networks and deep learning in urban
geography: a systematic review and meta-analysis. Comput. Environ. Urban. Syst.
74, 244-256. doi: 10.1016/j.compenvurbsys.2018.10.008

Guo, B., Ding, Y., Yao, L, Liang, Y., and Yu, Z. (2020). The future of false
information detection on social media: new perspectives and trends. ACM Comput.
Surveys 53, 1-36. doi: 10.1145/3393880

Harris, R. (2019). How It Feels to Find Your Face Photoshopped Onto Internet
Porn. Available online at: https://www.vice.com/en/article/gy4p47/how- it- feels-
to-find-your-face- photoshopped-onto-internet-porn (accessed September 9,
2020).

Herbert, G. (2020). Trump shares fake video of biden playing n.w.a.s ’f- tha
police’ instead of *despacito’.

Huang, L., and Pun, C.-M. (2019). “Audio replay spoof attack detection using
segment-based hybrid feature and DenseNet-LSTM network,” in ICASSP 2019 -
2019 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP) (Brighton: IEEE), 2567-2571.

Huang, L., and Pun, C.-M. (2020). Audio replay spoof attack detection by
joint segment-based linear filter bank feature extraction and attention-enhanced
DenseNet-BiLSTM network. IEEE/ACM Trans. Audio Speech Lang. Process. 28,
1813-1825. doi: 10.1109/TASLP.2020.2998870

Isola, P, Zhu, J.-Y., Zhou, T., and Efros, A. A. (2017). “Image-to-image
translation with conditional adversarial networks,” in 2017 IEEE Conference
on Computer Vision and Pattern Recognition (CVPR) (Honolulu, HI: IEEE),
5967-5976.

Ito, K., and Johnson, L. (2017). The L] Speech Dataset.

Iwahashi, N., and Sagisaka, Y. (1995). Speech spectrum conversion
based on speaker interpolation and multi-functional representation with
weighting by radial basis function networks. Speech Commun. 16, 139-151.
doi: 10.1016/0167-6393(94)00051-B

Jia, Y., Zhang, Y., Weiss, R. ], Wang, Q. Shen, J, Ren, F, et al
(2019). Transfer learning from speaker verification to multispeaker text-
to-speech synthesis. arXiv:1806.04558 [cs, eess]. doi: 10.48550/arXiv.1806.
04558

Jin, Z., Mysore, G. J., Diverdi, S., Lu, J., and Finkelstein, A. (2017). VoCo: text-
based insertion and replacement in audio narration. ACM Trans. Graph. 36, 1-13.
doi: 10.1145/3072959.3073702

Kain, A. B., Hosom, J.-P., Niu, X,, van Santen, J. P., Fried-Oken, M., and Staehely,
J. (2007). Improving the intelligibility of dysarthric speech. Speech Commun. 49,
743-759. doi: 10.1016/j.specom.2007.05.001

Kameoka, H., Kaneko, T., Tanaka, K., and Hojo, N. (2018). “StarGAN-VC:
non-parallel many-to-many voice conversion using star generative adversarial
networks,” in 2018 IEEE Spoken Language Technology Workshop (SLT) (Athens:
IEEE), 266-273.

Kanski, A. (2017). Study: 86% of People Don’t Fact Check News Spotted on
Social Media. PR Week. Available online at: https://www.prweek.com/article/
1431578/study-86- people-dont-fact- check- news-spotted-social-media (accessed
September 9, 2020).

Karras, T., Laine, S., and Aila, T. (2019). “A style-based generator architecture
for generative adversarial networks,” in 2019 IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR) (Long Beach, CA: IEEE), 4396-4405.

Karras, T., Laine, S., Aittala, M., Hellsten, J., Lehtinen, J., and Aila, T. (2020).
“Analyzing and improving the image quality of StyleGAN,” in 2020 IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR) (Seattle, WA:
IEEE), 8107-8116.

Kessler, G. (2020). Trump Campaign ad Manipulates Three Images to Put
Biden in a ‘basement’. Available online at: https://www.washingtonpost.com/
politics/2020/08/07/trump- campaign-ad- manipulates- three-images- put-biden-
basement/ (accessed September 9, 2020).

Khochare, J., Joshi, C., Yenarkar, B., Suratkar, S., and Kazi, F. (2022). A
deep learning framework for audio deepfake detection. Arabian J. Sci. Eng. 47,
3447-3458. doi: 10.1007/s13369-021-06297-w

Ki Chan, C. C., Kumar, V., Delaney, S., and Gochoo, M. (2020). “Combating
deepfakes: multi-LSTM and blockchain as proof of authenticity for digital media,”
in 2020 IEEE | ITU International Conference on Artificial Intelligence for Good
(AI4G) (Geneva: IEEE), 55-62.

Frontiersin Big Data

22

10.3389/fdata.2022.1001063

Kim, J., Kim, S., Kong, J., and Yoon, S. (2020). “Glow-TTS: a generative flow for
text-to-speech via monotonic alignment search,” in Advances in Neural Information
Processing Systems, Vol. 33 (Curran Associates, Inc.), 8067-8077.

Kim, K.-W., Park, S.-W., Lee, J., and Joe, M.-C. (2022). “Assem-vc: realistic
voice conversion by assembling modern speech synthesis techniques,” in ICASSP
2022-2022 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP) (Singapore: IEEE), 6997-7001.

Kingma, D. P., and Dhariwal, P. (2018a). “Glow: generative flow with invertible
1 x 1 convolutions,” in Proceedings of the 32nd International Conference on Neural
Information Processing Systems, NIPS’18 (Red Hook, NY: Curran Associates Inc.),
10236-10245.

Kingma, D. P, and Dhariwal, P. (2018b). Glow: Generative flow with invertible
1x1 convolutions. arXiv:1807.03039 [cs, stat].

Kinnunen, T., Sahidullah, M., Delgado, H., Todisco, M., Evans, N., Yamagishi, J.,
et al. (2017). The ASVspoof 2017 challenge: assessing the limits of replay spoofing
attack detection. Interspeech 2017, 2—6. doi: 10.21437/Interspeech.2017-1111

Kobayashi, K., Toda, T., Neubig, G., Sakti, S., and Nakamura, S. (2014).
“Statistical singing voice conversion with direct waveform modification based on
the spectrum differential,” in Fifteenth Annual Conference of the International
Speech Communication Association. doi: 10.21437/Interspeech.2014-539

Kong, J., Kim, J., and Bae, J. (2020). HiFi-GAN: generative adversarial networks
for efficient and high fidelity speech synthesis. arXiv:2010.05646 [cs, eess].
doi: 10.48550/arXiv.2010.05646

Kuligowska, K., Kisielewicz, P., and Wtodarz, A. (2018). Speech synthesis
systems: disadvantages and limitations. Int. ]. Eng. Technol. 7, 234.
doi: 10.14419/ijet.v7i2.28.12933

Kumar, K., Kumar, R., de Boissiere, T., Gestin, L., Teoh, W. Z., Sotelo, J.,
et al. (2019). MelGAN: generative adversarial networks for conditional waveform
synthesis. arXiv:1910.06711 [cs, eess]. doi: 10.48550/arXiv.1910.06711

Lai, C.-I, Abad, A., Richmond, K., Yamagishi, J., Dehak, N., and King, S. (2019).
“Attentive filtering networks for audio replay attack detection,” in ICASSP 2019
- 2019 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP) (Brighton: IEEE), 6316-6320.

Lavrentyeva, G., Novoselov, S., Malykh, E., Kozlov, A., Kudashev, O., and
Shchemelinin, V. (2017). Audio replay attack detection with deep learning
frameworks. Interspeech 2017, 82-86. doi: 10.21437/Interspeech.2017-360

LeCun, Y., Bengio, Y., and Hinton, G. (2015). Deep learning. Nature 521,
436-444. doi: 10.1038/nature14539

Lecun, Y., Bottou, L., Bengio, Y., and Haftner, P. (1998). Gradient-based learning
applied to document recognition. Proc. IEEE 86, 2278-2324. doi: 10.1109/5.726791

Lee, J., Cho, K, and Hofmann, T. (2017). Fully character-level neural
machine translation without explicit segmentation. arXiv:1610.03017 [cs].
doi: 10.1162/tacl_a_00067

Lee, J., and Tashev, 1. (2015). “High-level feature representation using
recurrent neural network for speech emotion recognition,” in Interspeech.
doi: 10.21437/Interspeech.2015-336

Li, C, and Wand, M. (2016). “Combining markov random fields and
convolutional neural networks for image synthesis,” in 2016 IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), Computer Vision and Pattern
Recognition (CVPR) (Las Vegas, NV: IEEE), 2479-2486.

Li, D, Liu,J., Yang, Z., Sun, L., and Wang, Z. (2021). Speech emotion recognition
using recurrent neural networks with directional self-attention. Expert Syst. Appl.
173, N.PAG-N.PAG. doi: 10.1016/j.eswa.2021.114683

Li, J., Zhang, X., Sun, M., Zou, X., and Zheng, C. (2019). Attention-based LSTM
algorithm for audio replay detection in noisy environments. Appl. Sci. 9, 1539.
doi: 10.3390/app9081539

Li, L, Chen, Y., Wang, D., and Zheng, T. F. (2017). A study on replay
attack and anti-spoofing for automatic speaker verification. arXiv:1706.02101 [cs].
doi: 10.21437/Interspeech.2017-456

Li, Y., Chang, M.-C,, and Lyu, S. (2018). “In ictu oculi: exposing Al created
fake videos by detecting eye blinking,” in 2018 IEEE International Workshop on
Information Forensics and Security (WIFS) (Hong Kong: IEEE), 1-7.

Loey, M., Smarandache, F., and Khalifa, N. E. M. (2020). Within the lack of chest
COVID-19 x-ray dataset: a novel detection model based on GAN and deep transfer
learning. Symmetry 12, 651. doi: 10.3390/sym12040651

Luo, A, Li, E, Liu, Y., Kang, X., and Wang, Z. J. (2021). “A capsule network
based approach for detection of audio spoofing attacks,” in ICASSP 2021-2021
IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)
(Toronto, ON: IEEE), 6359-6363.

Luo, R,, Tan, X., Wang, R,, Qin, T,, Li, J., Zhao, S., et al. (2021). “Lightspeech:
lightweight and fast text to speech with neural architecture search,” in ICASSP
2021-2021 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP) (Toronto, ON: IEEE), 5699-5703.

frontiersin.org


https://doi.org/10.3389/fdata.2022.1001063
https://doi.org/10.21437/Odyssey.2018-43
https://doi.org/10.1016/j.compenvurbsys.2018.10.008
https://doi.org/10.1145/3393880
https://www.vice.com/en/article/gy4p47/how-it-feels-to-find-your-face-photoshopped-onto-internet-porn
https://www.vice.com/en/article/gy4p47/how-it-feels-to-find-your-face-photoshopped-onto-internet-porn
https://doi.org/10.1109/TASLP.2020.2998870
https://doi.org/10.1016/0167-6393(94)00051-B
https://doi.org/10.48550/arXiv.1806.04558
https://doi.org/10.1145/3072959.3073702
https://doi.org/10.1016/j.specom.2007.05.001
https://www.prweek.com/article/1431578/study-86-people-dont-fact-check-news-spotted-social-media
https://www.prweek.com/article/1431578/study-86-people-dont-fact-check-news-spotted-social-media
https://www.washingtonpost.com/politics/2020/08/07/trump-campaign-ad-manipulates-three-images-put-biden-basement/
https://www.washingtonpost.com/politics/2020/08/07/trump-campaign-ad-manipulates-three-images-put-biden-basement/
https://www.washingtonpost.com/politics/2020/08/07/trump-campaign-ad-manipulates-three-images-put-biden-basement/
https://doi.org/10.1007/s13369-021-06297-w
https://doi.org/10.21437/Interspeech.2017-1111
https://doi.org/10.21437/Interspeech.2014-539
https://doi.org/10.48550/arXiv.2010.05646
https://doi.org/10.14419/ijet.v7i2.28.12933
https://doi.org/10.48550/arXiv.1910.06711
https://doi.org/10.21437/Interspeech.2017-360
https://doi.org/10.1038/nature14539
https://doi.org/10.1109/5.726791
https://doi.org/10.1162/tacl_a_00067
https://doi.org/10.21437/Interspeech.2015-336
https://doi.org/10.1016/j.eswa.2021.114683
https://doi.org/10.3390/app9081539
https://doi.org/10.21437/Interspeech.2017-456
https://doi.org/10.3390/sym12040651
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org

Khanjani et al.

Maksutov, A. A., Morozov, V. O., Lavrenov, A. A., and Smirnov, A. S. (2020).
“Methods of deepfake detection based on machine learning” in 2020 IEEE
Conference of Russian Young Researchers in Electrical and Electronic Engineering
(EIConRus), Russian Young Researchers in Electrical and Electronic Engineering
(EIConRus) (St. Petersburg; Moscow: IEEE), 408-411.

Mao, X,, Li, Q,, Xie, H., Lau, R. Y. K., Wang, Z., and Smolley, S. P. (2017). “Least
squares generative adversarial networks,” in 2017 IEEE International Conference on
Computer Vision (ICCV) (Venice: IEEE).

Mirsky, Y., and Lee, W. (2021). The creation and detection of deepfakes: a survey.
ACM Comput. Surveys 54, 1-41. doi: 10.1145/3425780

Mittal, T., Bhattacharya, U., Chandra, R., Bera, A., and Manocha, D. (2020).
“Emotions don’t lie: An audio-visual deepfake detection method using affective
cues,” in Proceedings of the 28th ACM International Conference on Multimedia
(ACM), 2823-2832. doi: 10.1145/3394171.3413570

Montahaei, E., Alihosseini, D., and Soleymani Baghshah, M. (2021). DGSAN:
discrete generative self-adversarial network. Neurocomputing 448, 364-379.
doi: 10.1016/j.neucom.2021.03.097

Murphy, C., and Huang, Z. (2019). China’s Red-Hot Face-Swapping App Provokes
Privacy Concern. Available online at: https://www.bloomberg.com/news/articles/
2019-09-02/china-s-red- hot- face- swapping-app- provokes- privacy- concern?
leadSource=uverify%20wall (accessed September 1, 2020).

Nagarsheth, P., Khoury, E., Patil, K., and Garland, M. (2017). Replay attack
detection using DNN for channel discrimination. Interspeech 2017, 97-101.
doi: 10.21437/Interspeech.2017-1377

Narendranath, M., Murthy, H. A., Rajendran, S., and Yegnanarayana, B. (1995).
Transformation of formants for voice conversion using artificial neural networks.
Speech Commun. 16, 207-216. doi: 10.1016/0167-6393(94)00058-1

Naruniec, J., Helminger, L., Schroers, C., and Weber, R. (2020). High-resolution
neural face swapping for visual effects. Comput. Graphics Forum 39, 173-184.
doi: 10.1111/cgf.14062

NBC News (2019). Tortillas/Cancer-Story. NBC News. Available online
at:  https://www.nbcnewyork.com/news/local/tortillas- secret-weapon-against-
hpv-cancer- mexican- researchers-report-food-health-unam/36100/ (accessed
September 9, 2020).

Nguyen, T. T., Nguyen, Q. V. H., Nguyen, C. M., Nguyen, D., Nguyen, D. T., and
Nahavandi, S. (2021). Deep learning for deepfakes creation and detection: a survey.
arXiv:1909.11573 [cs, eess]. doi: 10.2139/ssrn.4030341

Noelle Martin. (2019). Auspire. Available online at: https://auspire.org.au/news/
noelle-martin// (accessed November 30, 2022).

Oord, A, v. d., Dieleman, S., Zen, H., Simonyan, K., Vinyals, O., et al.
(2016). WaveNet: a generative model for raw audio. arXiv:1609.03499 [cs].
doi: 10.48550/arXiv.1609.03499

O’Sullivan, D. (2019). Inside the Pentagon’s Race Against Deepfake Videos.
Available  online  at:  https://www.cnn.com/interactive/2019/01/business/
pentagons-race-against- deepfakes/ (accessed September 9, 2020).

Panayotov, V., Chen, G., Povey, D., and Khudanpur, S. (2015). “Librispeech: an
ASR corpus based on public domain audio books,” in 2015 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP) (South Brisbane,
QLD: IEEE), 5206-5210.

Park, S.-W., Kim, D.-Y., and Joe, M.-C. (2020). Cotatron: Transcription-guided
speech encoder for any-to-many voice conversion without parallel data. Interspeech
2020, 4696-4700. doi: 10.21437/Interspeech.2020-1542

Pijanowski, B. C., Shellito, B., Pithadia, S., and Alexandridis, K. (2002).
Forecasting and assessing the impact of urban sprawl in coastal watersheds
along eastern lake michigan. Lakes Reservoirs Res. Manag. 7, 271-285.
doi: 10.1046/j.1440-1770.2002.00203.x

Ping, W., Peng, K, Gibiansky, A., Arik, S. O., Kannan, A., Narang,
S, et al. (2018). Deep voice 3: scaling text-to-speech with convolutional
sequence learning. arXiv:1710.07654 [cs, eess]. doi: 10.48550/arXiv.1710.
07654

Pradhan, S., Sun, W., Baig, G., and Qiu, L. (2019). “Combating replay attacks
against voice assistants,” in Proceedings of the ACM on Interactive, Mobile, Wearable
and Ubiquitous Technologies, 1-100.

Prenger, R., Valle, R, and Catanzaro, B. (2019). “Waveglow: a flow-based
generative network for speech synthesis,” in ICASSP 2019-2019 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP) (Brighton: IEEE),
3617-3621.

Rahul, T. P, Aravind, P. R, C, R, Nechiyil, U.,, and Paramparambath, N.
(2020). Audio spoofing verification using deep convolutional neural networks
by transfer learning. arXiv:2008.03464 [cs, eess]. doi: 10.48550/arXiv.2008.
03464

Frontiersin Big Data

10.3389/fdata.2022.1001063

Rangarajan, A. K., and Ramachandran, H. K. (2021). A preliminary analysis
of AI based smartphone application for diagnosis of COVID-19 using
chest x-ray images. Expert Syst. Appl. 183, 115401. doi: 10.1016/j.eswa.2021.
115401

Rea, N. (2019). Artists Create a Sinister "deepfake’ of Mark Zuckerberg to Teach
Facebook (and the rest of us) a Lesson About Digital Propaganda. Section: Art
World.

Reimao, R., and Tzerpos, V. (2019). “For: A dataset for synthetic speech
detection,” in 2019 International Conference on Speech Technology and Human-
Computer Dialogue (SpeD) (IEEE), 1-10. doi: 10.1109/SPED.2019.8906599

Ren, Y., Hu, C,, Tan, X,, Qin, T., Zhao, S., Zhao, Z., et al. (2020). Fastspeech 2: Fast
and high-quality end-to-end text to speech. arXiv [Preprint]. arXiv: 2006.04558.

Reuters Staff. (2019). Reporting by Joseph Sipalan and Liz Lee; Writing by A.
Ananthalakshmi; Editing by Nick Macfie. Malaysian police say political leader
behind gay sex tape allegations. Available online at: https://www.reuters.com/
article/us- malaysia- politics-idUSKCN1UDOOF (accessed September 1, 2020).

Saito, Y., Takamichi, S., and Saruwatari, H. (2018). Statistical parametric speech
synthesis incorporating generative adversarial networks. IEEE/ACM Trans. Audio
Speech Lang. Process. 26, 84-96. doi: 10.1109/TASLP.2017.2761547

Santos, T. (2019). Instagram Hides False Content Behind Warnings, Except
for Politicians. Available online at: https://techcrunch.com/2019/12/16/instagram-
factchecking/?guccounter=1 (accessed September 9, 2020).

Saul, S., Decker, B., and Gold, M. (2020). After biden plays ‘despacito’ at an event,
trump shares a doctored video replacing it with an anti-police song. The New York
Times.

Scardapane, S., Stoffl, L., Rohrbein, F., and Uncini, A. (2017). “On the use of
deep recurrent neural networks for detecting audio spoofing attacks,” in 2017
International Joint Conference on Neural Networks (IJCNN) (Anchorage, AK:
1EEE), 3483-3490.

Shen, J., Pang, R, Weiss, R. J., Schuster, M., Jaitly, N., Yang, Z., et al.
(2018). “Natural TTS synthesis by conditioning wavenet on MEL spectrogram
predictions,” in 2018 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP) (Calgary, AB: IEEE), 4779-4783.

Sierra, A. D. (2020). California Deepfake Laws First in Country to Take Effect.
Available online at: https://www.lexology.com/library/detail.aspx?g=4700{977-
4845-417b-834d-b3c06390ee27 (accessed September 9, 2020).

Sisman, B., Vijayan, K., Dong, M., and Li, H. (2019). “SINGAN: singing voice
conversion with generative adversarial networks,” in 2019 Asia-Pacific Signal and
Information Processing Association Annual Summit and Conference (APSIPA ASC)
(Lanzhou: IEEE).

Smith, S. (2019). NYT Cited Gender Blinding Tech Job Study, Doesn’t Know
if It’s Real. Available online at: https://www.imediaethics.org/nyt-cited-gender-
blinding- tech-job-study- doesnt-know-if-its-real/ (accessed September 9, 2020).

Smith, S. (2020). Nebraska TV News Fell for Scam Call Saying Post Office Closing
for Coronavirus. Available online at: https://www.imediaethics.org/nebraska-
tv-news- fell- for- scam- call- saying- post- office- closing- for- coronavirus/ (accessed
September 9, 2020).

Song, H., Han, X. Y., Montenegro-Marin, C. E., and Krishnamoorthy, S. (2021).
Secure prediction and assessment of sports injuries using deep learning based
convolutional neural network. . Ambient. Intell. Humaniz Comput. 12, 3399-3410.
doi: 10.1007/s12652-020-02560-4

Sotelo, J., Mehri, S., Kumar, K., Santos, J. F., Kastner, K., Courville, A.,
et al. (2017). “Char2wav: End-to-end speech synthesis,” in ICLR 2017 Workshop
Submission.

Spangler, T. (2020). Snap Confirms Acquisition of Deepfakes Startup Al Factory,
Used to Power ‘Cameos’ Selfie Videos. Available online at: https://variety.com/
2020/digital/news/snapchat-acquires- deepfakes- startup- ai- factory- cameos-
1203456055/ (accessed September 9, 2020).

Stupp, C. (2019). Fraudsters used AI to mimic CEO’s voice in unusual cybercrime
case. Wall Street J. 30.

Sutskever, I., Vinyals, O., and Le, Q. V. (2014). Sequence to sequence learning
with neural networks. arXiv:1409.3215 [cs]. doi: 10.48550/arXiv.1409.3215

Suwajanakorn, S., Seitz, S. M., and Kemelmacher-Shlizerman, I. (2017).
Synthesizing obama: learning lip sync from audio. ACM Trans. Graphics 36, 1-95.
doi: 10.1145/3072959.3073640

Tan, X., Qin, T., Soong, F., and Liu, T.-Y. (2021). A survey on neural speech
synthesis. arXiv:2106.15561 [eess.AS]. doi: 10.48550/arXiv.2106.15561

Thies, J., Zollhéfer, M., and Niefiner, M. (2019). Deferred neural rendering:
image synthesis using neural textures. ACM Trans. Graph. 38, 1-12.
doi: 10.1145/3306346.3323035

frontiersin.org


https://doi.org/10.3389/fdata.2022.1001063
https://doi.org/10.1145/3425780
https://doi.org/10.1145/3394171.3413570
https://doi.org/10.1016/j.neucom.2021.03.097
https://www.bloomberg.com/news/articles/2019-09-02/china-s-red-hot-face-swapping-app-provokes-privacy-concern?leadSource=uverify%20wall
https://www.bloomberg.com/news/articles/2019-09-02/china-s-red-hot-face-swapping-app-provokes-privacy-concern?leadSource=uverify%20wall
https://www.bloomberg.com/news/articles/2019-09-02/china-s-red-hot-face-swapping-app-provokes-privacy-concern?leadSource=uverify%20wall
https://doi.org/10.21437/Interspeech.2017-1377
https://doi.org/10.1016/0167-6393(94)00058-I
https://doi.org/10.1111/cgf.14062
https://www.nbcnewyork.com/news/local/tortillas-secret-weapon-against-hpv-cancer-mexican-researchers-report-food-health-unam/36100/
https://www.nbcnewyork.com/news/local/tortillas-secret-weapon-against-hpv-cancer-mexican-researchers-report-food-health-unam/36100/
https://doi.org/10.2139/ssrn.4030341
https://auspire.org.au/news/noelle-martin//
https://auspire.org.au/news/noelle-martin//
https://doi.org/10.48550/arXiv.1609.03499
https://www.cnn.com/interactive/2019/01/business/pentagons-race-against-deepfakes/
https://www.cnn.com/interactive/2019/01/business/pentagons-race-against-deepfakes/
https://doi.org/10.21437/Interspeech.2020-1542
https://doi.org/10.1046/j.1440-1770.2002.00203.x
https://doi.org/10.48550/arXiv.1710.07654
https://doi.org/10.48550/arXiv.2008.03464
https://doi.org/10.1016/j.eswa.2021.115401
https://doi.org/10.1109/SPED.2019.8906599
https://www.reuters.com/article/us-malaysia-politics-idUSKCN1UD0OF
https://www.reuters.com/article/us-malaysia-politics-idUSKCN1UD0OF
https://doi.org/10.1109/TASLP.2017.2761547
https://techcrunch.com/2019/12/16/instagram-factchecking/?guccounter=1
https://techcrunch.com/2019/12/16/instagram-factchecking/?guccounter=1
https://www.lexology.com/library/detail.aspx?g=4700f977-4845-417b-834d-b3c06390ee27
https://www.lexology.com/library/detail.aspx?g=4700f977-4845-417b-834d-b3c06390ee27
https://www.imediaethics.org/nyt-cited-gender-blinding-tech-job-study-doesnt-know-if-its-real/
https://www.imediaethics.org/nyt-cited-gender-blinding-tech-job-study-doesnt-know-if-its-real/
https://www.imediaethics.org/nebraska-tv-news-fell-for-scam-call-saying-post-office-closing-for-coronavirus/
https://www.imediaethics.org/nebraska-tv-news-fell-for-scam-call-saying-post-office-closing-for-coronavirus/
https://doi.org/10.1007/s12652-020-02560-4
https://variety.com/2020/digital/news/snapchat-acquires-deepfakes-startup-ai-factory-cameos-1203456055/
https://variety.com/2020/digital/news/snapchat-acquires-deepfakes-startup-ai-factory-cameos-1203456055/
https://variety.com/2020/digital/news/snapchat-acquires-deepfakes-startup-ai-factory-cameos-1203456055/
https://doi.org/10.48550/arXiv.1409.3215
https://doi.org/10.1145/3072959.3073640
https://doi.org/10.48550/arXiv.2106.15561
https://doi.org/10.1145/3306346.3323035
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org

Khanjani et al.

Tian, X., Xiao, X., Chng, E. S., and Li, H. (2016). “Spoofing speech detection
using temporal convolutional neural network,” in 2016 Asia—Paciﬁc Signal and
Information Processing Association Annual Summit and Conference (APSIPA) (Jeju:
1EEE), 1-6.

Toda, T., Black, A. W., and Tokuda, K. (2007). Voice conversion based on
maximum-likelihood estimation of spectral parameter trajectory. IEEE Trans.
Audio Speech Lang. Process. 15, 2222-2235. doi: 10.1109/TASL.2007.907344

Toda, T., Chen, L. H., Saito, D., Villavicencio, F., Wester, M., Wu, Z,
et al. (2016). “The voice conversion challenge,” in Interspeech. p. 1632-1636.
doi: 10.21437/Interspeech.2016-1066

Tolosana, R., Vera-Rodriguez, R., Fierrez, J., Morales, A., and Ortega-Garcia, J.
(2020). Deepfakes and beyond: a survey of face manipulation and fake detection.
Inf. Fusion 64, 131-148. doi: 10.1016/j.inffus.2020.06.014

Tom, F., Jain, M., and Dey, P. (2018). End-to-end audio replay attack detection
using deep convolutional networks with attention. Interspeech 2018, 681-685.
doi: 10.21437/Interspeech.2018-2279

Tzinis, E., and Potamianos, A. (2017). “Segment-based speech emotion
recognition using recurrent neural networks” 2017 Seventh International
Conference on Affective Computing and Intelligent Interaction (ACII), Affective
Computing and Intelligent Interaction (ACII) (San Antonio, TX: IEEE), 190-195.

Vasquez, S., and Lewis, M. (2019). MelNet: a generative model for audio in the
frequency domain. arXiv:1906.01083 [cs, eess, stat]. doi: 10.48550/arXiv.1906.01083

Villalba, J., and Lleida, E. (2011). “Preventing replay attacks on speaker
verification systems,” in 2011 Carnahan Conference on Security Technology
(Barcelona: IEEE), 1-8.

Wang, R, Juefei-Xu, F., Huang, Y., Guo, Q., Xie, X., Ma, L., et al. (2020a).
“Deepsonar: Towards effective and robust detection of ai-synthesized fake
voices,” in Proceedings of the 28th ACM International Conference on Multimedia,
1207-1216. doi: 10.1145/3394171.3413716

Wang, R, Juefei-Xu, F., Ma, L., Xie, X., Huang, Y., Wang, J., et al. (2020b).
FakeSpotter: a simple yet robust baseline for spotting Al-synthesized fake faces.
arXiv:1909.06122 [cs]. doi: 10.24963/ijcai.2020/476

Wang, X., Yamagishi, J., Todisco, M., Delgado, H., Nautsch, A., Evans, N, et al.
(2020). ASVspoof 2019: a large-scale public database of synthesized, converted and
replayed speech. Comput. Speech Lang. 64, 101114. doi: 10.1016/j.cs1.2020.101114

Wang, Y., Skerry-Ryan, R. J., Stanton, D., Wu, Y., Weiss, R. ], Jaitly, N, et al.
(2017). Tacotron: towards end-to-end speech synthesis. arXiv:1703.10135 [cs].
doi: 10.21437/Interspeech.2017-1452

Witkowski, M., Kacprzak, S., Zelasko, P., Kowalczyk, K., and Galka, J. (2017).
Audio replay attack detection using high-frequency features. Interspeech 2017,
27-31. doi: 10.21437/Interspeech.2017-776

Wolters, M., Campbell, P., DePlacido, C., Liddell, A., and Owens, D. (2007).
“Making speech synthesis more accessible to older people,” in 6th ISCA Workshops
on Speech Synthesis (SSW-6).

Wu, Q,, Li, L., and Yu, Z. (2021). TextGAIL: generative adversarial imitation
learning for text generation. arXiv:2004.13796 [cs]. doi: 10.48550/arXiv.2004.13796

Wu, Z., Kinnunen, T., Evans, N., Yamagishi, J., Hanilgi, C., Sahidullah,
M., et al. (2015). ASVspoof 2015: the first automaticspeaker verification

Frontiersin Big Data

24

10.3389/fdata.2022.1001063

spoofing and countermeasures 2037-2041.

doi: 10.21437/Interspeech.2015-462

challenge. Interspeech 2015,

Wu, Z., and Li, H. (2014). Voice conversion versus speaker verification:
an overview. APSIPA Trans. Signal Inf. Process. 3, el7. doi: 10.1017/ATSIP.
2014.17

Wu, Z., Yamagishi, J., Kinnunen, T., Hanilci, C., Sahidullah, M., Sizov,
A, et al. (2017). ASVspoof: the automatic speaker verification spoofing and
countermeasures challenge. IEEE J. Sel. Top. Signal Process. 11, 588-604.
doi: 10.1109/JSTSP.2017.2671435

Xie, J., Aubert, X, Long, X, van Dijk, J., Arsenali, B., Fonseca, P,
et al. (2021). Audio-based snore detection using deep neural networks.
Comput. Methods Programs Biomed. 200, 105917. doi: 10.1016/j.cmpb.2020.
105917

Xin, Y., Kong, L., Liu, Z.,, Chen, Y., Li, Y., Zhu, H,, et al. (2018). Machine
learning and deep learning methods for cybersecurity. IEEE Access 6, 35365-35381.
doi: 10.1109/ACCESS.2018.2836950

Yamagishi, J., Veaux, C., and MacDonald, K. (2019). Cstr vctk Corpus: English
Multi-Speaker Corpus for cstr Voice Cloning Toolkit (Version 0.92).

Yan, Y., Tan, X,, Li, B, Qin, T., Zhao, S., Shen, Y., et al. (2021). “Adaspeech
2: adaptive text to speech with untranscribed data,” in ICASSP 2021-2021 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP)
(Toronto, ON: IEEE), 6613-6617.

Yang, Y., Dan, X,, Qiu, X, and Gao, Z. (2020). FGGAN: Feature-guiding
generative adversarial networks for text generation. IEEE Access 8, 105217-105225.
doi: 10.1109/ACCESS.2020.2993928

Yankovic, W. A. (n.d.). “weird al” yankovic.

Yazdinejad, A., Parizi, R. M., Srivastava, G., and Dehghantanha, A. (2020).
“Making sense of blockchain for AI deepfakes technology,” in 2020 IEEE Globecom
Workshops (GC Wkshps) (Taipe: IEEE), 1-6.

Zakharov, E., Shysheya, A., Burkov, E., and Lempitsky, V. (2019). “Few-
shot adversarial learning of realistic neural talking head models,” in 2019
IEEE/CVF International Conference on Computer Vision (ICCV) (Seoul: IEEE),
9458-9467.

Zhang, C., Ren, Y., Tan, X, Liu, J., Zhang, K., Qin, T, et al. (2021). “Denoispeech:
denoising text to speech with frame-level noise modeling,” in ICASSP 2021-2021
IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)
(Toronto, ON: IEEE), 7063-7067.

Zhang, J.-X., Ling, Z.-H., and Dai, L.-R. (2020). Non-parallel sequence-
to-sequence voice conversion with disentangled linguistic and speaker
representations. IEEE/ACM Trans. Audio Speech Lang. Process. 28, 540-552.
doi: 10.1109/TASLP.2019.2960721

Zhang, T., Deng, L., Zhang, L., and Dang, X. (2020). “Deep learning in face
synthesis: a survey on deepfakes,” in 2020 IEEE 3rd International Conference on
Computer and Communication Engineering Technology (CCET) (Beijing: IEEE),
67-70.

Zhang, Y., Jiang, F., and Duan, Z. (2021). One-class learning towards
synthetic voice spoofing detection. IEEE Signal Process Lett. 28, 937-941.
doi: 10.1109/LSP.2021.3076358

frontiersin.org


https://doi.org/10.3389/fdata.2022.1001063
https://doi.org/10.1109/TASL.2007.907344
https://doi.org/10.21437/Interspeech.2016-1066
https://doi.org/10.1016/j.inffus.2020.06.014
https://doi.org/10.21437/Interspeech.2018-2279
https://doi.org/10.48550/arXiv.1906.01083
https://doi.org/10.1145/3394171.3413716
https://doi.org/10.24963/ijcai.2020/476
https://doi.org/10.1016/j.csl.2020.101114
https://doi.org/10.21437/Interspeech.2017-1452
https://doi.org/10.21437/Interspeech.2017-776
https://doi.org/10.48550/arXiv.2004.13796
https://doi.org/10.21437/Interspeech.2015-462
https://doi.org/10.1017/ATSIP.2014.17
https://doi.org/10.1109/JSTSP.2017.2671435
https://doi.org/10.1016/j.cmpb.2020.105917
https://doi.org/10.1109/ACCESS.2018.2836950
https://doi.org/10.1109/ACCESS.2020.2993928
https://doi.org/10.1109/TASLP.2019.2960721
https://doi.org/10.1109/LSP.2021.3076358
https://www.frontiersin.org/journals/big-data
https://www.frontiersin.org

	Audio deepfakes: A survey
	1. Introduction
	2. Preliminaries
	2.1. Deep learning vs. machine learning and artificial neural networks
	2.2. Networks used in deepfake generation and detection

	3. Deepfake categories
	3.1. Audio deepfakes
	3.1.1. Non-AI generated: Replay attacks
	3.1.2. AI-generated audio fakes
	3.1.2.1. Speech synthesis (Text-to-speech)
	3.1.2.2. Voice conversion and impersonation


	3.2. Text deepfake
	3.3. Video deepfake
	3.4. Image deepfakes

	4. Audio deepfake datasets
	5. Intuitions behind the AI-generated audio
	6. Discussion and future directions
	6.1. Deepfake generation
	6.2. Future defense against audio fakes

	7. Conclusion
	Author contributions
	Acknowledgments
	Conflict of interest
	Publisher's note
	Supplementary material
	References


