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Nontrivial momentum-space spin texture of electrons can be induced by spin-orbit coupling and
underpins various spin transport phenomena, such as current-induced spin polarization and the spin Hall
effect. In this work, we find a nontrivial spin texture, spin antivortex, can appear at certain momenta on the
Γ − K line in a 2D monolayer Pb on top of SiC. Different from spin vortex due to the band degeneracy in
the Rashba model, the existence of this spin antivortex is guaranteed by the Poincaré-Hopf theorem and
thus topologically stable. Accompanied with this spin antivortex, a Lifshitz transition of Fermi surfaces
occurs at certain momenta on the K −M line, and both phenomena are originated from the anticrossing
between the j ¼ 1=2 and j ¼ 3=2 bands. A rapid variation of the response coefficients for both the current-
induced spin polarization and spin Hall conductivity is found when the Fermi energy is tuned around the
spin antivortex. Our work demonstrates the monolayer Pb as a potentially appealing platform for spintronic
applications.
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Introduction.—Momentum-space spin textures of elec-
tronic bands often provide an intuitive picture to understand
spin transport phenomena such as current-induced spin
polarization (CISP, also known as the Edelstein effect or the
inverse spin galvanic effect) [1–7] and spin Hall effect
(SHE) [8–10] in spin-orbit coupled materials. The Rashba
model [11–14], for example, possesses a spin texture of the
vortex type, for which electron spins are oriented tangen-
tially along the Fermi contour and form a vortex texture
(also called helical texture) for each of the two spin-split
bands. Under an electric field, the nonequilibrium distri-
bution of electrons around a shifted Fermi contour carrying
spin vortices leads to a net CISP. Such analytical models of
spin vortices usually capture spin textures around high-
symmetry k points but can be insufficient in describing
response functions that rely on integrals over the entire
Brillouin zone (BZ) in realistic materials, where complex
spin textures arising far from high-symmetry k points
contribute dominantly. Here we introduce a new type of
spin texture, a spin antivortex, with a unique movable, but
unremovable nature in the momentum space.
We demonstrate that spin antivortices can be hosted by

atomically thin metals with strong spin orbit coupling
(SOC). Such 2D metals have been realized using the
confinement heteroepitaxy technique [15], where metal
species intercalate underneath graphene epitaxially grown
on an insulating SiC substrate. This new growth technique
can produce air-stable, crystalline 2D metals at scale, with
extraordinary optical [16] and transport properties [15] that
may enable the development of new device applications of

2D materials [17–19]. In particular, the strong SOC in 2D
heavy metals, such as Pb, Pt, Sn, Au, and Bi, can naturally
produce spin-split bands when combined with the inversion
symmetry breaking guaranteed by the graphene-metal-SiC
architecture.
In this work, we study the spin texture for the 2D Pb

monolayer and find that besides the spin vortices around
high-symmetry momenta Γ, M, and K, spin antivortices
with the opposite winding numbers exist at non-high-
symmetry momenta along the Γ − K lines, as labeled by
six red crosses in Fig. 1(a). Unlike the Rashba model, in
which spin vortices are induced by band degeneracy, the
spin antivortices in this system are guaranteed by the
Poincaré-Hopf theorem, and thus reveal a movable but
locally unremovable nature. A Lifshitz transition of the
Fermi surface along K −M accompanies the emergence of
spin antivortices in a similar energy range. To quantitatively
predict the spectroscopic signatures of the spin anti-vortices
and Lifshitz transition, we model their effect on spin
transport by combining density functional theory (DFT)
[20–25] with the Green’s function formalism to show that
they induce a rapid change of CISP and SHE when the
Fermi energy is tuned to align with them. The effect of
short-range disorder scattering is also discussed by includ-
ing the vertex correction in the Green’s function formalism.
Our work will guide experimental studies on spin phenom-
ena and pave the way to the spintronic applications of 2D
heavy metals.
Lifshitz transition and momentum-space spin antivortex

in monolayer Pb.—We start from the ground state lattice
structure and electronic structure of monolayer Pb on top of
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the SiC substrate. The Pb atoms form a triangular lattice
described by the C3v symmetry group that can be generated
by a threefold rotation and an in-plane mirror. Inversion
symmetry is broken due to the local environment, as shown
in Fig. 1(b). The electronic structure of this system at the
DFT level (see Supplemental Material [26] Sec. I. B for
details) without and with SOC are, respectively, shown in
Figs. 1(c) and 1(d). Focusing on the −1 to 1 eV energy
range near the Fermi energy, the two strongly dispersive
bands are mainly characterized by Pb px and py orbitals;
the other weakly dispersive band anticrossing with the px
and py bands is of pz orbital character from both Pb and the
topmost Si layer of the SiC substrate. Band interpolation
using maximally localized Wannier functions was then
performed using the above four orbitals for initial projec-
tions (details in Supplemental Material [26]). The resulting
Wannier-interpolated bands in Fig. 1(c) agrees well with
the original DFT ones within the manifold of the four
orbitals. After introducing atomic SOC to the tight binding
Hamiltonian obtained from Wannierization, we obtain low-
energy bands shown in Fig. 1(d). Labeling bands with SOC
by total angular momenta j at K, the j ¼ 1=2 bands are
mainly dominated by Si pz orbitals and the j ¼ 3=2 bands

[labeled as bands 1 and 2 in Fig. 1(d)] come from Pb pxpy

orbitals; these two bands anticross around K for
EF ¼ −0.1 eV.
We next show the evolution of Fermi surfaces across a

Lifshitz transition in Figs. 1(e)–1(h), where EF is lowered
from 1.0 eV to 0.0,−0.1 and −0.2 eV. At EF ¼ 1.0 eV, the
spin-split hole pockets α (blue) and β (red) and the spin-
split electron pockets around K (black) come from Pb px,
py orbitals. As the Fermi energy lowers to EF ¼ 0.0 eV,
the electron pockets shrink and disappear, while the hole
pockets extend towards the BZ boundary. As the Fermi
energy decreases further, the hole pocket α is split into the
electron pockets α1 and α2 around the M and K points, as
shown in Fig. 1(h). A Lifshitz transition that changes the
Fermi surface topology occurs at the momentum kL along
the K −M line at EF ¼ −0.1 eV, as shown in Fig. 1(g).
Also evolving with lowering Fermi energies along

Figs. 1(e)–1(h) are spin textures of the Fermi pockets.
At EF ¼ 1.0 eV, the spin textures of two hole pockets are
of Rashba-type. As the Fermi energy lowers, the spin
texture of the inner hole pocket β (red) remains the
same while dramatic changes occur for the outer hole
pocket α (blue) that experiences the Lifshitz transition.
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FIG. 1. (a) The locations of spin vortices (black dots) and antivortices (red crosses) in the first BZ and the spin texture for the spin
vortex around the Γ point with a winding number þ1 and the antivortex around the kS point with a winding number −1. (b) The lattice
structure of the intercalated monolayer Pb between SiC substrate and graphene. (c) The electronic band structure without SOC from first
principal calculation (gray lines) and from the maximal localized Wannier function (MLWF) (red lines). (d) The band spectrum from
MLWF with SOC for the energy range of the black box in (b). The gray region is the anticrossing regime of j ¼ 1=2 and j ¼ 3=2 bands.
kL and kS label the locations of the Lifshitz transition point and spin antivortex. (e)–(h) Fermi surfaces and spin texture of band 1 and 2
for EF ¼ 1.0; 0.0;−0.1;−0.2 eV. αðβÞ are hole pockets for band 1(2) around Γ before the Lifshitz transition. Black lines are electron
Fermi pockets. α1ðα2Þ are Fermi surface pockets for band 2 around MðKÞ after Lifshitz transition.
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By comparing the spin direction of the blue Fermi pocket at
EF ¼ 0.0 and EF ¼ −0.2 eV, one notices that the spin
direction of the Fermi pocket α1 around M at EF ¼
−0.2 eV follows that at EF ¼ 0.0 eV, while the spin
direction of the Fermi pocket α2 around K at EF ¼
−0.2 eV reverses its sign, as compared to that at
EF ¼ 0.0 eV. To see this feature more clearly, we focus
on the spin texture of band 2 in the whole BZ, as shown in
Fig. 2(a), in which the arrows show the in-plane spin
directions and the colors indicate the z-component spin. It
is clear that the in-plane spin forms vortices around Γ, M,
K, and K0. Zooming in on the spin texture of band 2 around
K in Fig. 2(b), we find that, besides the vortex around K,
another antivortex centered at kS appears along the Γ − K
line. The lines α, α1, and α2 in Fig. 2(b) show the Fermi
surfaces at EF ¼ 0.0 and EF ¼ −0.2 eV, respectively, and
we indeed see a sign change of the spin direction for the
momenta at the left and right sides of kS along the Γ − K
line between these two Fermi surfaces, consistent with the
Fermi pocket plot in Figs. 1(f) and 1(h).
The existence of the spin antivortex can be viewed as a

consequence of the Poincaré-Hopf theorem of a tangential
vector field on a compact manifold [40]. The BZ is a torus
and we only focus on the in-plane spin component, which
can be regarded as a tangential field. According to the
Poincaré-Hopf theorem, the total of winding numbers
around spin vortices is the Euler number of the torus,
namely, zero. The winding numbers of spin vortices at six
high symmetry momenta, namely, Γ, K, K0 and three M
points, are allþ1, as shown in Fig. 2(a). On the other hand,
there are six antivortices due to the combination of C3 and
time reversal T symmetries, each with winding number −1,
as shown in Fig. 1(a). Thus, the total winding number in the
whole BZ vanishes, as required by the Poincaré-Hopf
theorem. This analysis suggests that, unlike a spin vortex
around high symmetry momenta, each spin antivortex is

movable along the Γ − K lines, but is locally stable due to
its topological nature. The difference between spin anti-
vortex and other spin texture, such as spin vortex in the
Rashba model, is further discussed in Sec. II. C of
Supplemental Material [26]. In addition, it is shown that
the location of spin antivortex can be controlled by an
external gate voltage, as discussed in Sec. II. B of
Supplemental Material [26].
It is interesting to notice that both the Lifshitz transition

and the spin antivortex occur approximately around
EF ≈ −0.1 eV, as shown in Fig. 2(b). This is because both
phenomena are related to the anticrossings between the j ¼
1=2 bands from pz orbitals and the j ¼ 3=2 bands from px;y

orbitals around K or K0, as shown by the gray regime in
Fig. 1(d). We provide more detailed analysis on how the
band anticrossing can induce the Lifshitz transition and
spin antivortex in the Supplemental Material [26] Sec. II. B.
Current-induced spin polarization and the spin Hall

effect.—The Lifshitz transition and spin antivortex can be
experimentally verified by their spectroscopic signatures:
they can, in principle, be extracted through the spin-
resolved angular-resolved photoemission spectroscopy
[41]. Here we focus on the spin transport phenomena of
CISP and SHE, which are described by the response
equations, Sk ¼

P
i χkiEi for CISP and Jkj ¼

P
i σ

k
jiEi

for SHE, respectively. Here Sk is the spin operator with
k ¼ x, y, z, vj is the velocity operator with i; j ¼ x, y and
Jkj ¼ fSk; vjg=2 is the spin current operator. Based on the
threefold rotation and in-plane mirror symmetries, the
nonzero in-plane current response coefficients for the
x-direction electrical field are χyx for CISP and σzyx; σxxx ¼
−σyyx for SHE from the Neumann’s principles [42].
The detailed form of the response coefficients χij and σkji

can be derived from the standard linear response theory and
are given by

χijðEFÞ¼
Z

d2k
ð2πÞ2

χijðk;EFÞ

¼−
1

2π

Z
d2k
ð2πÞ2

TrSiGRðk;EFÞΓjðkÞGAðk;EFÞ ð1Þ

and

σkijðEFÞ¼
Z

d2k
ð2πÞ2

σkijðk;EFÞ

¼−
1

2π

Z
d2k
ð2πÞ2

TrJki ðkÞGRðk;EFÞΓjðkÞGAðk;EFÞ;

ð2Þ

where GR and GA are the retarded and advanced Green’s
functions, Tr is the trace taken over band indices, and the
vertex operator ΓjðkÞ is defined as Γjðk; EÞ ¼ JjðkÞ þ
γjðEÞ with the current operator Jj ¼ −evj and
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FIG. 2. (a) Spin texture of the band 2 in the whole BZ. The
arrows depict in-plane spin polarization while the background
color reveals the z-component spin polarization. The spin vortices
with winding number þ1 exist at high symmetry points Γ,M, K,
K0. (b) The zoom-in of spin texture around K. A spin antivortex
shows up on the Γ − K line at the kS point on Fermi sur-
faces around EF ¼ −0.1 eV, concurrent with the Lifshitz tran-
sition. The red, blue, green lines are Fermi surfaces of
EF ¼ 0.0;−0.1;−0.2 eV, respectively.
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γjðEÞ ¼ niV2
0

Z
d2l
ð2πÞ2

GRðl; EÞ½Jjðl; EÞ þ γjðEÞ&GAðl; EÞ:

ð3Þ

Here, γj describes the vertex correction to the current
operator from the ladder diagram of disorder scattering
with the disorder density ni and scattering strength V0 [43].
We apply the linear response formalism to the above-
mentioned tight-binding model parametrized using
Wannier functions; details of the numerical technique are
discussed in the Supplemental Material [26] Sec. I.
Figure 3 summarizes our main numerical results for

χyxðEFÞ for CISP and σzyxðEFÞ for SHE, respectively. Here
the green line is for the case without the vertex correction,
namely, Γjðk; EÞ ¼ JjðkÞ, and the black line with vertex
correction. We first analyze χyxðEFÞ and plot its momentum
resolved contribution χyxðk; EFÞ ofEq. (1) in Figs. 3(e)–3(h).
We find that the main contribution to CISP comes from the
Fermi surface since GRðk; EFÞGAðk; EFÞ in Eq. (1) can be
approximated by δðEF − ϵnkÞ in the dilute disorder limit. At
EF ¼ 1.0 eV, due to the opposite spin texture for the two
hole pockets, they contribute oppositely to CISP, as shown
in Fig. 3(e). The outer Fermi pocket will be dominant and

thus gives rise to the negative sign of χyx, resembling the
CISP contribution in the standard Rashba model [11]. Near
the Lifshitz transition, a dramatic change occurs to the
outer Fermi pocket α2 aroundK andK0. When lowering the
Fermi energy from EF ¼ 0.0 to −0.1 eV, one can clearly
see that the Fermi pocket α2 around K and K0 varies from
blue (negative) to red (positive), as shown in Figs. 3(f) and
3(g). Physically, this sign change directly reflects the
presence of spin antivortices, as the spin direction on the
Fermi pocket α2 around K and K0 changes its sign across
the spin antivortex. In addition, the contribution to CISP
from the Fermi pocket α1 around M also decreases due
to the reduction of relaxation time (See Sec. II. C of
Supplemental Material [26]). Combining the above factors
leads to (i) the positive sign of χyx in this Fermi energy
range (EF < 0.3 eV) and (ii) a rapid increase of χyx around
EF ≈ −0.1 eV as EF decreases. To see this rapid change
more clearly, we take a derivative of χyx with respect to EF,
as shown in Fig. 3(b). The peak in the amplitude of
dχyx=dEF indeed occurs around EF ≈ −0.1 eV, as shown
by the arrow in Fig. 3(b), and thus is induced by the Fermi
surface crossing the antivortex. The SHE also reveals a
rapid change around EF ≈ −0.1 eV, as shown by a similar
peak appears for dσzyx=dEF in Fig. 3(d). This is because the

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

FIG. 3. (a),(b),(c), and (d) show χyx, dχyx=dEF, σzyx, and dσzyx=dEF, respectively, as a function of EF, in the clean case (black lines with
circles) and with disorder scattering (green lines with triangles) for different EF. (e)–(h) and (i)–(l) show the momentum resolved
contribution χijðk; EFÞ to the CISP and σkijðk; EFÞ to the SHE, respectively, over the BZ for EF ¼ 1.0; 0.0;−0.1;−0.2 eV (without
vertex correction).
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contribution to SHE around the Fermi pockets α1 close to
the Lifshitz transition point kL and that around α2 close to
k0L abruptly changes sign from negative (blue) to positive
(red) when lowering the Fermi energy from EF ¼ 0.0 to
−0.1 eV, as shown in Figs. 3(j) and 3(k). Detailed analysis
suggests that the sign change of contribution around kL and
k0L is more closely related to the Lifshitz transition due to
the fact that the SHE mainly is contributed from interband
matrix elements rather than the intraband Fermi surface
contribution, as discussed in Sec. II. D of the Supplemental
Material [26]. The influence of disorder scattering is also
evaluated through the vertex correction, as shown by the
dashed lines in Figs. 3(a)–3(d). We generally find both the
values of χyx and σzyx, as well as dχyx=dEF and dσzyx=dEF,
around EF ¼ 1.0 eV are enhanced by disorder scattering,
as discussed in details in Secs. II. C and II. D of
Supplemental Material [26].
Conclusion and discussion.—In conclusion, the spin

antivortices and Lifshitz transition induced by the
anticrossing between the pz and px;y bands strongly affect
spin transport phenomena in the monolayer Pb on SiC. By
choosing appropriate parameters (see Sec. II. E of the
Supplemental Material [26]), we find σzyx is of the order
10−1e in our model and the corresponding spin Hall angle
is ∼10−2, comparable to the existing experimentally mea-
sured values [44–46]. Based on the same values, we find
the variation of σzyx across the band anticrossing regime is
around ∼0.3e, and thus should be measurable by tuning the
carrier density of 2D Pb in experiments. For CISP, χyx=ℏ is
of the order 10−8 nm−2V−1 m and its variation is ∼2 ×
10−8 nm−2V−1m in the band anticrossing regime. The
charge-to-spin conversion efficiency 2evfχyx=ℏσxx is ∼0.1,
where vf is the Fermi velocity and σxx is the longitudinal
conductivity. This efficiency is close to that proposed and
measured of graphene on a transition-metal dichalcogenide
[47,48]. While Pb films have been grown on top of SiC
with different growth methods [49–53], our theory suggests
the monolayer Pb as an excellent platform for the study of
spin transport phenomena and spintronic applications.
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