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A Deep-Learning Approach to Marble-Burying Quantification:
Image Segmentation of Marbles and Bedding

Yicheng Zhu, Brandon Hudson, Chandranil Chakraborttii, Yun-Hsuan Su, and Kevin Huang

Abstract— This paper presents and evaluates three auto-
mated tools for semantically segmenting images from marble-
burying experiments. The marble-burying animal model is
widely used as an indication of anxiety or obsessive compulsive
behavior in rodents. In general, the tendency for caged rodents
to bury objects in their bedding is seen as anxiety related, and
several methods have been proposed to measure the degree of
this burying behavior. Unfortunately, most of these methods are
coarse or require either subjective interpretation or onerous
manual procedures. Digital imaging can provide pre- and
post-experiment burying states as well as a platform for a
standardized and streamlined quantification of the marble-
burying test. While continuous imaging streams might provide
more information and temporal analysis, such datasets are
rare, require expert annotation, and can be prohibitively large.
The authors propose that single-image semantic, pixel-wise
segmentation of marble and bedding pixels are key components
that can enable effective quantification. For example, the ratio
of marble to bedding pixels can provide greater granularity in
assessing marble-burying behavior. In this work, a classical
image segmentation approach, a single-class U-Net and a multi-
class U-Net were comparatively evaluated via standard segmen-
tation metrics. Results show that the deep-learning methods
demonstrate greater segmentation performance than the tra-
ditional method. Timing-performance trade off considerations
between single- and multi-class methods are also explored.

Index Terms— U-Net; image segmentation; automation; ma-
chine vision; marble-burying; open-source tool

I. INTRODUCTION

The burying behavior as a defensive mechanism of rodents
in laboratory settings was first observed and introduced by
Pinel and Treit [1]. This was in contrast to the natural
defensive reactions of other lab test animals that typically
exhibited freezing, fleeing or attacking responses. Since then,
the marble-burying test has been used for both pharmaco-
logical and behavioral testing [2]. A typical pair of pre- and
post-treatment marble-burying experiment images are shown
in Figure 1. However, a standard, automatic and quantifiable
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measure of marble-burying behavior in rodents has yet to be
widely deployed. The work presented here leverages digital
imaging and machine learning techniques to automatically
segment semantically relevant portions of marble-burying
image data with promising results. Figure 2 depicts the
overall experimental procedure.

Fig. 1.  Example vertical images (a) pre-experiment (b) post-experiment
marble and bedding state. The test subject mouse is allowed to bury marbles
between states (a) and (b), and the degree of burying activity is seen to
correlate with anxiety or obsessive compulsive behavior.

A. Related Work

1) Marble-Burying: Marble-burying is frequently used as
a behavioral assessment and pharmacological tool. Promi-
nently, it is one of several behavioral indicators for measuring
anxiety, anti-anxiety effects, and stress inducing or reducing
treatments [3]. The model is based on the observation that
upon encountering foreign or strange objects in a laboratory
setting, mice exhibit distinctive burrowing, digging, hoarding
and burying behavior [4]. Other tests for evaluation of
anti-anxiety drugs include elevated plus maze, light dark
box, open-field test, and the hole-board test [2]. Taylor
et al. found that marble-burying behavior is related to y-
Aminobutyric acid, or GABA, and serotonin, and could thus
be useful in pharmacological drug tests for attention deficit
and impulsivity [5].

Several factors may affect stress and thus marble-burying
behavior, such as lighting and temperature. In practice, other
lab-setting considerations - such as consistent sterilization [6]
and depth of bedding [7] protocols, should be maintained. A
typical marble-burying setup contains standard size polycar-
bonate cages with sterilized, unscented bedding at a depth of 5
cm. The standard procedure is as follows: a fixed number of
identical marbles are positioned uniformly on the bedding
before the test animal is placed in the cage. After a set time
period (30 minutes), the animal is removed and the total
number of buried marbles is recorded, where only marbles
buried 25 or more are counted towards the number of buried
marbles [7], [8].

Authorized licensed use limited to: University of Washington Libraries. Downloaded on May 23,2023 at 19:42:42 UTC from IEEE Xplore. Restrictions apply.



Input Pathways Direct Prediction(s)

Traditional Marble

Traditional Bedding

Multi-Class
Bedding U-Net

Pre-Processed Input

Segmentation Pathways

Single-Class U-Net

Fig. 2.

Augmented Prediction(s) Evaluation Pathways

(1) it s IO (B et 2] () s s |
Marble Class Label Bedding Class Label Single-Class Label
L N I

oo L

Numerical Results

Experimental workflow for evaluation. Each input image undergoes three separate segmentation pathways: [ — a traditional image segmentation

method; M B — a multi-class U-Net segmentation network; ¥ — a single class U-Net segmentation network. Each pathway generates one prediction of each
of three classes: u — marble class; B — bedding class; o —single-class. The generated predictions are then evaluated against the three class labels.

2) Towards Better Quantification: The notion of “2/3 or
more buried” is subjective and difficult to replicate or stan-
dardize. Instead, non-objective and image based approaches
are sought to provide a more consistent basis for marble-
burying measurement. Towards that end, photographs pre-
and post-test can be manually assessed [9], [10]. Similarly,
in a study examining the effects of ketogenic diets on mice
[11], a digital camera rig was used to capture vertically from
above images of marble-burying experiments to evaluate
pain (examples in Fig. 1 were obtained from those exper-
iments) [12]. Using Adobe Photoshop, black marble pixels
and bedding perimeter shape were then manually extracted.
The final measure of marble burying was proposed as the
number of marble pixels as a percentage of the entire burying
field’s pixels. This method provides more objectivity and
granularity to burying behavior, yet requires copious amounts
of manual image processing. In an approach to automate and
standardize marble burying tests, Wahl et al. [13] sought a
supervised machine learning approach to examine in detail
both the temporal and spatial behavior of the test animals.
For this, inputs were video streams of marble-burying tests.
These data were processed in Mathworks MATLAB and
Janelia Automatic Animal Behavior Annotator. While the
method provides automation and introduces temporal analy-
sis of the actual burying behavior, video datasets and manual
annotation of training data (pixels coupled with activity
duration) can be both time consuming and potentially subjec-
tive. [13] required experts for repeatable labeling of mouse
behavior duration. The less data intensive and more readily
reproducible labeling of image pixels is more accessible, and
is thus the modality that the authors seek to explore.

B. Image Segmentation

Classical image segmentation techniques combine digi-
tal image processing and optimization methods. They can
largely be broken down into layer-based and block-based,
the latter of which can focus on region- or edge-based
approaches [14]. Most of these traditional methods rely
heavily on heuristics and are not generalizable. Deep learning
methods seek to overcome these drawbacks. Most semantic

image segmentation networks utilize encoder decoder archi-
tectures. Take, for example, Efficient Residual Factorized
Convolutional Network for Real-Time (ERFNet), which in-
corporated residual connections and factorized convolutions
to decrease computational cost [15]. Takikawa et al. [16]
introduced Gated Shape Convolutional Neural Networks
(Gated SCNN), which implement a parallel pathway for
computing wire shapes near boundaries in conjunction with a
deeper architecture for larger objects. Both have found
success in intelligent vehicle semantic scene segmentation.
In this work, the authors focus on the U-Net [17] archi-
tecture. The U-Net is a deeply-supervised and symmetric
encoder-decoder network that leverages skip connections. It
is amenable to feature enhancement [18], [19], incorpora-
tion in generative adversarial networks [20], and has found
particular popularity in biomedical image segmentation. For
example, the U-Net has been used for volumetric segmenta-
tion of tumors from tomography [21], [22], as well as for tool
segmentation in robot-assisted minimally invasive surgery
[23], [24]. The U-Net was chosen in this work because of
its recognition and widespread popularity and accessibility,
as well as its efficiency at solving pixel-wise segmentation.

C. Contributions

This paper presents and evaluates methods of segmenting
both marble and bedding regions from marble-burying im-
ages. To the best of the authors’ knowledge, this work is the
first to simultaneously present:

i) a pre-processing and annotation protocol for vertical
marble-burying images;

ii) three separate methods for marble-burying image seg-
mentation:

- I — a traditional image segmentation method;
- M B — a multi-class U-Net segmentation network;
- 2 —a single class U-Net segmentation network;

iii) a comparative analysis of segmentation performance
on multiple semantic classes coupled with timing and
performance considerations;

iv) an open source code base [25].

Authorized licensed use limited to: University of Washington Libraries. Downloaded on May 23,2023 at 19:42:42 UTC from IEEE Xplore. Restrictions apply.



Input Image Processing Label Extraction

Marble Pixels

Raw Image

Median Filter

Value Thresholding ' L

Reverse Selection

Multi-Class Labels

pad to square @

Marble Class Label

b | ]

Single-Class Label

downsample
t0 512 x 512

Eraser

Bedding Perimeter

pad to square
to 512 x 512 |

and downsample =

Manual Anchor
Point Selection

@

Pre-Processed Input

Fig. 3.

[Region Subtraction Jmmep, n

-

@

Single-Class

Bedding Class Label et

||

pad to square

to 512 x 512

Image processing for input dataset creation as well as label creation for both multi-class and single-class U-Net segmentation networks. Each image

within the entire 526 image dataset undergoes this process to generate four separate 512x512 experiment-ready images: y — pre-processed input; L — marble

class annotation; B —bedding class annotation; o —single-class label.

IlI. METHODS

The components that enable the system workflow as
depicted in Fig. 2 are described below. The procedural
methodology for this research consisted of dataset pre-
processing, annotation preparation, segmentation methods,
and evaluation procedures.

A. Dataset

1) Raw Data: The animal studies from which the data
were collected were performed in accordance with the Na-
tional Institutes of Health Guide for the Care and Use of
Laboratory Animals. The experiments were furthermore
approved by the Institutional Animal Care and Use Com-
mittee of Trinity College (A3869-01). The cages used were
19%x29x13 cm in size. For each experiment, 15 black 1.6 cm
diameter marbles were arranged in a 3x5 atop 5 cm of wood
ship bedding [12]. Each experiment lasted 30 minutes, and a
pair of pre- and post-test images were taken per experiment
using a digital camera (different cameras were sometimes
used to capture data, resulting in different resolutions in-
cluding 640x480 and 2576x1932 pixels). Thus, over the
213 trials, a total of 526 images were collected and form the
dataset used in this work. Experimental lighting conditions
and camera positioning varied slightly between trials.

2) Pre-Processing and Annotation: Each image in the
dataset underwent the same process to create an element in
the following sets:

a) y — pre-processed input;

b) multi-class labels:

- p — marble class annotation;
- B — bedding class annotation;

c) o — single-class label.

a) Input Images, y: Since the raw data varied in sizes,
lighting, and orientation, the images were first processed into
the same format. All images were first converted to RGB
color images with bit depth of 24 bits. The resultant images
were augmented by padding white pixels on the shorter
dimension until square. Finally, the image was uniformly
downsampled to be 512x512. Color space and encoding

manipulations were performed with image processing meth-
ods and manual tools using the GNU Image Manipulation
Program (GIMP 2.10.28) and pixel-level matrix calculations
in Mathworks MATLAB (R2021-b, version 9.11.0.1873467).
This is summarized in the leftmost column of Fig. 3.

b) Multi-Class Labels: The multi-class U-Net aims to
segment two separate semantic categories, namely marble
pixels and bedding pixels. To that end, each image requires
two accompanying annotations, one for each semantic group.

Marble Class Annotation, , is depicted in the upper
pathway in Fig. 3. To extract the marble pixels from the
raw image, first high frequency artifacts, such as reflections,
are smoothed with a median-blur filter. The filter is chosen
to be a circular window with radius of three pixels, with
target percentile for both color and alpha channels being the
50t percentile. To extract the marble borders and retain in a
black-and-white image, a binary threshold on the value chan-
nel in HSV space is tuned for each image. Subsequently, the
non-marble pixels that were not eliminated via thresholding
are not connected to marble pixels. Thus, they are simply
manually erased using the reverse selection tool. This image
is then padded with white pixels along the shorter dimension
until square, then down-sampled to 512x512.

Bedding Class Annotation, B, is depicted in the lower
pathway in Fig. 3. The bedding often exhibits reflections in
the polycarbonate cage walls. Thus, simple image processing
tools were found to not reliably assist in bedding annotation.
Instead, path nodes were manually selected in each raw
image to form the vertices of a polygon that follows closely
the bedding perimeter. The result was padded to square with
white pixels then down-sampled to 512x512.

c) Single-Class Label, o: Since the marble annotation
is within the bedding annotation for each image, a simple
subtraction of the multi-class annotation intersections from
the bedding annotation forms the single-class annotation.
This is depicted in the rightmost column of Fig. 3. Thus
this single class encodes information both about marbles and
bedding outline for each image.
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B. Segmentation Procedure

With raw data pre-processed to consistent format and three
annotation classes created, the segmentation pathways can be
developed or trained. In total, three segmentation pathways
are built and tested, see Fig. 2. All computational processes
were conducted on single desktop machine.

1) System Hardware and Codebase: The training and
implementation of segmentation methods were carried out
on a machine equipped with an AMD Ryzen 7 3700x 8-
core processor with 16-GB DDR4 RAM, NVIDIA GeForce
RTX 2060 graphics card, and running Ubuntu 20.04.3, 64-
bit operating system. Training and testing were performed
under hardware acceleration with GPU-runtime catered to
the specifications of this machine and graphics card - while
graphics acceleration is not necessary, training speed is
significantly improved. The standard TensorFlow package
without acceleration is also suitable, however timing con-
siderations presented in this work reflect performance with
graphics acceleration. The python environment setup file for
this work (.yml filetype extension) has been uploaded to the
authors’ repository [25] and is open for others to test with.

2) Segmentation Pathways: Three different methods for
segmentation were explored, including:

a) [ — traditional image segmentation;

b) M B — multi-class U-Net;

c) * — single-class U-Net;

Each of the above methods will be described below.

a) : The traditional image segmentation algorithm
developed seeks separately two semantic classes, namely the
i — marble class and B — bedding class. Since the marble
pixels and bedding pixels exhibited vastly different textures,
colors and sizes, two separate algorithms were applied to
each segmentation task.

For the former, a block-based region-growing algorithm
was applied. Seeding started within marbles, and neighboring
pixels are iteratively incorporated into the region if pixel
intensity compares within a threshold of the region mean
intensity. For the latter, the perimeter of the bedding is
sought. Several challenges exist with the bedding pixels,
including varied textures, specular reflections, and image
reflections on the cage walls. To that end, an edge-based
segmentation approach was utilized. A Gaussian kernel was
first applied to blur any rough textures. Canny edge detection
was then applied. The result was normalized to binary repre-
sentation, and the largest connected component was selected
as the segmented bedding region. The above procedures are
depicted in the first row of the Segmentation Pathways the
Direct Prediction(s) column of Fig. 2. This method generates
two direct predictions per input image, one to be evaluated
against marble labels in W, and the other against bedding
labels in B.

b) MB: The multi-class approach utilized two asyn-
chronous yet identical U-net networks: marble segmentation
network M and bedding segmentation network B. Both
networks take as inputs pre-processed images in y, as de-
picted in Fig. 3, and are trained with different label classes.

In particular, M was trained with outputs from the p -
marble class, while B with those from the B — bedding class.
These two networks are depicted in the second row of the
Segmentation Pathways of Fig. 2. The features of a typical
element from p and B can be observed in the labels depicted
in Fig. 3 and described in section 11-A.2.b. This architecture is
used to generate two direct predictions per input image, one
to be evaluated against marble labels in p, and the other
against bedding labels in (3.

c) Z: The single-class architecture consists of a single
U-Net. The inputs are preprocessed images from vy, as
depicted in Fig. 3, and the model is trained with output labels
from the o — single-class label. This pathway is illustrated as
the third row in Fig. 2, and is used to generate a single direct
prediction per input image to be evaluated against single-
class labels in o.

3) Prediction Augmentation: Both pathways [ and M B
generate direct predictions of marble class p and bedding
class B. To create a o class prediction from a pair of p and
B class, a region subtraction of the intersection of the two
direct predictions from the bedding class is performed, the
same method used to create single-class labels from marble
and bedding labels. This is depicted in the right hand side of
Fig. 3 and is described in section II-A.2.b.

In contrast, 2 generates direct predictions of class o only.
To generate a pair of u and B class predictions, first an
inverted marble label is computed. Consider the o class
shape as depicted in Fig. 3. To generate the marble label, the
largest connected component is selected and inverted. This
takes the white background and converts to black. Inverting
the result creates a p class prediction, and multiplying this
with the original o prediction yields the B prediction. All
the above conversions and prediction augmentations were
computed using Mathworks MATLAB image and binary
image processing tools.

4) U-Net Training and Hyperparameters: The U-Net im-
age segmentation networks were designed with the same
hyperparameters and evaluated against the same labels. In
particular, models were trained using the U-Net architecture
with binary cross-entropy loss function, which is defined as

1 X
b=g v log(yi) + (1 - yi)log(1- Vi) (1)
i=1

where N is the size of the output (image pixels) and y and y
correspond to binary true and predicted classes respectively.
The training-testing split was heuristically determined as a
90-10 split. The total number of images was 526, and 10-
fold cross-validation was implemented for evaluation without
validation. a batch size of 3 for 10 epochs was used to
train, with 300 steps per epoch. Early stop optimization was
incorporated with a patience value of 3. Adam optimizer with
learning rate of 1x10~* was used. Augmentations such as
rotation, horizontal and vertical shifting, zooming, horizontal
flip and shearing were also implemented.
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Evaluation procedure: the dataset of 526 images is first randomly partitioned into ten roughly equal folds (52 elements each except the last which as

58). Each fold then iteratively acts as the test set, while the remaining folds are used as training data. The M B and ¥ U-Nets are trained. Then, the test
images in the concurrent fold are used as inputs to the trained networks as well as the traditional I approach. After prediction augmentation, each image in
the test set generates 9 separate predictions, three for each method. These are then evaluated against the p, B, and o labels.

C. Segmentation Evaluation

Training as well as evaluation was implemented via 10-
fold cross-validation with no validation step (the test fold was
always for evaluation). Thus, each image in the dataset acts
as a single test input exactly once. For each fold, the training
set is used to train both the M B and > U-Net segmentation
architectures. The test set images are then used to generate a
prediction for each of the three classes for each of the three
methods. These predictions are then evaluated against the
class labels via Sgrensen-Dice Coefficient and Intersection
Over Union (loU), which are defined as

. |[ANnB]|
Dice= 2——— (2)
[Al + |B|
[AnB]|
| = —
oU IAB]| (3)

where A and B are prediction and label set respectively. The
evaluation process is depicted in Fig. 4.

I11. RESULTS

The mean segmentation performance results are summa-
rized by testing metric, label type and segmentation pathway
in Table I. Each of the 526 images serves as a test input ex-
actly once. The resultant Dice and loU calculations for each
image were tracked across class and segmentation method.
Figure 5 depicts each segmentation pathway’s performance
distribution across all images and label type. The same data
is rearranged to show label type performance distribution
amongst various segmentation pathways in Fig. 6.

TABLE |
SEGMENTATION EVALUATION

Segmentation Pathway

Traditional Multi-Class Single-Class

Class r M B z
u 0.757221166 0.88758079 0.928354095
o g B 0.806576352  0.981457819  0.991926981
%—:J o 0.799630926  0.978751049  0.990742636
= W 0.655794736  0.809805785  0.870823965
2 B 0.682850268  0.966539918  0.984230333
- o 0.673636875 0.96156552 0.981751322

TABLE Il

MEeAN Dice AND lOoU ScORES

In total, 18 types of test result categories were computed
- these are the entries in Table I. The correlation between
prediction targets were sought within each metric type, i.e.
Dice or loU. Specifically, for each pair of label type (u, B,
o) and segmentation pathway (I, M B, ), it was of interest
whether other segmentation pathway scores for the same
label target were correlated. For p and [ targets, it was also
of interest whether the same segmentation pathway’s own o
prediction was correlated with that prediction score. These
results for both Dice and loU are depicted in Fig. 7.

To visualize the segmentation performance across classes
and segmentation pathways at the image index level, the Dice
and loU scores are displayed for each individual image in a
heatmap shown in Fig. 8. This graphic provides an indication
of any image that exhibits consistent poor segmentation
across any segmentation pathway and target.
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A. Computational and Timing Considerations

For each U-Net (M, B, ), the training loss was plotted
against training epochs for each of the ten folds, see Fig. 9.
Training time was also tracked. The M B pathway consists
of M and B as described in section 11-B.2.b.

IV. DISCUSSION

The results in Table | show that the single-class network,
Y, generates across the board the best segmentation results
(highest mean score), and the traditional, I, the worst. This,
along with distribution of scores are observed in Figs.5 and 6.
> exhibits the least variance and thus best performance

consistency. On the other hand, I exhibits the least consis-
tency. In all these observations, the multi-class architecture
(MB) performed similarly yet slightly poorer than 2. From
these figures, it is also noted that performance of B and o
predictions using traditional I techniques exhibit bimodal
distributions. In contrast the deep-learning methods, M B
and 2, show unimodal scores. This is congruent with better
generalizability of deep-learning methods over traditional
ones. Among the three segmentation targets, the mean Dice
and loU scores and the spread of scores exhibit from
better to worse (higher score, tighter spread), irrespective
of segmentation pathway, the same order: 3, o, and then p.
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Figure 7 demonstrates the performance correlation within
each prediction segmentation target class (U, B, o) using dif-
ferent segmentation pathways, along with correlation against
the single-class, o, prediction performance using the same
segmentation pathway. Correlations are very similar between
both examined metrics, i.e. Dice and IOU. In general greater
positive correlation appears between the pair (B, o) than (u,
o) for any segmentation method. There is little observed
correlation between (W, c) in the I and Z methods.

Among the B predictions, there is consistently strong
correlation between > and the two alternative pathways (row
2, column 3 of Fig.7). Meanwhile among the p predictions,
the only positive correlation is observed between the M B
and I pathways (row 1, column 2 of Fig.7). Finally, higher
scores (right) of the ' subgraphs show a tight spread,
whereas the > subgraphs show a wide spread. This suggests
when the I' pathway does well, the segmentation likely will
perform robustly using alternative pathways. On the other
hand, there is a greater performance variance using I or
M B on images that performs well with 3.

The segmentation performance scores for each image
across all target classes and segmentation pathways were
visualized in Fig.8. In general, an image is segmented least
effectively using I compared to its counterparts using either
M B or 2. Within B, o segmentation, pathways M B, > share
an overall similar shade of blue across images. The main
performance difference is the frequency of occurrences with
poorly segmented outliers. Contrarily within i segmentation,
the ¥ results show an overall darkest shade of blue, sug-
gesting that > is generally the superior pathway for marble
detection. Since X is the only pathway that trains with the
joint label o, it can be inferred that the bedding portion
within label o made marble identification easier.

Images that exhibit relatively poor metric scores (IOU or
Dice) given a segmentation method and target can be seen as
challenging images. These appear more consistent across
target classes (U, B, o) given a segmentation pathway, than
across segmentation pathways (I, M B, ¥) for a given target.
While the challenging images of > appear to be a subset of
that using M B, there is little observed correlation between
challenging images of I' with the two U-Net methods.

A. Timing Considerations

In terms of training time, [ requires no training. It takes
a total of 41851.5 seconds to train the two U-Nets, M and
B, for the M B pathway, and only 13312.06 seconds to train
the ¥ model. Of the 41851.5 seconds to train the multi-
class MB, only about 18% of that time was allocated for
training the marble class portion, M. The U-Net training
losses for models >, M, B are shown in Fig. 9. The
marble segmentation network M (from MB) has the most
consistent loss decrease across folds.

V. CONCLUSION

In this work, U-Net based deep-learning networks were
trained to semantically segment marble-burying images to
extract marble and bedding regions. Two U-Net methods
were presented, a multi-class and a single-class method.
These were trained with the same parameters, with promising
performance as compared to a traditional method which
comprised of a combination of region- and edge-based seg-
mentation techniques. Furthermore, the single-class method
outperformed the multi-class method in all segmentation
quality metrics (loU: 0.9818, Dice: 0.9907). Training the
single-class network was also around 3 times faster than the
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Fig. 8.  Segmentation performance scores for each image in the data set

across all targets and segmentation pathways. Any single row that is

generally lighter or has a red tone suggests an image that is not well

segmented across any method or target.
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Fig. 9. Training loss plotted against epoch for each fold during training. Three total U-Nets were trained, with ¥ and both M and B from pathway M B.
An automatic model parameter reinitialization and training procedure was implemented for non-convergent training trials (dashed lines).

multi-class network. However, cost-benefit analysis should
be considered given the use-case for marble-burying analysis.
If, for example, only marble regions are of interest, training
the sub-network for marbles in the multi-class architecture
may provide sufficient performance at a relatively smaller
cost of training time. Researchers should consider what se-
mantic information from marble-burying is pertinent to their
test before choosing a segmentation model. With successful
marble and bedding region segmentation, future work may
investigate novel bedding region features, such as bedding
perimeter, as indicators of burying behavior.
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