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Single flux quantum (SFQ) logic is a promising technology to replace complementary metal-oxide-

semiconductor logic for future exa-scale supercomputing but requires the development of reliable EDA tools

that are tailored to the unique characteristics of SFQ circuits, including the need for active splitters to support

fanout and clocked logic gates. This article is the first work to present a physical design methodology for in-

serting hold buffers in SFQ circuits. Our approach is variation-aware, uses common path pessimism removal

and incremental placement to minimize the overhead of timing fixes, and can trade off layout area and timing

yield. Compared to a previously proposed approach using fixed hold time margins, Monte Carlo simulations

show that, averaging across 10 ISCAS’85 benchmark circuits, our proposed method can reduce the number of

inserted hold buffers by 8.4% with a 6.2% improvement in timing yield and by 21.9% with a 1.7% improvement

in timing yield.
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1 INTRODUCTION

Superconductive electronics, and single-flux quantum (SFQ) [18] in particular, is a promising
replacement for complementary metal-oxide-semiconductor (CMOS) technology for exas-
cale supercomputing. With the increasing need for big data and supercomputing, the hundreds of
megawatts of power needed by current exa-scale computing platforms is a growing concern [23].
Rapid SFQ technology was introduced back in the late 1908s [18], with a theoretical potential of
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meeting high-performance needs with three orders of magnitude lower power compared to state-
of-the-art semiconductor technologies [20].
Nevertheless, the potential of SFQ is yet to be achieved for complex designs such as micro-

processors for a variety of reasons. Most notably, the lack of an established reliable computer-

aided design (CAD) tool flow has been a long-term obstacle for SFQ technology to scale [5, 11].
More specifically, SFQ circuits often have ultra high clock frequencies and significant time uncer-
tainty [3, 31], which makes the design of clock distribution networks (CDN) and timing closure
extremely challenging.
In particular, managing clock skew in high-frequency SFQ CDNs is extremely important [10],

because, in addition to the storage gates, all logic gates are clocked and all fanouts are implemented
with splitters, which increases the size and insertion delay of the clock network significantly. More-
over, due to variations in the fabrication process, and biasing or temperature variations, timing
uncertainties in the clock trees are significant. Therefore, developing methodologies for genera-
tion of high-quality clock trees and robust timing uncertainty-aware timing closure algorithms is
paramount.
A recent work [25] proposed a minimum-skew CDN topology generation algorithm using a

fully-balanced tree structure that accounts for timing criticalities in the datapath and the total
wirelength of the clock tree, and minimizes the total negative slack in the presence of timing uncer-
tainties. Evenwhen deploying such CDN algorithms, EDA flows need to utilize efficient techniques
to close timing, i.e., fix setup and hold timing issues. In particular, potential hold-time violations
are typically mitigated by adding clockless buffers into problematic short paths in the data path.
The high clock frequency and gate-level pipelining of SFQ circuits makes this task particularly
challenging. Moreover, as in CMOS, these buffers should account for expected timing variations
and should be validated either through someform of static timing analysis [35] or classic Monte
Carlo simulation [28].
To the best of our knowledge, the proposed method is the first work to propose a physical

design methodology for hold buffer insertion in SFQ circuits. Our approach is variation-aware
and reduces area and performance overheads by applying common-path pessimism removal

(CPPR) to remove the pessimism associated with the common clock paths to pairs of sequentially
adjacent gates [8, 34]. Furthermore, we employ an incremental placement methodology to place
the added buffers and minimize the perturbation to the original placement solution. The efficacy of
the proposed method is evaluated using ISCAS’85 benchmark circuits [2]. Compared with utilizing
fixed constant margins for all timing paths, as suggested in Reference [28], the proposed method
significantly reduces the number of inserted hold buffers with competitive timing yield. The key
contributions of this article can be summarized as follows:

(1) The development of the first variation-aware hold time fixing approach for SFQ circuits. The
approach considers both local and global timing uncertainties and effectively uses common
path pessimism removal to reduce the number of inserted hold buffers on each timing path.

(2) The placement of hold buffers is implemented by the qPlace tool [24] that is enhanced with
an incremental placement strategy that generates high-quality solutions.

(3) The approach is evaluated using dynamic timing analysis with a grid-based placement-aware
variation model [28] on multiple ISCAS’85 benchmark circuits. The functionalities of cir-
cuits are verified via Monte Carlo co-simulation with behavioral netlists. Comparing our
variation-aware approach to a fixed-margin baseline, the average number of hold buffers
can be reduced by 8.4% with 6.2% increase in timing yield and 21.9% with a 1.7% increase in
timing yield. It allows a tradeoff between timing yield and layout area by tuning algorithmic
parameters.
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Compared with related prior work in CMOS, there are two key differences in our approach. First,
state-of-the-art CMOS CPPR algorithms use complex pre-processing steps to transform the prob-
lem of finding the least-common-ancestor (LCA) of sequentially adjacent gates into a range

minimum query (RMQ) problem [8, 13, 14]. In SFQ circuits, however, the clock tree must be
implemented with splitter circuitry that is often limited to binary forks. Moreover, since every
logic gate is clocked, the clock tree is usually far deeper than CMOS and is typically balanced to
minimize clock skew. Its balanced nature enables our LCA detection algorithm to be significantly
simpler and more efficient to solve. Second, the combinational logic between sequentially adjacent
gates is limited to splitters that route datapath signals to multiple clocked sinks. It is sufficient to
insert hold buffers at the input port of any clocked gate with a hold violation. While in CMOS,
due to the exponential number of timing paths and interaction between paths [27], this approach
may lead to setup violations on other paths and thus more complex insertion algorithms are re-
quired [12, 16, 22, 32].

The rest of this article is organized as follows. Background and prior work are summarized in
Section 2. Section 3 presents the proposed approach for hold time fixing and incremental place-
ment. Section 4 details the experiments flow including the grid-based variationmodel and dynamic
simulation methodology. Simulation results are presented in Section 5 followed by conclusions in
Section 6.

2 BACKGROUND

2.1 Definitions and Notation

In this section, we introduce some definitions and notations used throughout the article.

2.1.1 Combinational and Sequential Cells in SFQ Logic. In CMOS logic, combinational logic
refers to digital circuits that determine their outputs as Boolean functions of their inputs. However,
in SFQ circuit, gates such as AND, OR, XOR, and NOT are clocked [6]. They process pulses on
their inputs by changing states of their internal current loops and produce their output pulses in
response to an input clock pulse and thus are also sequential.
Moreover, unlike CMOS, splitters are needed to actively copy input pulses to multiple outputs.

In particular, splitters are needed to distribute the clock and implement the fanout of logic gates.
In addition, buffers that simply copy their single input to their single output are also sometimes
needed. Both of these gates need not be clocked and thus are considered as combinational SFQ
gates.

2.1.2 Data Path Delay. In conjunction with interconnect delay, combinational gates make up
the datapath delay between sequential SFQ elements. For example, Figure 1 illustrates two sequen-
tial SFQ elements G1 and G2, while S1 − S5 are clock splitters that distribute the clock signal from
a clock source to each sequential element in the circuit. The data path delay of the path between
G1 and G2 refers to the summation of clock-to-Q delay of G1, the delay of the splitters, and inter-
connect delays between the gates.

2.1.3 Insertion Delay. The insertion delay refers to the total delay from the clock source to
clock input of a sequential element [15]. This is also known as the arrival time of the clock signal
at the clock pin of each sequential gate. ForG1 in Figure 1, it refers to the delay from clock source
(Clk Src) through splitters S1, S3, and S4 as well as the delay of interconnects connecting the clock
source to G1.

2.1.4 Clock Skew. Two sequential elements connected by data path splitters and interconnect
are called sequentially adjacent gates. In Figure 1, G1 and G2 are called launching and capturing
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Fig. 1. Example of a timing path in a SFQ circuit.

flops, respectively. The difference between the clock arrival time at the launching and capturing
flip-flops is defined as the clock skew between the pair of gates. For the pair of flip-flops illustrated
in Figure 1, the clock skew is the difference between the delay from Clk Src through splitters S1, S3,
and S4 as well as the delay of interconnects connecting the clock source to G1, on one hand, and
the delay from clock source through splitters S1, S3, and S5 as well as the delay of interconnects
connecting the clock source to G2, on the other hand.

2.1.5 Hold Time. Each sequential element requires some time to reliably capture input data
at its data pin. Hold time is defined as the amount of time after the arrival of the clock pulse
during which input data must remain stable and it imposes a timing constraint on every pair of
sequentially adjacent gates G1 and G2. Let Tskew (G1,G2) denote the clock skew and Tmin

DP
(G1,G2)

denote the minimum data path delay between G1 and G2. Let T
max
hold

represent the maximum hold
time required for G2. Then, hold slack is defined as the difference between when the data can
change and how long it should remain stable, i.e.,

Slackhold (G1,G2) = Tskew (G1,G2) +T
min
DP (G1,G2) −Tmax

hold
. (1)

A negative hold slack leads to a hold time violation. As shown in Equation (1), hold slack is not
a function of the clock cycle time. Therefore, it cannot be fixed by adjusting clock frequency and
even a single hold time violation may lead to circuit malfunction.
Unlike CMOS technology, where multiple hold time refinement techniques such as gate down-

sizing, switching between low-threshold and high-threshold gates, and wire sizing are commonly
used, such options are not available in the current SFQ technology and existing cell libraries. Hence,
hold buffer insertion is one of the most applicable approaches for SFQ circuits.

2.1.6 Hold Time Margin. Hold time margin (i.e., safety margin) is the extra delay added to data
paths to avoid hold violations accounting for variations in the timing parameters in Equation (1).
Providing this “cushion” to the design can help make it more robust to timing variations and
possible hold time violations. Hold margin is satisfied when

Slackhold (G1,G2) ≥ T
marдin

hold
(G1,G2). (2)
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2.1.7 Clock Tree Topology. In this article, we define the clock tree topology (CTT) as a di-
rected binary treeT connecting clock source to all the clock sinks. The root ofT denotes the clock
splitter S0 connected to the clock source while the nodes {Sn+1, Sn+2, . . . , Sn+k } represent the leaf
nodes (clock sinks), i.e., sequential elements in a circuit. A clock topology generation algorithm
creates nodes {S1, . . . , Sn } representing the clock splitters, adds them to the clock tree, and con-
nects the clock source to all the sink nodes. We assume the leaf nodes are at level 0, while the root
is at the highest level of the tree. In Figure 1, the CTT refers to the binary tree including Clk Src,
S1 through S5, and the edges between clock splitters S4, S5, and sink nodes G1,G2, respectively.

2.1.8 Common Clock Path. A clock path (CP) is a path inT from root node through tree nodes
to each leaf node (clock sink). For two leaf nodes inT , the common clock path (CCP) refers to the
portion of the clock tree that is common between the CPs to each gate, while the non-common

clock path (NCP) represents the non-common portion of the CPs. In Figure 1, the common clock
path includes nodes S1 and S3 and the edges connecting Clk Src to S3.

2.2 Timing Uncertainty-aware Clock Topology Generation

The topology of a clock network is one of the key factors that determine the yield of a logic circuit
and its robustness against variations in timing. One of the key goals in achieving high yield is
to maximize the CCP to pairs of flip-flops that are on timing critical paths; that is to ensure the
variations in the arrival time of the clock signal at launching and capturing flops does not lead to
negative slacks and timing violations. Consequently, when generating a CTT, accounting for the
criticality of data paths and timing yield are important factors. Not surprisingly, the importance
of concurrent clock-and-data optimization is also emphasized in commercial CMOS tools [4].
The authors of References [25] present a low-cost, timing uncertainty-aware balanced CTT gen-

eration algorithm for SFQ circuits. This algorithm considers the criticality of the data paths in terms
of timing slacks as well as the total wirelength of the clock tree and generates a (height-) balanced
binary clock tree using a bottom-up approach and an integer linear programming (ILP) formu-
lation. The results show significant improvement in terms of timing metrics (i.e., total and worst
negative slack) over the baseline algorithm that is essentially a wirelength driven approach, i.e.,
method of means and medians (MMM) [17, 25].
In this work, we utilize this method to generate high-quality balanced clock topologies that im-

prove the timing yield and minimize the need for hold-fixing buffers and associated area overhead.
With current gate counts in the SFQ technology, we believe this solution is practical. However, as
the scale of SFQ circuits grows, alternative optimization strategies may be necessary.
Table 1 lists the results of applying the proposed ILP-based topology generation algorithm for

several benchmarks from the ISCAS’85 benchmark suite [2] and compares the results with that
of the MMM algorithm in terms of the number of required hold buffers after placement and clock
tree synthesis. To account for worst-case conditions, it is assumed that due to timing variations,
the delay of all the gates on the launch (capture) CP decrease (increase) by (3∗σ ), where σ denotes
the standard deviation of gate delay values. It is also assumed that the delay of all gates on each
datapath is minimized. and the delay of hold buffers is set to be 5.5 ps. As shown in Table 1, using
the proposed approach in Reference [25], the total number of hold buffers required to fix the hold
time violations in various benchmarks is reduced by an average of 6% over 7 benchmarks, by as
much as 14.8%, showing the importance of minimizing worst-case negative slack. Note, however,
that the work in Reference [25] did not consider the physical placement of the hold buffers nor the
potential benefit of CPPR.
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Table 1. Number of Hold Buffers with Greedy Topology Generation

(MMM) vs. ILP Topology Generation

3σ
Design # buffers MMM [17] # buffers ILP [25] Saving (%)

c432 1188 1012 14.8

c499 447 426 4.7

c880 828 757 8.6

c1355 421 431 –2.4

c1908 805 739 8.2

c3540 1490 1416 5.0

c5315 3249 3055 6.0

AVG. 1204 1119 6

Fig. 2. A balanced binary tree with 8 sinks. (a) At nominal condition, the max clock skew is zero. (b) If all

the splitter delays on path S0 → S7 decrease to the min propagation delay and all the splitter delays on the

S0 → S14 increase to the max propagation delay, then a hold time violation may occur on data path S7 → S14.
(c) Two buffers are added to the path between S7 → S14 to increase its hold slack.

3 THE PROPOSED METHOD

3.1 Overview

In this section, we formally define the problem, provide a motivating example, and illustrate the
proposed methodology in detail.

3.2 Motivating Example

Consider the clock tree topology depicted in Figure 2 where a clock signal is propagated to eight
sink nodes using a balanced binary tree. Assume, the propagation delay of internal nodes (i.e.,
splitters) as well as hold buffers to be 5 ps with a ±20% variation on the delay due to timing
variations. Consider a data path connecting node 7 to node 14. Considering the worst-case scenario
in terms of hold slack, due to timing variations the delay of all clock splitter nodes on the launch CP
decrease to 4 ps and all the splitter delays on the capture CP increase to 6 ps. As a result, the hold
slack may be reduced by 6×1 ps = 6 ps. However, such an estimation is overly pessimistic as node
0 is on the common CP to nodes 7 and 14. Therefore, the worst-case incurred hold slack cannot
be less than −4 ps. Consequently, accounting for CPPR during the timing closure can reduce the
number of required hold buffers, connecting node 7 to 14, from 3 to 2, assuming each hold buffer
adds a delay of 2 ps. This reduces the area overhead by 33% while achieving the same timing yield.
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Fig. 3. Overview flow of the proposed algorithm.

3.3 Problem Formulation

The input to this problem is a netlist graph (G) comprising of the logic cells (i.e., nodes), their
connections (i.e., edges), the location of each node on the layout area, descriptions of the clock
network, including the clock tree topology (T ) and the location of the splitter nodes (S0 . . . Sn ), and
a variability model that defines the variations of gate delays under the presence of process, biasing,
or temperature variations. The objective function is to minimize the total number of required hold
buffers such that timing of the circuit with respect to hold constraints is satisfied or a target timing
yield is reached. Therefore, the total negative hold slack in the presence of timing variations should
be less than a predefined threshold value. In other words, we aim to satisfy the constraints in terms
of worst negative hold slack while minimizing the number of inserted hold buffers, i.e., the area
overhead of timing closure.

3.4 Proposed Methodology—An Overview

The overall flow of our proposed method is depicted in Figure 3. The first phase follows the algo-
rithms outlined in Reference [24] and Reference [28]. The Berkeley open source logic synthesis
tool, ABC [26], is used to synthesis the netlist. The qPlace tool, as part of the qPALACE CAD tool
suite for SFQ circuit [24, 25], is employed to place the logic gates, construct a minimum-skew clock
network, and place the clock splitters [24, 25] to minimize the nominal clock skew, reducing the
total negative slack associated with all sequentially adjacent gates. ABC then parses and translates
the generated netlist and clock tree information, extracts delays associated with the logic gates,
splitters, and interconnect using a linear delay model [25], and performs timing analysis for all
setup and hold constraints. Using our proposed variation-aware hold fixing algorithm, ABC then
inserts hold buffers, i.e., Josephson transmission line (JTL) cells, between sequentially adjacent
pairs in the netlist as needed.
As shown in Figure 3, we then enter the second phase of the flow in which the updated circuit,

including newly inserted JTLs, is physically placed by the qPlace tool, either using our proposed
incremental placement technique or by re-placing the entire circuit. The IBM CPLEX v12.10 pack-
age [1] is used for solving mixed integer linear programming (MILP) problems for clock tree
placement and legalization. Since this step may modify the location of logic gates, the clock tree
is re-synthesized to minimize the nominal clock skew and generate a high-quality clock network,
albeit we force it to use the same clock tree topology as in phase one. This is motivated by the
variation-aware hold fixing algorithm that takes advantage of the topology of the clock tree and
common clock paths to minimize the area overhead of timing fixes. Although clock skews and
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hold slacks in the nominal condition may be modified, the timing variations will not lead to addi-
tional timing violations, as the worst-case variations as a function of the clock topology remains
constant.
In addition, to both mitigate routing congestion caused by the relative few number of routing

layers and to facilitate a final pass of hold buffer insertion, during this second placement phase we
reserve empty space next to each logic cell and existing hold buffers. After this second placement,
we parse the re-placed circuit into ABC and run a final round of timing analysis. If any additional
hold buffers are required, then they are inserted into the reserved spaces without the need to move
other gates. We note that our ABC timing fix algorithm and System Verilog translation with inter-
connect delay model has been added to the existing qPALACE tool suite [24, 25]. In particular, the
qPlace placement tool [24] has been extended to include an option for our incremental placement
algorithm.
The next subsections detail our novel hold time fixing and incremental placement techniques.

The description of the third (evaluation) phase of the flow is presented in Section 4.

3.5 Variation Aware Common Path Pessimism Removal

CPPR is the removal of unnecessary pessimism of timing analysis on launching clock path and
capturing clock path by accounting for the common portion of the launch and capture CPs [8, 34].
Particularly, the timing uncertainty of the propagation delay of these elements in the CCP affects

the launching and capturing clock path delays similarly. Thus we propose to remove this unneces-
sary timing uncertainty from our timing analysis to more accurately capture the worst-case timing
scenario.
To account for the remaining timing variations, we add hold margins to each timing path and

thereby make the design robust to hold time violations. Assume G1 and G2 are the launching and
the capturing logic gates, respectively. The hold slack fromG1 toG2 is formulated with timing con-
straints as Equation (2). Instead of applying a constant hold margin to all hold slacks as proposed
in Reference [28], we propose a variation-aware strategy to determine the hold margin required
for each timing path and apply CPPR to eliminate unnecessary pessimism.
For all gates in the circuit, we assume the gate delay follows a Gaussian distribution with same

standard variation value σ . In the worst-case scenario, a hold short path can be formulated as
follows: the delay of clock splitters in the launching clock path bias to a low value, while the
delay of clock splitters in the capturing clock path bias to a high value. At the same time, the
delay of gates in data path bias to a low value. We consider the 3σ rule [9], which states that
99.7% of the possible data are within three standard variation deviations from themean and assume
a worst-case delay change of 3σ for each gate.
Consider the worst-case scenario in Equation (2), the variation-aware hold margin can be set as

the the maximum reduction of Slackhold (G1,G2) caused by gate delay variations,

T
marдin

hold
(G1,G2) = 3σ ∗ (DNCP (G1,G2) + DDP (G1,G2)), (3)

where DNCP (G1,G2) represents the sum of the delay of the clock splitters that are not common to
LP and CP, while DDP (G1,G2) refer to the sum of delay of the gates along the data path from G1

to G2.
DNCP (G1,G2) is determined by finding the lowest common ancestor in the balanced binary clock

tree. We record the routes from the clock source to clock sinks when building the clock tree. For
any two sequentially adjacent gates, the algorithm traverses both launching and capturing clock
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paths level by level, starting at the leaves (level 0), until reaching a common node, the LCA.1 The
number of splitters in the NCP is simply the number of nodes met during the traversal, which is
equal to twice the level of the LCA minus 1. Thus, we can compute DNCP (G1,G2) in Equation (3)
as:

DNCP (G1,G2) = 2 ∗ (level(LCA(G1,G2)) − 1) ∗ Dsp , (4)

where Dsp denotes the nominal splitter delay.
For each timing path, the hold time constraint is checked and in case of a negative slack, hold

buffers are added before the corresponding input pin ofG2 until the constraint is met. Consider as
an example the circuit in Figure 1 and the hold time for the path G1 to G2. The clock path of G1

consists of the following clock segments: the clock source, splitters S1, S3, S4. Similarly, the clock
path ofG2 comprises of clock segments: clock source, splitters S1, S3, S5. The CCP contains S1 and
S3, while NCP contains S4 and S5. level(LCA(G1,G2)) is 2 in this case. The hold time margin for
G2 is thus

T
marдin

hold
(G1,G2) = 3σ ∗ (2 ∗ Dsp + DG1

+ Ndata_sp ∗ Dsp ), (5)

where DG1 denotes the nominal clock-to-Q delay ofG1, and Ndata_sp denotes the number of split-

ters in data path fromG1 toG2. T
marдin

hold
(G1,G2) can be used to guide hold buffer insertion for the

timing path from G1 to G2.
Assuming there areN clock sinks in thewhole circuit, the heightH of clock tree, a fully-balanced

binary tree, is �loд2N � + 1. For CCP, the time complexity to find LCA isO(H ). We denote the total
number of pairs of sequentially adjacent gates as E. Consequently, the time complexity of finding
LCA of all sequentially adjacent gates is O(E ∗ log2 N ). The fact that the clock tree is a fully-
balanced binary tree simplifies the LCA detection algorithm. In particular, for traditional CMOS
circuits, state-of-the-art LCA detection algorithms typically require a reduction to an instance of
RMQ problem via an Euler walk of the clock tree and the storage of several extra tables [13, 14, 19].

3.6 Placement Methodology

After adding the hold buffers to the netlist, the location of logic cells and inserted hold buffers is
determined. Note that since the timing closure algorithm is based on the original clock topology
and inserted hold buffers are not sequential elements, after placement and legalization of the hold
buffers, the same clock topology can be utilized. However, to minimize timing metrics such as
maximum clock skew and the negative timing slacks, the location of gates are properly adjusted.
Similarly to Reference [24], we adopt the deferred merge embedding algorithm for calculating the
location of the tapping points of the clock network on the layout area and employ an integer linear
programming algorithm to map the clock splitters to routing channels and remove the overlaps
among the clock splitters and logic gates, such that the maximum clock skew is minimized. Finally,
once a legal high-quality solution in terms of placement and timing metrics is generated, another
iteration of timing fixes adjusts the timing slacks.
Accordingly, the location of the placed logic and clock splitters are then modified to accommo-

date the placement of the hold buffers. The total number of inserted hold buffers is a function of
the degree of timing uncertainties and can be a large fraction of the size of the original netlist.
Therefore, to optimize the quality of results in terms of the total wirelength and timing metrics,
we propose two placement strategies: (i) Incremental Placement and (ii) Placement from Scratch.

3.6.1 Incremental Placement. The incremental placement methodology helps preserving the
original placement solution by constraining the placement of logic cells and data splitters to the

1Note that the common node must be at the same level in both the launch and capture paths because the clock tree is

balanced.
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same rows as they are initially placed. When the number of inserted hold buffers is relatively
small, an incremental placement approach helps minimizing the displacement of original netlist
elements, eliminates the need for extensive modifications to the clock network, and facilitates
converging to a high-quality solution without the need for multiple iterations of placement and
clock synthesis. Alternatively, when the number of inserted hold buffers is large, executing the
placement algorithm from scratch may yield better overall placement metrics such as the total
wirelength, layout area, and routing congestion. As the number of required hold buffers depends
on the structure of circuit and the degree of variations, this article considers both.
In our incremental placement flow, the logic cells and data splitters remain in their initially

placed logic row, i.e., their y coordinates are preserved. However, their x coordinates are adjusted
to accommodate the placement of hold buffers.
The pseudo code for the incremental placement flow is shown in Algorithm 1. Lines 1–23 show

the assignment of the hold buffers to logic rows. First, the ideal number of gates per row is deter-
mined by computing the total number of gates (including hold buffers, logic cells, data splitters
and clock splitters) and dividing this number by the number of rows (cf. line 1 in Algorithm 1).
The algorithm tries to assign hold buffers to logic rows to minimize the final width of the layout
area thereby the total layout area after hold buffer insertion, using the number of cells assigned
per row as a proxy for row width. This is achieved by setting a threshold value for the number of
gates per row and trying to distribute the hold buffers among rows such that the final distribution
of logic gates per row is below this threshold for all rows. Initially, this threshold value is set to the
ideal number of gates per row and each row is marked as full or partially filled by comparing the
existing gate count with this threshold (cf. line 7). We then assign each hold buffer to the nearest
partially filled row to its fanout gate. In particular, if the row of the fanout gate is partially filled,
we assign the hold buffer to the same row with its x coordinate shifted from its fanout gate by
the width of one hold buffer (cf. lines 8–10). Otherwise, the hold buffer is assigned to the nearest
partially filled row with x coordinate set to the same value as the fanout gate (cf. lines 12–15).
There may be scenarios in which all close-by rows for a hold buffer are full which can increase the
wire delay more than expected and force an increase in the clock cycle time. To avoid degrading
the clock frequency when this situation is encountered, we instead increase the threshold by one
buffer and accept a small increase in area (cf. lines 16–20). Once the assignment of the hold buffers
to the logic rows are determined, each logic row is legalized to remove all cell overlaps using the
algorithm presented in Reference [25] (cf. line 24 in Algorithm 1). In lines 25 and 26, the algorithm
synthesizes and places the clock tree [24] and produces the final legal placement.
Because the logic cells are mapped to their original logic rows, the location of the sink nodes

of the clock network are minimally modified. Therefore, the location of the tapping points of the
clock network, i.e., the placement of the clock splitters, will be similar to those of the original clock
network.
In summary, the incremental placement algorithm tries to fulfill three objectives: (i) preserve

the layout area by distributing the hold buffers among partially filled rows, (ii) minimize the per-
turbation to the original placement solution to facilitate the clock tree synthesis and control the
clock skew, and (iii) minimize the adverse effect of additional cell and interconnect delays, due to
the insertion of hold buffers, on the maximum clock frequency of the circuit.

3.6.2 Placement from Scratch. For some circuits and variation settings, the number of inserted
hold buffers per row can be comparable to the initial number of gates. Thus, the incremental
placement algorithm is forced to make substantial modifications to the original placement solution
resulting in a significant increase in the total wirelength. For these cases, it is beneficial to re-place
the updated netlist without any row restrictions.
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ALGORITHM 1: Incremental Placement

INPUT: A netlist, logic cell placement, a CTT, a list of inserted hold buffers
OUTPUT: A placed netlist with clock tree and hold buffers

1: Th = � #nodes#rows
� � the threshold (max) # of gates per row

2: rowMap[rowId] = no. gates in row rowId
3: for each path from u to v do

4: currRowId = getRow(v)
5: for each hold buffer j do
6: currGateNum = rowMap[currRowId]
7: f illed = compare(Th, currGateNum)
8: if f illed is false then
9: assign j to same row as v
10: rowMap [currRowId] += 1
11: else

12: closestRowId ← closest unfilled row
13: if clock frequency meets then
14: assign j to closest unfilled row
15: rowMap [closestRowId] += 1
16: else � Increase threshold by 1
17: Th += 1
18: assign j to same row as v
19: rowMap [currRowId] += 1
20: end if

21: end if

22: end for

23: end for � complete row assignment of hold buffers
24: legalize and remove overlaps of hold buffers
25: add clock splitters from original CTT to netlist
26: place clock splitters, legalize, and remove overlaps

Once the placement and clock tree synthesis are completed, the timing closure flow adds a
final round of hold buffer insertion to ensure timing requirements under nominal conditions are
satisfied. Experimental results show that the total number of required hold buffers in this phase is
much smaller than the size of the netlist and can be placed in the reserved empty spaces next to
existing logic cells without requiring multiple iterations.

4 EVALUATION FLOW

We evaluated the timing yield of our final circuits by translating them to System Verilog netlists
using Python scripts, similarly to Reference [29], and running dynamic Monte Carlo (MC) co-
simulations in Cadence NCsim, checking all setup and hold constraints. This section first presents
the variation model used and then details of the co-simulation Monte Carlo flow.

4.1 Variation Model

In this subsection, we summarize the variation model utilized to generate the random gate delays
used in the MC simulations for evaluating timing yield [28].
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Fig. 4. Grid-based variation model with uniform grids.

To account for the spatial correlation of timing uncertainties, we employ a placement-aware
variation model, utilizing a grid-based model similarly to References [28, 33] illustrated in Figure 4.
In this model, the entire layout area is considered to be inside one grid bin (level 0) where we
assume global variations affect all the gate delays. Subsequently, to account for the local variations
on the chip, we divide the layout area level by level, each bin is subdivided into smaller bins. At
each level, it is assumed that all process parameters and variations within the same bin have the
same characteristics. The differences of bins are determined by the local variation of the level and
different hierarchy levels are assumed to be statistically independent [28]. By adding up the time
variations induced by all levels, the delay factor of each gate can be defined. The delay of all gates
produce a dataset that follows a Gaussian distribution. We set the targeted standard variation of
this Gaussian distribution dataset under process variations based on the process control monitor
data for 350-nm fabrication process SFQ5ee developed by MIT Lincoln Laboratory [30]. Then the
parameters for global and local variations can be set according to the targeted standard variation
[7, 21, 28].

4.2 Dynamic Simulation

To run MC simulations, we define gate delay scaling factors for each gate in the circuit and write
them as System Verilog macros. According to our variation model, we generate a new random
delay factor set for each Monte Carlo simulation. In case of a plain simulation without random
gate delays, the gate delay factors are set to one. This is used to verify the circuit in the nominal
case before Monte Carlo simulations. A “golden” behavior netlist is co-simulated to validate the
circuit functionality with the same random input vectors. A MC run is considered as a “pass” only
when there are no setup or hold violations and no mismatches between the primary outputs of the
model under simulation with those of the golden results.

5 SIMULATION RESULTS

We compare the proposedmethodwith a baseline approach proposed in Reference [28] that applies
a constant hold margin to each timing critical path in the circuit. The fixed margin approach does
not consider clock topology and requires, in general, multiple iterations to obtain a design-specific
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Table 2. Number of Hold Buffers (JTLs) and Timing Yield (%) for the Fixed Margin (7 ps), and the Proposed

Variation-based 3σ and 2σ Hold Margin, with Incremental Placement

fixed margin (7ps) 3σ 2σ

Design
Std
Dev

Yield(%)
# JTLs
plc

# JTLs
replc

Yield(%) # JTLs plc
# JTLs
replc

Yield+(%) # JTLs-(%) Yield(%)
# JTLs
plc

# JTL
replc

Yield+(%) # JTLs-(%)

c432 0.0808 99.1 1508 1564 99.7 1012 1420 0.6 9.2 95.4 1012 1185 –3.7 24.2
c499 0.0808 95.9 564 584 99.7 426 531 4.0 9.1 99.3 426 470 3.5 19.5
c880 0.0808 90.4 1031 1151 99.8 757 1018 10.4 11.6 95.4 757 871 5.5 24.3
c1355 0.0809 99.1 577 591 100.0 431 525 0.9 11.2 97.8 431 470 –1.3 20.5
c1908 0.0808 97.5 1085 1150 99.7 739 985 2.3 14.3 98.3 739 830 0.8 27.8
c2670 0.0831 93.8 2831 3570 99.8 2513 3573 6.4 –0.1 96.1 2513 3196 2.5 10.5
c3540 0.0829 93.7 2055 2294 99.7 1416 2190 6.4 4.5 93.5 1416 1770 –0.2 22.8
c5315 0.0829 90.2 4199 5036 99.1 3055 4747 9.9 5.7 91.4 3055 3939 1.3 21.8
c6288 0.0829 92.5 4697 6039 99.2 3592 5404 7.2 10.5 93.0 3592 4685 0.5 22.4
c7552 0.0829 86.8 2601 2990 98.9 1794 2745 13.9 8.2 94.2 1794 2252 8.5 24.7

AVG. 0.0819 93.9 2115 2497 99.6 1574 2313.8 6.2 8.4 95.4 1574 1967 1.7 21.9

fixed margin that achieves a high timing yield while managing the overhead in terms of incurred
area. In contrast, our proposedmethod adds more hold margins to paths where the lowest common
ancestor of sequentially adjacent FFs is higher in the clock tree and thereby achieves superior
results over all the benchmarks. We also compare the two proposed re-placement methods, i.e.,
placement from scratch and incremental placement.
We run Monte Carlo simulations on the placed ISCAS’85 benchmarks [2]. All experiments were

run on two Intel Xeon E5-2450 v2 CPUs with 128 GB of RAM. We experimented with both 2σ and
3σ variations in hold time margin with random Gaussian distributed gate delays to analyze the
tradeoff between area and timing yield. For the fixed margin approach, we evaluated hold margin
values of 10 ps and 4 ps, before settling on a compromise of 7 ps, optimizing both buffer area
overhead and timing yield. In all our experiments, the additional white-space around logic cells
and hold buffers designed to reduce local routing congestion (i.e., ensuring a routable solution is
produced) and inserting hold buffers in the final step of timing closure, is set to 8× the routing
track (10 μm). To solve the MILP problem for clock tree synthesis, the CPLEX time limit is set to
60 minutes.
Table 2 lists the timing yield values and the number of inserted hold buffers before and after re-

placement, for the baseline, 2σ , and 3σ approaches. In these experiments, the clock frequencies are
set to the delay of the longest timing path with a small setup margin. In our simulation results, the
average clock frequency of fixed and variation-based hold fixing approaches differ by an average
of 5% across all the benchmarks.
Compared with the fixed margin approach, our 3σ approach produces netlists with an average

reduction of 8.4% in terms of number of hold buffers and an increase in timing yield of 6.2%. The
2σ approach achieves an average of 21.9% saving in terms of number of hold buffers with a 1.7%
higher timing yield. The primary source of improvement over the baseline approach comes from
the application of CPPR to the clock tree topology.
Note that these results assume no common clock path between PIs/POs and the logic cells. If

we estimate the CCP length of PI/PO paths with the average CCP length of the circuit, then the
3σ approach achieves an average of 10.2% saving in hold buffers over the fixed margin approach.
Alternatively, if we simply exclude JTLs on PI/PO paths, then the 3σ approach saves an average of
14.1% hold buffers.

The results of the placement from scratch algorithm are shown in Table 3. The 3σ approach
shows a 2.0% saving on the number of hold buffers with a 5.9% improvement on timing yield,
when compared with the baseline approach. Additionally, the 2σ approach shows a 19.4% saving
on the number of hold buffers with a 0.9% drop on yield.
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Table 3. Number of Hold Buffers (JTLs) and Timing Yield (%) for the Fixed Margin (7 ps), and the Proposed

Variation-based 3σ and 2σ Hold Margin, with Placement from Scratch

fixed margin (7ps) 3σ 2σ

Design
Std
Dev

Yield(%)
# JTLs
plc

# JTLs
replc

Yield(%) # JTLs plc
# JTLs
replc

Yield+(%) # JTLs-(%) Yield(%)
# JTLs
plc

# JTL
replc

Yield+(%) # JTLs-(%)

c432 0.0809 90.7 1508 1935 98.8 1012 1685 8.9 12.9 95.6 1012 1385 5.4 28.4
c499 0.0810 99.2 564 698 99.9 426 731 0.7 –4.7 95.9 426 601 –3.3 13.9
c880 0.0808 97.9 1031 1408 99.5 757 1394 1.6 1.0 92.6 757 1132 –5.4 19.6
c1355 0.0810 96.9 577 695 99.5 431 678 2.7 2.4 95.8 431 573 –1.1 17.6
c1908 0.0808 91.3 1085 1343 99.9 739 1274 9.4 5.1 92.5 739 1032 1.3 23.2
c2670 0.0819 95.7 2831 4170 99.5 2513 4155 4.0 0.4 95.1 2513 3615 –0.6 13.3
c3540 0.0829 94.3 2055 2922 99.3 1416 3105 5.3 –6.3 94.6 1416 2417 0.3 17.3
c5315 0.0828 90.8 4199 8507 97.8 3055 8621 7.7 –1.3 89.3 3055 7143 –1.7 16.0
c6288 0.0829 85.9 4697 7731 98.9 3592 7591 15.1 1.8 87.4 3592 6333 1.7 18.1
c7552 0.0829 94.7 2601 5115 98.3 1794 4658 3.8 8.9 89.1 1794 3742 –5.9 26.8

AVG. 0.0818 93.7 2115 3452 99.1 1574 3389 5.9 2.0 92.8 1574 2797 –0.9 19.4

Table 4. Number of Hold Buffers (JTLs) for Placement from Scratch vs. Incremental

Placement Approaches

fixed margin (7ps) 3σ 2σ

Design
# logic gates
+splitters

# JTLs
scratch

# JTLs
incre.

Saving (%) # JTLs scratch
# JTLs
incre.

Saving (%) # JTLs scratch # JTLs incre. Saving (%)

c432 3760 1935 1564 19.2 1685 1420 15.7 1385 1185 14.4
c499 1916 698 584 16.3 731 531 27.4 601 470 21.8
c880 3585 1408 1151 18.3 1394 1018 27.0 1132 871 23.1
c1355 1916 695 591 15.0 678 525 22.6 573 470 18.0
c1908 3596 1343 1150 14.4 1274 985 22.7 1032 830 19.6
c2670 6841 4170 3570 14.4 4201 3573 14.9 3615 3196 11.6
c3540 7831 2922 2294 21.5 3105 2190 29.5 2417 1770 26.8
c5315 15575 8507 5036 40.8 8621 4747 44.9 7143 3939 44.9
c6288 14169 7731 6039 21.9 7591 5404 28.8 6333 4685 26.0
c7552 9420 5115 2990 41.5 4658 2745 41.1 3742 2252 39.8

AVG. 6861 3452 2497 22.3 3394 2314 27.5 2797 1967 24.6

Finally, aggregating Tables 2, 3, and 4 provides a comparison between placement from scratch
and incremental placement approaches. Under the assumed variations, incremental placement out-
performs the placement from scratch approach, with savings on hold buffers with 22.3%, 27.5%, and
24.6% under fixed, 3σ and 2σ margin approaches, respectively. Additionally, incremental placement
minimizes the total power consumption associatedwith DC bias resistors in each SFQ cell by reduc-
ing the number of inserted hold buffers, hence static power consumption, which is responsible for
most of the circuit power dissipation in standard RSFQ logic [20]. The main advantage in terms of
reducing the number of hold buffers originates from minimizing the perturbation to the original
placement solution and layout area. As mentioned earlier, our flow utilizes the original timing-
aware clock topology, which considers the criticality of the data paths in terms of timing slacks,
after placement and legalization of the hold buffers. Therefore, less perturbations to the placement
solution and the fixed clock topology lead to fewer changes in the location of clock splitters, less
modifications to the clock arrival times, hence less effort on timing closure and hold fixing.
Table 5 presents the results including the minimum clock cycle and the layout area by applying

two placement approaches under 3σ margin approach. Under the assumed variations, incremental
placement has an average overhead of 12.4% and 0.2% in terms of minimum clock cycle time and
layout area, respectively. By distributing the hold buffers such that the logic and hold buffers are
somewhat uniformly distributed among all the rows, incremental placement minimizes the impact
on layout area. The reason behind the degradation of clock cycle times is that incremental place-
ment sometimes creates setup critical paths by adding to the wire delay of paths with inserted
hold buffers, whereas placement from scratch approach, aimed at minimizing the total wirelength
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Table 5. CCT and Area Comparison between Placement from Scratch vs. Incremental Placement (3σ )

Placement from Scratch Incremental Placement
Design Std Dev CCT (ps) Area CCT (ps) CCT Overhead Area Area Overhead
c432 0.0809 116.6 3.72E+07 139.6 19.7% 3.64E+07 -2.3%
c499 0.0810 115.8 1.80E+07 121.7 5.2% 1.82E+07 1.0%
c880 0.0808 118.9 3.19E+07 117.4 -1.2% 3.16E+07 -1.0%
c1355 0.0810 82.0 1.79E+07 92.5 12.8% 1.80E+07 0.1%
c1908 0.0808 88.6 3.20E+07 115.8 30.7% 3.15E+07 -1.6%
c2670 0.0819 249.3 7.17E+07 302.2 21.2% 7.24E+07 0.8%
c3540 0.0829 146.3 7.11E+07 157.0 7.3% 7.26E+07 2.0%
c5315 0.0828 299.5 1.44E+08 324.5 8.4% 1.44E+08 0.4%
c6288 0.0829 204.5 1.30E+08 248.9 21.7% 1.32E+08 1.6%
c7552 0.0829 306.3 9.81E+07 299.9 -2.1% 9.95E+07 1.5%

AVG. 0.0818 172.8 6.52E+07 192.0 12.4% 6.57E+07 0.2%

Table 6. Runtime in the Fixed Margin (7ps), and the

Proposed Variation-based 3σ and 2σ Hold Margin,

with Incremental Placement

Runtime (s)

Design fixed margin (7ps) 3σ 2σ
c432 101 92 93

c499 57 56 55

c880 95 87 86

c1355 59 56 57

c1908 90 87 86

c2670 206 199 199

c3540 245 235 237

c5315 618 594 593

c6288 516 484 489

c7552 383 363 361

AVG. 237 225 226

without row restrictions, manages to minimize more of the wirelengths and hence reduces the
long wires on some paths that improves the clock cycle time.
Note that if the timing uncertainties were significantly higher, more hold buffers would be

needed and the perturbations to the original gate locations would be larger, increasing the over-
heads of incremental placement. For example, consider circuit c880 with variation increased from
0.080 to 0.134. Then, incremental placement overheads increase to 0.4% in area and 8% in minimum
clock cycle time.
Finally, to quantify the scalability of our proposed hold time fixing algorithm, Table 6 summa-

rizes the runtime of our timing closure flow beginning after clock tree synthesis and including
incremental placement. Our variation-aware approach takes similar time as the fixed margin ap-
proach and even for benchmarks with a large gate count takes less than 10 minutes.

6 CONCLUSIONS

This article presents a variation-aware hold time fixing flow for SFQ circuits. We consider the
worst-case scenario in terms of gate delay variations caused by timing uncertainties and apply
the common path pessimism removal technique to the clock tree topology to reduce the number

ACM Transactions on Design Automation of Electronic Systems, Vol. 26, No. 6, Article 47. Publication date: June 2021.



47:16 X. Li et al.

of required hold buffers for closing the timing of a circuit. Our flow allows a tradeoff between
timing yield and layout area of the circuit. Additionally, we present two placement techniques,
incremental and from scratch, to efficiently place inserted hold buffers while reducing incurred
overheads in terms of layout area and maximum clock frequency. The efficacy of the presented
methodology is verified using Monte Carlo simulations on ISCAS’85 benchmark circuits and an
SFQ5ee-based cell library.
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