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Abstract

Noise-induced order (NIO) is the phenomenon by which the chaotic regime of
a deterministic system is destroyed in the presence of noise. In this manuscript,
we establish NIO for a natural class of systems of dimension >2 consist-
ing of a fiber-contracting skew product a over nonuniformly-expanding one-
dimensional system.
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1. Introduction

In recent times, interest in random dynamical systems (RDS) has been greatly stimulated due to
their use in applications and their scientific relevance in modeling systems driven by external or
internal sources of noise. It is of both theoretical and practical interest to understand the ways in
which dynamical behavior can change under the influence of noise. Notable examples include
stochastic resonance phenomena (e.g., [8, 15] or the recent mathematical work [11]), where a
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stable system can be excited in the presence of noise into producing oscillatory behavior; and
noise-induced chaos, where a sufficient amount of noise can induce chaotic behavior in the
random dynamics (e.g., [9, 16, 17]).

The topic of this manuscript is noise-induced order (NIO), referring to scenarios where the
presence of noise induces stabilization in a previously chaotic deterministic system, quantita-
tively measured through a transition of the top Lyapunov exponent from positive to negative
as the noise amplitude increases. This surprising phenomenon was first observed by numerical
experiments in a one dimensional model of the Belosouv—Zhabotinsky reaction [21]. A mathe-
matical proof of this phenomenon was given only recently in [13] via computer-assistance. The
recent paper [29] describes a sufficient condition for the existence of NIO in one dimensional
non-uniformly expanding systems.

Our purpose here is to establish sufficient conditions for the existence of noise induced
order in fiber-contracting skew-products over a non-uniformly hyperbolic base dynamics in the
presence of additive noise. As we show here, our abstract framework applies to a fundamental
model in dynamics: the Poincaré map of a transverse section for the contracting geometric
Lorenz flow, which we refer to hereafter as the contracting Lorenz two-dimensional map.

The classical Lorenz model [20, 33] is an important example in nonlinear sciences and a
prototypical example of deterministic chaotic behavior. A related model, the so-called geomet-
ric Lorenz flow [18], was constructed so as to capture qualitative features of the Poincaré map
for the Lorenz model at a natural transversal section. Like the classical Lorenz flow, geometric
Lorenz flows admit a saddle equilibrium at the origin, but due to the flexibility of their con-
struction it is possible to parametrically adjust features of these models such as the eigenvalues
at the origin. Contracting Lorenz flow refers to these geometric models when the contracting
eigenvalues ‘dominate’ the expanding eigenvalue.

Contracting Lorenz flow has been extensively studied. Metzger and Morales proved its
stochastic stability [25, 27], while Alves and Soufi proved statistical stability of the associ-
ated Poincaré maps [2]. Galatolo, Nisoli and Pacifico proved that the two-dimensional map
at a Rovella parameter exhibits exponential decay of correlations with respect to Lipschitz
observables [14]. A thermodynamic formalism for contracting Lorenz maps was developed by
Pacifico and Todd [30]. Recent works of Alves—Khan and Araujo proved, respectively, that
the contracting Rovella flow, a perturbed variant of contracting Lorenz flow, is not statistically
stable if we consider all the perturbations in the C* topology [1], but is statistically stable if we
consider perturbations inside the family of so-called Rovella parameters [4].

Our result on NIO for the contracting Lorenz map leads us to conjecture that the contracting
Lorenz flow itself exhibits NIO. The proof of this result, if true, would likely require computer-
assisted tools.

Plan for the paper. In section 2 we formulate an abstract framework of fiber-contracting
skew products and formally state our result on NIO. The proof of our main result is given in
section 3, as well as our application to the contracting Lorenz map. Finally, in section 4 we
provide an outlook and some concluding remarks, including a conjecture regarding NIO for
the contracting Lorenz flow. Section 5 contains a brief appendix on Lyapunov exponents and
the multiplicative ergodic theorem.

2. Setting and statement of results

Basic setup. Throughout, we consider random perturbations of a fixed deterministic skew prod-
uct map F: [—1, 114! ¢ exhibiting nonuniform hyperbolicity, where d > 1. The mapping F
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is of the form

Fx,y) = (T(x), G(x, y)),

where T:[—1,1] O (the base dynamics) and G:[—1,1] x [—1,1]¢ = [—1, 11 (the fiber
dynamics) are mappings on their respective domains. Precisely:

(a) x — T(x) is piecewise> smooth with respect to a finite partition of [—1, 1] into disjoint

intervals, while {7’ = 0} is finite and 7. Leb < Leb (here, 7, is the pushforward of a
measure and Leb = Leb|_; 1} is Lebesgue measure on [—1, 1]). Additionally, log |T”(x)| €
L'(dx).

(b) (x,y) = G(x,y) is piecewise smooth with respect to a finite partition of [—1,1]*t! into
finitely many disjoint measurable sets with nonempty interior, while for each fixed x €
[—1, 1] we have that G(x, -) : [1, 11 — [—1, 1]?is alocal diffeomorphism onto its image.

To define our perturbations, given w = (w',...,w*) € R, we set
F,(x,y) = F(x,y) + wmod 2,

where the componentwise operation ‘mod 2’ translates a point r € R to its equivalence class
rmod 2 € (—1, 1]. Given a sequence w = (wy,ws, . ..) with w; € R¥T! for i > 1, we consider
the random compositions

F),=F,o0...0F,0F,, nx>1.

To define the probabilistic law our perturbations w; will take, let p : R — R, what we refer
to as a mother kernel, be a density function of bounded first variation (definition 1). Throughout,
we will assume

(a) Suppp =[—1,1];and
(b) There exist constants p > p > 0 such that p < p(x) < p for Lebesgue a.e. x € [-1,1].

Given £ € R, define the density

1
o= (7).

When ¢ > 0 is fixed, we assume that wy, w,, ... are IID R4+ _valued random variables, each
component of which is distributed like p¢. We interpret the value £ as a noise amplitude, noting
that Supp p* = [—¢, £]for € > 0. In the deterministic case & = 0, we follow the convention that
w; = 0 forall i.

Sufficient conditions for NIO. For the fiber dynamics, we assume the following fiber-
contraction property.

(F) There is a constant ¢ > 0 such that G(x, -) : [—1, 1]¢ ¢ satisfies

Lip(G(x,-)) < c < 1
for each fixed x € [—1,1].

For the base dynamics, we will assume the following:

31t is important to note that we will allow discontinuities in x — 7(x) and x — G(x, y) to accommodate our intended
application to the contracting Lorenz map. This lack of continuity generates some issues we deal with throughout our
treatment of the abstract framework.
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(B)(i) (Deterministic dynamics). The deterministic base dynamics 7: [—1, 1] O admits a
unique, ergodic, absolutely continuous invariant measure /4, with density fy which is >0 almost
everywhere.

Under this assumption, the Lyapunov exponent

| .
Abase(0) 1= lim . log |[(T")'(x)] = / log " (x)|dpio(x) ey

exists and is x-independent for Leb. almost-every x by the Birkhoff ergodic theorem. We will
additionally assume:
(B)(ii) (Positive LE). We have Apase(0) > 0.
We now turn to assumptions on the base dynamics in the presence of noise. Below, givenn €
R we write T;)(x) = T(x) + nmod 2. For { > 0, weletny,7,, ... be anIID sequence distributed
with law p%. Given a sequence = (11,7, . . .), We write
T,=T,o0...0T,

m-

(B)(iii) For every ¢ > 0 the Markov chain
X, = Tnn (Xn—l) = T;(XO)

on [0, 1] admits a unique stationary measure 4, with density f¢ > 0 Leb. almost everywhere.
Moreover, this Markov chain is exponentially mixing in L' (dx): that is, for all £ > 0 there exist
Ce¢,v¢ > Osuch thatif g, € L'(dx) is an arbitrary density on [—1, 1]and g, denotes the density
of the law of X,, where X, has law g, then

llgn = fellor < Cee™ "

We note that under our assumptions the kernel p, (B)(i) implies (B)(iii); see remark 3 below.
Exponential mixing implies ergodicity® of He- It follows that the Lyapunov exponent Apase (§)
of 77}, defined analogously to (1), exists and is almost-surely constant over typical initial con-
ditions and with probability 1 for all £ > 0. Our last assumption has to do with continuity of
Abase(&) in 5:

(B)(iv) The Lyapunov exponent in the base is continuous at O with respect to the noise size
55 i-e~a Abase(&) - )\base(o) as § — 0.

The last assumption we make is that 7'is a contraction on average with respect to Lebesgue
measure:

(C) We have

1
/ log |7’ (x)|dx < 0.
-1

Note that Apse (0) = [ log|T’(x)|dpg(x) > 0 as in assumption (B)(ii) implies that T expands
along -typical trajectories, while assumption (C) implies contraction at Lebesgue-typical
points. Roughly speaking, assumptions (B) and (C) are sufficient for NIO in the base dynamic
Ty :[-1,1]0, i.e., a transition from Apase(€) > 0 to Apyse(€) < 0 as € is increased [29].

6 Recall that a stationary measure y for a Markov chain (X,) is ergodic if (X,)-invariant sets have zi-measure 0 or 1;
here, a set A C [0, 1] is called (X,,)-invariant if with probability 1, X, € A if and only if X; € A [19].
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As we show below (lemma 1), assumptions (F), (B) and (C) imply that for the deterministic
map F, the Lyapunov exponent

.1 "
NO0) = h"m;log”D(x.y)F I

exists and is constant over Lebesgue-typical (x,y) € [—1, 11!, while at positive noise £ > 0,
the limit

.1 "
A = hyfn n log ”D(x.y)FgH

exists and is constant over Lebesgue-typical (x,y) € [—1,1]4t" and with probability 1
(corollary 1). Over the course of section 3, we will show the following:

(a) &+ A(&) is continuous; ’
(b) A(0) > 0 (lemma 1); and
(¢) limsupgsoc A(§) < O (proposition 1 and lemma 9).

Taken together, these imply NIO in F7}, i.e., the existence of a transition from A(§) > 0 to
A€ < 0:

Theorem 1 (Sufficient condition for noise-induced order).  Under assumptions
(F), (B) and (C) above, there exist noise amplitudes § ; < &_ suchthat \(§) > 0for§ € [0,£,)
and N§) < 0 for& € (§_,00).

Remark 1. As showed by numerical experiments for unimodal maps in [29] and through
a rigorous computed aided proof in Lasota—Mackey maps [10] there may be more than one
transition from positive to negative. Our result proves that there exists at least one such a
transition.

Application to contracting Lorenz map. We will apply our results to skew-products of
the form

Fx,y) = (T(x), G(x, y)),

where

—alx]"+1x<0 —27y[x|"+cx <0
T(x) = » Gy =9 |
alxf =1 x>0 27yx["+c¢ x>0

which arise naturally as the first return maps for the contracting Lorenz flow. We will show
(section 3.3) that there exist values of o and s for which the top Lyapunov exponent transitions
from positive to negative as the noise size increases. As s increases the size of the contracting
part of the phase space grows; a plot of the map T for parameters that present NIO can be found
in figure 1.

Remark 2. We emphasize that the assumptions on the form of the noise and the mother
kernel p are crucial to the validity of the approach in this paper: absolute continuity in the
law of the w; (what some authors refer to as a physical random perturbation [28]) is used to
prove almost-sure convergence of Lyapunov exponents (cf corollary 1 below), while bounded

7 We actually only prove continuity of A where Ap,s(&) > 0, but this is sufficient for our purposes; see proposition 1
for details.
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Figure 1. The map T for s = 4, o = 2; the point 0 is a discontinuity point.

variation of p ensures equidistribution in the law of w; mod 2 along [—1, 11! as £ — co
(lemma 9 below).

Remark 3. In our setting, ergodicity of y, in assumption (B)(i) implies, by the Poincaré
recurrence theorem, the existence of a dense orbit 7"x, for some xy € [—1, 1] such that
{T"x0}n>0 are all continuity points for 7. That (B)(iii) is satisfied for the random perturba-
tions 7, now follows from [5, theorem A]. The authors gratefully thank the referees of this
manuscript for making this observation.

3. Proofs

In section 3.1 we use RDS theory to establish basic properties of the Lyapunov exponents
A(E), Mvase(§) (existence, almost-sure constancy and continuity in £). The proof of theorem
1 is given in section 3.2, and finally, the application to contracting Lorenz maps is given in
section 3.3.

3.1. Existence and properties of Lyapunov exponents

3.1.1. Deterministic case (¢ = 0). We begin by addressing existence of the Lyapunov exponent
A(0) for F in the absence of noise.

Lemma 1. The limit
.1 "
AO) = lim ~log [ Diey |

exists and is constant ((x, y)-independent) for Leb-almost every (x,y) € [—1, 114!, and more-
over, coincides with \pase(0).

Proof. Let 7:[—1,1]%"" —[—1,1] denote projection onto the first coordinate. For
skew product mappings F:[—1, 114! satisfying the fiber contraction property (F), [6,
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corollary 7.22] implies there exists a unique F-invariant measure v on [—1, 114" for which
TV = [y. Ergodicity of yi, implies that of vy by [6, corollary 7.25]. Consequently, the Lya-
punov exponent A(0) exists and is constant over vo-typical (x,y) € [—1, 1]“"! by the subaddi-
tive ergodic theorem.

On the other hand, v is singular w.r.t. Lebesgue, so an additional argument is needed to
check convergence at Lebesgue-typical (x, y). We sketch this (standard) argument below, along
the way introducing some notation useful later on.

Fixing x, let D, ,,G denote the Jacobian of the mapping G(x,-) : [—1, 114 ¢, and fixing y,
let VG(x,y) € R? be the vector of partial derivatives of the components of G with respect to
x. In this notation, for the full Jacobian of F : [—1, 1]9T! () we have

B T'(x) 0
D(x,y)F - (VG(x,y) D(X.y)G :
Writing D(xy)G" = Dpn-1, ) G 0 ... 0 D(r,y) G, we see that
n (T (x) 0 )
D F" = n |»
(x.y) ( (%) D(x,y)G

where

n

() =3 (T Y @OD g1y G VGE"(x,)). @)

i=1

Let x € [—1, 1] be drawn from the Leb. typical set along which limn"—l log [(T") (x)| =
Abase(0), and let y € [—1, 117 be arbitrary: we will show that the limit defining A(0) exists at all
such (x, y), and coincides with Apyse(0). To start,

Dy F"(1,0)[| = [(T") (x)],

hence lim infn% 1og || Dixy)F"|| = Apase(0) for all such (x, y). For the upper bound, (2) and (F)
imply that for all € > 0,

HD(XY)’)Fn(l , 0)” < Cen()‘busc(o)+f)’

where C = C(x, €) > 0, while for w € RY, we have the bound || Dy ,)F"(0, w)|| < ¢" directly
from assumption (F). We conclude

1
lim sup = 10g || D) F"|| < Abase(0) + €,
0o N :
and the proof is complete on taking € — 0. O

3.1.2. Preliminaries on random dynamical systems (RDS) and transfer operators. Here we
will recall elements of RDS theory needed below. The Lyapunov exponent Apase(§) for T, :
[—1, 1] O is considered in section 3.1.3, and finally, the exponent \(¢) for the full skew product
F" i [—1,1]1%"! ¢ is covered in section 3.1.4.

~ First, we briefly recall two alternative formulations of the random dynamics (F,) (cf [19]).
The first is as a Markov chain (X, ¥,,) on [—1, 114! defined by

(Xn’ Yn) = Fwn(xnfls Ynfl)
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for fixed initial (Xo, Yp) € [—1, 1]¢T!. Recall that the process (X,,) is a Markov chain in its own
right (notation as in assumption (B)(iii)).

The second alternative formulation is as a deterministic skew product. For this, let Q) =
(R4*12N be the sequence space of random samples w = (wy),>1. Let F be the corresponding
Borel o-algebra and for § > 0, let IP: denote the probability measure on (€2, ) assigning law
p* to each real coordinate. We define the (ergodic) mpt 6 : (2, F, P¢) to be the leftward shift,
given for w = (wy,ws,...) by

Ow = (wa,ws, .. .).
Write 7: Q x [—1, 114! ¢ for the skew product system
T(w; x,y) = (Ow; Flu, (x, ),

so that 7" (w; x,y) = (0"w; F ; (x,y)). Similarly, we write 7, for the corresponding skew product
on 2 x [—1, 1] tracking only the x-coordinate; that is,

(w0 = 0, Ty ()

(recall that w; = (w}, ..., w" ! fori > 1).

We now turn attention to the annealed transfer operator associated to the base dynamics.
Here, we let 7: [—1, 1] O denote any measurable, nonsingular transformation (that is, K C
[—1, 1] has Lebesgue measure 0 iff 7-!(K) has Lebesgue measure 0).

Given a measure yoon [—1,1],let T, :=pu o T~! denote the pushforward of ji, noting that
nonsingularity of 7 implies that if p is absolutely continuous, then 7.1 is absolutely continu-
ous. We define the (deterministic) transfer operator Ly to be the operatoron L' = L'([—1, 1])
such that

dT,
Lrf = a =

X

where f € L! is arbitrary and p is the (possibly signed) measure with %{f = f. In other words,
the transfer operator £ embodies how densities evolve under the action of the deterministic
dynamics of T: if X is a [—1, 1]-valued random variable in [—1, 1] distributed with a density
f, then T(X)) is distributed with density L7 f.

Observe that || L7||,1 < 1. Note that for T as in section 2, we have that

. /)
Lrfo)= > =
yeT~1x |T (y)‘

forall f € L' and for Leb-a.e. x € [—1,1].

In the setting of section 2 and for £ > 0 fixed, the annealed transfer operator L is the
analogous object for the random dynamics. That is, if X, has density f, then L is defined to
be the density of the law of T,(Xy), where 1) is distributed with density p~. A fixed point of Leis
called a stationary density; the associated measure dy. = fedx is called a stationary measure.

Precisely, given f € L', the function Lef € L' is given by

Lef = p**Lrf,
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where for h:[—1,1] - R and g:R — R, the periodic convolution g%h:[—1,1] — R is
given® by the formula

1
gt =Y [ gtxr2i -y,

S/

when the above sums and integrals exist and converge absolutely.
We close this preliminary section by recalling properties of the following natural class of
densities for L7, L.

Definition 1. Let /7 be an open (possibly unbounded) interval and f : I — R be integrable.
The variation Var(f) of f is defined by

Var/(f) = sup { / FOP @ dx o € CU. gl < 1}.

Here, C!(I) denotes the set of compactly supported C' functions ¢ : 7 — R, and || - ||~ the
uniform norm. We say f is of bounded variation if Var,(f) < oo.

‘We observe that the set BV(/) of bounded variation functions on / is a Banach space when

endowed with the norm

I fllavay = [l F 1y + Varr(f);

for details, see chapter 3 of [3]. Moreover, it is straightforward to show that BV(I) C L*>(1),
with || f]|my < || f]l8Fa)- We will also use below the following equivalent characterization of
Var(f).

Lemma 2 (Theorem 3.27 of [3]). LetI = (a,b), —o0 < a < b < oo. We have that

n—1

Var(f) = inf sup D[ Fxign) — Fexls 3)

i=1

where supp is a supremum is taken over all finite ordered tuples a < x; < ... <x, <b,

and inf;- is an infimum taken over all ]‘ € L'(a,b) such that = f holds Lebesgue
almost-everywhere.

The following additional properties will also be used.

Lemma 3.

(a) IfI C J are two open intervals and Var,(f) < oo, then Var(f) < Var;(f).
(b) Let T=1{I,I,...} be an at-most countable open cover of an open interval I of
multiplicity’ at most k. Then, for any f € BV(I), we have

> Var(f) < kVar(f).

8 The density of the sum of two independent random variables is given by convolution of densities; the ‘periodization’
procedure above takes into account the fact that 7)) has a ‘mod 2’ in its definition.
9 Precisely, for any x € I, the set {i: x € I,} has cardinality <k.
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Proof sketch. Item (a) is immediate from definition 1, while (b) follows from the charac-
terization (3). O

The following two lemmas are vital in our proof of noise induced order in theorem 1.

Lemma4. Letg € L'(R) be of bounded variation and h € L'([—1, 1]). Then,

Var(,lyl)(g%h) g ZVarR(g)||hHL1([,1,”).
Proof. Lety € CL(—1,1). Then,
1
/ @' (x)(g#h)(x)dx
—1

=> / / ¢ (0g(x + 2i — y)h(y)dxdy

= ey
1 1-y+2i
-y ( [ su-ais y)g(x)dx) Hy)dy
ez y=-1 x=—1-y+2i

iez, Jy=-1

1
< Z/ Var1-y+2i1-y+20(@)|h()[dy
Jy
< Nkl Y Varae naes(e) < 2[Al|p Varg(g).
i€Z

Here, from the third to the fourth line we used lemma 3(a), while in the fourth line we used
lemma 3(b) and that {(2(i — 1),2(i 4+ 1))} covers R with multiplicity 2. In view of definition
1, the proof is complete. O

Lemma5. Leth € L'(R) be of bounded variation and for € > 0 define h*(x) = £ 'h(x/€).
Then,

Varg(h®) = éVarR(h). (€]

Proof. Let p € C!(R) and compute:
1
/ Fmods = ¢ / o (oh(x/€)dx = / (€
- % / WM < %Varmm,

where 1(x) == p(€x), ' (x) = £/ (€x). Using definition 1, we conclude Varg(h®) <
&~ 'Varg(h). The opposite inequality follows similarly. O

As we commonly work with the interval [a, b] = [—1, 1], when there is no risk of confusion
we will abuse notation and write BV = BV([—1, 1]), || fllsv = || f|svq—1,1p» etc.
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3.1.3. Noisy base dynamics (¢ > 0). We now turn attention to the Lyapunov exponent in the
base, Apase(§). To start, we require the following.

Lemma 6. Assume L¢ is exponentially mixing in L' for all £ € (0,00) in the sense of
assumption (B)(iii) in section 2. For each & € (0, 00), let f¢ denote the unique stationary den-
sity, i.e., the unique density function on [—1,1] such that L¢(fe) = fe. Then, & — f¢ varies
continuously in the BV(—1, 1) norm.

Proof. Given a bounded operator A : L' — BV, define

AN = Al gy = sup {[Apllav: @ € L, ollp < 1}
Recall that || L¢||;1 = 1, and by lemma 4, for ¢ € L' we have

Var(Lew) < 2Var(p)||Lrf || < Var(p®)| o1,

hence |||L¢||| < min{1,2Var(p®)}. In particular, for mean-zero g € L' (e, fjlgdx =0),
we have

ICE gllay < Cee <Ll Nl gl
Let now &, &' > 0 and fix n so that Cee " |||L¢ ||| < 1/2. We estimate
Ife = fellsy = €87 fe = L& fellav
<L e = fenllav + (1L — ['?Ll)fé’”BV-

The first term is <(1/2)||fe — fellpr < (1/2)]|fe — fe||sv- Using a telescoping argument and
that L¢ fer = fer, we obtain

Ife = fellsv < 20(LEH = L5 ferllpy

<2) |ILHLe — Lo fellby

i=0

<2[lILe = LalllY_ 1LE sv-

i=0

It is straightforward to check that L, is bounded in the BV norm and [||£; — Lg/||| — 0 as
& — &, completing the proof.

The following summarizes the properties we use for the base Lyapunov exponent Ap,se(€):

Lemma 7. Assume condition (B).
(a) Forall ¢ € (0,00), the limit
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o
)\buxc(g) = hnm ; IOg |(Tﬂ)/(x)‘

exists and is constant (independent of x) for Lebesgue-almost every x € [—1, 1] and with
probability 1.
(b) We have that £ — Apase(§) is continuous over £ € [0, 00).

Proof. For (a), the proof is to apply the Birkhoff ergodic theorem to the measure-preserving
transformation 7 : 2 x [—1, 1] O with invariant measure P¢ x p, using the well-known fact
that 4z, is an ergodic stationary measure iff P¢ X p¢ is an ergodic invariant measure for 7 [19].

For (b), (B)(iii) ensures continuity of & — Apase(§) at & = 0. For £ > 0, the Birkhoff ergodic
theorem implies

Noe(€) = / log [T/ () fe(x)dx s)

forall £ € [0, 00). In view of the fact that log |7"(x)| € L'(dx), we have that

\ Jroelrlsicon — [ tog Tl con| < 1og Tl e ~ 7l

Since |||~ < ||.||av, it suffices to check that § — f¢ varies continuously in the BV norm, as
proved in lemma 6. O

3.1.4. Noisy fiber dynamics (¢ > 0). For the random dynamics in the full skew product, we
start by checking existence and uniqueness of stationary measures v¢ for the Markov chain
(X, Yy).

Lemma 8. Let & > 0 be arbitrary. Assume the fiber contraction condition (F) and that (X,,)
has a unique, absolutely continuous, ergodic stationary measure ji (as in assumption (B)(iii)).
Then, the Markov chain (X,,Y,) admits a unique, ergodic, absolutely continuous stationary
measure V.

Proof. Existence follows from a mild variation of the typical Krylov—Bogoliubov argu-
ment. Given a density  on [—1, 1171, let P*h denote the law of (X;, Y;) assuming (Xo, Yo)
is distributed like Adxdy. Fixing a smooth initial density A, consider the sequence

n—1
1 "
hy = — P*)'h,
. ,-E:o P

noting that (P*)'h is the law of (X;, Y;) assuming that (X, Yo) is distributed like hdxdy. By
compactness of BV in L, there is an L'-convergent subsequence h,, with limit 2 € L'. That i
is an invariant density now follows from the straightforward bound ||P*h — P*hy, || < ||h —
|1 Note that any stationary density & for (X, Y,) is automatically BV since ptis a BV
function.

Let us now sketch the proof of unique existence using the fiber contraction property (F). Let
V¢ be an arbitrary stationary measure for (X, ¥,,) projecting to j, on the x-coordinate; to prove
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uniqueness, it suffices to show v¢ must be ergodic. Let ¢ : [—1, 1]*! — R be continuous. By
the Birkhoff ergodic theorem'? applied to 7: © x [—1, 114! ¢, the limit

n—1

1
pu(w;x,y) = lim—> " o Fl(x,y)
n n 0 =

exists for P¢ x v-a.e. (w; x,y). To prove v is ergodic, it suffices to show ¢, is v¢-a.s. constant.

An argument using the fiber contraction property (F) implies that ¢, does not depend on y
(see, e.g., section 7.3.4 of [6]), so we can view ¢, as a function only of (w;x) € Q x [—1,1].
Since ¢, is Ti-invariant and P¢ X pi¢ is ergodic for 71 : € x [—1,1] O (theorem 1.2.1 of
[19]), we conclude ¢, is P¢ X pc-almost surely constant. Since ¢ was an arbitrary continuous
function, uniqueness (hence ergodicity) of v¢ follows. O

We now turn attention to the Lyapunov exponents of F" : [—1, 1]%+! ©.

Corollary 1.  Assume the setting of lemma 8. For all £ > 0, the limits
1
X,(g) = lim — 10g Ui(D(x,)')FZ)a 1 < i S d+ 1
n n -

exist and are constant over ve-typical (x,y) € [—1, 11" with probability 1 (some possibly
equal to —o0). Moreover, the limit defining

M) = x1(6)

exists and is constant over Leb-typical (x,y) € [—1, 111 with probability 1.
Here, o, refers to the ith-largest singular value of a matrix. The values { x;} are the Lyapunov
exponents of the derivative cocycle Dy Fy,. We set

A& = x1(©),

the top Lyapunov exponent.

Proof. For £ > 0 and at v¢-typical (x,y), everything follows from the subadditive ergodic
theorem applied to the sequence of functions

k
(@, 6 y) = [NDey FLll = [[ oiDayFL), n>1

i=1

for each fixed k, viewed as subadditive over the dynamical system 7: Q x [—1, 1]%"1 ¢ with
invariant measure P¢ X vg.

It remains to check that at i = 1, this convergence holds for Lebesgue-typical'" (x,y). So as
not to interrupt the flow of ideas, we carry this argument out in the appendix (section A.2). [J

111

10 Recall by lemma 1.2.3 of [19] that v is (X, Y,)-stationary iff P¢ x v is invariant for 7: Q x [—1, 1%+ .

'T'We note that Lebesgue-typical convergence of Lyapunov exponents was proved in the recent paper [28] for IID
random compositions of smooth mappings. Unfortunately their result does not apply in our setting, since the fiber-
contracting skew products F we consider here are not smooth. For the sake of completeness, we provide a full argument
of Lebesgue-typical convergence in our setting.
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Also of interest for us are the Lyapunov exponents in the invariant bundle {0} x R? tangent
to the fibers. Equivalently, these are the Lyapunov exponents of the cocycle

B D Go---oDp,unGoDuyG

71 —
wiey) T PR )

on RY (viewed as a cocycle over 7 :  x [—1, 11! ). The following is immediate from the

subadditive ergodic theorem.

Corollary 2. Assume the setting of lemma 8. For all £ > 0, the limits
1
Xi(§) = lim —log 0/(D(,,,G), 1<i<d.
n n - =

exist and are constant over ve-typical (x,y) € [—1, 1] with probability 1 (some possibly equal
to —o0).

Note that the fiber contraction assumption (F) implies y; < log ¢ holds for all £.

3.2. Proof of theorem 1

The main step is to check the following formula for the top Lyapunov exponent A(§) of F,.

Proposition 1. For all £ > 0 we have that
)\(f) = max{)\base(f)a )A(l(f)}
Proof. Below, we suppress {-dependence, writing x; = X;(£), Abase = Abase(§), etc.

Let V = {0} x R? denote the linear span of the last d coordinates in R?*!. By the skew
product structure of DF, we have for v € V that

D(x,y)FZ(O, v) = B;:(x,y)(“)-
In particular,
det(Dy ) Fy, |v) = det(Bl, ).

By corollary 4 (see section A.1 in the appendix) applied to DF, and By, ), we see that there
existindices 1 <1i; < ... < iy < d+ 1 such that

X+ X =X+ A+ X

To obtain another relation, observe by the block diagonal structure of DF}, that
det(Dyuy F) = (Ty) (x)det(Bl ).

where = (11,72, .. .) and ;== wl-'. We obtain immediately that
X1+t Xat1 = Avase + X1 0+ Xas

and conclude

Abase = Xiv»
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where i, is the unique element of {1,...,d+ 1}\{i,...,id}.

For the remaining exponents Xijs 1< j<d,letey,..., e be any basis for Vand let V; =
Span{ey, ..., e}, noting Vi C Vo, C ... C Vy = V. Iteratively applying corollary 4 we see that
there is a permutation o of {1, ..., d} such that

1
h”m E log ‘ det(D(X,>')FZ|V,‘)| = Xiy() +ot Xio(j)

foreach 1 < j < d. Similarly, there is another permutation ¢ of {1, ..., d} such that

1 . N
llnm " log [ det(B ) Iv)| = Xsa) + - + Xo(j)-
Since det(Dx) F |v;) = det(BL,, ,)|v,) for all j, we conclude
Xin(/) = )A(ﬁ(j) for all 1 < ] < d.
In summary, we have shown

® Mpase = xi, forsome i, € {1,...,d+1}.
e The list of remaining exponents {x;: | <i < d+ 1,i # i.} coincides with the list {X; :
1 <i < d}, counting multiplicities.

We conclude that max{y;} = max{Apase, X1} as desired. O

We will also require the following on the behavior of Apue(£) in the infinite-noise
limit £ — oo.

Lemma 9. Under assumption (B)(iii), we have limg_,oc Apase(§) = %fll log |T'(x)|dx. If in
addition (C) holds, then limg_,o Apase(§) < 0

Proof. Recall that the density f; of the stationary measure pe for the Markov chain (X,) on
[—1, 1] satisfies

fe=Lefe = p**Lrfe,

hence by lemmas 4 and 5,
N 2
Var(fe) = Var(p*Lr fe) < 2 Vara(p') = 2 Vara(p).

We conclude || fe — 1/2||pv = Var(fe — 1/2) = Var(f¢) — 0 as £ — oo, i.e., f¢ converges
to the constant density function 1/2. In view of the fact that log || € L' () and equation (5),
it follows that Apyse(€) — %fll log |T’(x)|dx as & — oo, which is <0 by assumption (C). O

‘We are now in position to close the proof.

Proof of Theorem 1. The ingredients we use are as follows:

(a) & — Apase(§) is continuous over € € [0, co) (lemma 7(b));

(b) Apase(0) > 0 (assumption (B)(ii)) and limg_oo Apase(§) < 0 (lemma 9);
() A(€) = max{Apase(§), X1(§)} (proposition 1); and

(d) x1(§) < log ¢ < 0 for all ¢ (assumption (F)).
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It is immediate from (a) and (b) that 30 < £, < §_ such that Apse(§) > 0 for £ € [0,£,)
and Apase(§) < O forall £ € (£, 00). From (c) and (d), it follows that A(§) > 0 for & € [0,£,)
and A\(&) < 0 for & € (£_, 00). This completes the proof. O

3.3. Application to contracting Lorenz map

For a complete construction of the contracting Lorenz Flow we refer to [6, 14]. For the sake
of this paper, what matters is that the first return map to the Poincaré section ¥ = ([—1,0) U
(0,1]) x [—1, 1], denoted by F : 3 — X has the form

F(x,y) = (T(x), G(x, y)),

where

—alx]"+1x<0 —27"y|x|"+cx <0
T(x) = a R G(x,y) = B 1
alx =1 x>0 27yx|"+¢c x>0

for some ¢ such that the sets F([—1,0] x [—1, 1]) and F([O, 1] x [—1, 1]) do not overlap and
0<a<2 withr>s+3.
The map T satisfies the following properties:

The order of 7" at Ois s — 1 > 0,

T has a discontinuity in 0, 7(0%) = —1, T(0") = 1,
T'(x) > 0 forx # 0,

max |T'(x)]| is attained at —1 and 1,

e T has negative Schwarzian derivative.

The parameter o can be chosen in such a way that the points 1 and —1 are preperiodic
repelling (which is a Misiurewicz-type condition [22]), i.e., after a finite number of iterations
the orbit of 1 (respectively —1) lands on a periodic orbit and the product of the derivative along
the periodic orbit is bigger than 1. Intuitively, the main obstruction to the existence of an abso-
lutely continuous invariant measure for the deterministic map is the fact that the contracting
part of the dynamics may concentrate the measure. The hypothesis above guarantees that the
measure, after being concentrated by the contracting part is spread out along the periodic orbit,
guaranteeing the existence of an absolutely continuous invariant measure.

This condition is always satisfied when o = 2 for any value of s. That both of 1, —1 are
preperiodic repelling will be assumed in throughout in the following discussion.

Under these hypotheses and parameter choices it was proved in [31] that the flow associated
to F admits an attractor Ag. Indeed, a stronger result is proved; the condition that 1 and —1 are
preperiodic repelling defines a codimension two submanifold N in a C* neighborhood U/ of F.
If we take now a C> curve of vector fields 1 : (—e€, €) — U transversal to N, such that n(0) = F,
[31] proves that there exists a set of parameters £ for which an attractor exists (called the
Rovella parameters) and that

. m(EU[0,a))
lim—= =
a—0 a

1,

i.e., 0 is a density point for the set of Rovella parameters. We refer to remark 5 below for an
outline of the arguments that show how our result extends to the set of Rovella parameters of
a perturbation.
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In [24] it is proved that under the above conditions, the map 7 has a unique a.c.i.m. and
positive Lyapunov exponent, confirming conditions (B)(i) and (B)(ii). Condition (F) is evident,
and so below we carry out the remaining work of checking (B)(iii), B(iv) and (C).

3.3.1. Condition (B)(iii). It was checked directly in [25] that 3 &, > O such that condition
(B)(iii) holds for all £ € (0, &,]. It is straightforward to check that this can be promoted to all
£ > 0 by applying, e.g., the arguments of [29, lemma 2.3.10], where general conditions were
given for deducing L' contraction of £ when L¢ is an L' contraction for some 0 < £ < ¢'.

3.3.2. Condition (B)(iv). In view of equation (5) relating Apase(€) to the expectation of log | 7'
with respect to fedx, it suffices to have f¢ — fo in BV. In [25], it was shown that fr — fo
in L', better known as strong stochastic stability of the map T—however, this is not quite
enough for our purposes. Fortunately, the tower construction given in [25, 26] provides enough
information, as we show below.

The tower construction consists of an extension 7 : I ¢ of the dynamic T, where I C Z x
[—1,1] is the union of a countable collection of sets of the form Ej := {k} x By, k € Z, and
{By} is a partition mod 0 of [—1, 1], whose elements are constructed appropriately by studying
the return times of the map to a neighborhood of 0.

Once T:1is specified, it satisfies the entwining relation 7 o T=To 7, where 7 : I—
[—1, 1] is the projection taking (k, x) € {k} X B to its corresponding point x € [—1, 1].

In [25], a RDS comprised of compositions of the form T,, 1 O,n € R was constructed
analogously to the construction of the random perturbations T, of the base map 7. For each 7,
these random systems entwine with 7;, i.e., 7 o f,, = T, o . Below, we write 712 to denote the
natural Lebesgue measure on I

Proposition 2 ([25]).  There exists §, > 0 such that for all § € [0, &), the random system
T, on I admits a unique BV stationary density f¢ with respect to Lebesgue measure m on 1.
Moreover, these densities have the property that

fe—fo inBV

as & — 0.
Corollary 3. Condition (B)(iv) holds, i.e., Apase(€) — Apase(0) as & — 0.

Proof. By the entwining property 7 o T,, = T, o, it follows that 7, ( fgdn%) = fedx, and so

1 1
Abase(§) = /1 IOg‘T/(X)‘ffdx = /1 log‘T/(x)hr*(ffdm)(x)
-3 / log |T'(w(£))| fe(R)dri(3).
kez  Br

for all £ € [0,&], &, as in proposition 2. The convergence Abase(§) = Apase(0) as in condi-
tion (B)(iii) now follows from BV convergence of f¢ — f, on exchanging the summation and
limit. |
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250

2.00

1.25

Figure 2. An enclosure for the zero set of A(«,s), we refer to remark 4 for a formal
definition

3.3.3. Condition (C).

Lemma 10. Ifa =2and s > 2.67835 then

17
7/ log(|T’)dx < 0.
2/

Proof. This follows from direct computation:

1
May, s) = %/ log(|T'dx = log(a) + log(s) + 1 — 5.
-1

The zero of A(2,s) is contained in [2.678 34,2.67835]; this interval is computed through the
use of a rigorous interval Newton method [34]. O

Remark 4. An enclosure of the zero set of A\(a, s) for o € [1.007 81, 2] computed through
the use of a rigorous interval Newton method is plotted in figure 2.
Being more precise, the plot in 2 is a family of rectangles, such that the set

Z = {(a, )| Ma, 5) = 0}

is contained in the union of the rectangles.

For s > 1 the function log(s) + 1 — s is decreasing, therefore for each fixed « there exists
a unique s(«) such that A\(«, s(ov)) = 0, i.e., Z is the graph of s(cv).

Fixed e we have that A\(c, s) > 0if s < s(«) and A(av, 5) < 0 if s > s().

Remark 5. Arguing as in [14] it is possible to show that for C* perturbations of the Rovella
flow associated to F associated to a Rovella parameter a, the Poincaré return map is such that

o The one dimensional map 7, is such that
Kol < |To(0] < Ko™
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for all x, a where s = s(a) > 1,
e T, is C* and its derivative depends continuously on a.
e There exists positive constants My, M, independent of a such that

Mi|x|” < [9,Ga(x, )| < Malx|".

This allows to extend our result to perturbations of the contracting Lorenz flow correspond-
ing to a Rovella parameter.

4. Conclusion and outlook

Building off the previous mathematical work [13, 29] on NIO, this paper provides a rich class
of higher-dimensional systems exhibiting NIO. We propose here two potential avenues for
future work in this direction:

(1) Beyond skew products. It would be of considerable interest to provide examples of
NIO beyond the category of skew products. A natural class potentially amenable to this kind
of analysis is Henon maps and their variants at Benedicks—Carleson-type parameters, e.g.,

Fop(x,y) = (a+x"+y,bx), b<1,

where r > 2 is a fixed parameter, so that DF is a strong contraction along ‘most’ of phase
space, suggestive of NIO.

By now there is a well-developed stochastic stability theory for the physical measures of
such systems. However, the approach to NIO presented here and in [29] requires stochastic
stability not just of the physical measure but also of the top Lyapunov exponent of the system.

(2) Contracting Lorenz flow. Many contracting Lorenz models experience strong con-
traction in the vast majority of phase space, leading us to conjecture that these models also
experience NIO. Deducing this from NIO for the Poincaré return map appears to be challeng-
ing, however. One concern is that noisy driving to the flow itself could destroy the Poincaré
section with positive probability, making it difficult to ‘lift’ results for the map to the flow. For
this reason, we speculate that it will be necessary to resort to computer-assisted methods such
as those in [13] to deduce NIO for contracting Lorenz flow.
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Appendix A
A.1. Background on the multiplicative ergodic theorem
Below, we write 0;(A) > 02(A) > ... for the singular value of a matrix A, i.e., the eigenvalues

of VATA counted with multiplicity. Recall that if A is a square d x d matrix, then ], 0;(4) =
|det(A)|.
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Let T: (X, F,m) O be an ergodic MPT of a probability space and let A : X — M;,4(R)
be a measurable mapping. For x € X,n € Z3,, let A} =Ap-1,0...0A, and assume
log*||A(x)|| = max{log ||A(x)||,0} is in L' (). By the subadditive ergodic theorem, the limits

1
Xi = lim —log 0;(A})
n n

exist and are constant over m-typical x € X (possibly —oo; here we take the convention
log0 = —00).

Let Ay > X\ > ... > A\, > —oo denote the distinct values among the y;, and let m; denote
the number of occurrences of the value )\; (the multiplicity of \;). For x € X, v € R?, let

1
A(x,v) = lim — log [|A%(v)]],
non

when this limit exists.

Theorem 2 (Multiplicative ergodic theorem). Arm-a.e. x € X there is a filtration
R = Fi(x) 2 Fa(x) 2 ... 2 Fr(x) 2 Fr1(x) = {0}

of RY into measurably varying subspaces Fi(x) with the property that for all 1 < i < r and for
all v € Fi(x)\Fiy1(x), we have

Ax,v) = A\

Below, given a square d x d matrix A and a subspace V C RY, we write det(A|y) for the
determinant of A|y : V — A(V), using the convention det(A|y) :=0 if dimA(V) < dim V.

Corollary 4. There is a full m-measure set of x € X for which the following holds. For
any k-dimensional subspace V. C RY 1 < k < d, there are indices 1| < i) <i» < ...< iy <d
such that

1

lim *log [ det(Ay|v) = Xiy + - + X 6
Moreover, if V' C V and lim,  log | det(A%]y/)| = Xi + o X K = dim V', then

(i} S {ins sk} ©)

Proof sketch. Recall that a Lyapunov basis is a basis {v1, . . ., v4} of R? such that A(x, v;) =
x; foreach 1 < i < d. The proof of (6) is to construct a Lyapunov basis at x containing a set of
k vectors which span V. To establish (7), one constructs a Lyapunov basis containing ¥’ vectors
spanning V' and k vectors spanning V; from V' C Vit is immediate that the k" vectors spanning
V' are contained among the k vectors spanning V. Further details are omitted. O

A.2. Completing the proof of corollary 1

We present here the argument that for Leb-almost every (x,y) € [—1, 117!, we have that

1
X1(&) = lim —log ||DyFL,||  withprobability 1. (8)
n—oo 1 =
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A.2.1. Preliminaries. We will consider an auxiliary RDS F w on [—1, 114" obtained by first
applying noise and then the map F; to wit, for w € € define ﬁw 1,119 O by

F,(x,y) = F((x,y) + w mod 2),

and for w = (wy,wy,...) € Q,n > 1 we set FQ = ﬁw,, 0...0 le. The RDS (F&) gives rise
to a corresponding Markov chain {(X,,$,)} on [—1, 111 defined for initial (o, o) €
[_17 1]d+1 by

()6)195})1) = FL(XAOa)A)O)

with corresponding transition kernel f’((x, y),K) = IP’(F w(x,y) € K).
The advantage of the auxiliary Markov chain is the following regularity property not enjoyed
by the original chain (x,,y,).

Lemma11. The kernel P is strong Feller, i.e., for any bounded measurable ¢ : [—1,1]¢t! —
R we have that Py is continuous.

This is straightforward and follows from the fact that the convolution of two L? functions
is continuous; details are omitted. By [32], it follows that P is ultra Feller, i.e., the transi-
tion kernels (x,y) — P((x, y), -) vary continuously in the TV metric distry, defined for Borel
probability measures ji;, (i, by

, 1
distry(p1, p2) = >sup |11 (A) — pa(A)].
A

We will also use the following standard point-set topology fact (proof omitted):

Lemma 12. Let X be a compact metric space and let Y be a metric space. Let ® : X — Y be
a continuous map. Then, ® is uniformly continuous.

Since [—1,1]t" is compact, it follows that (x,y) — P((x,y), -) is uniformly continuous
inTV. .
A.2.2. Proof of (8). LetA C [—1,1]9"! denote the set where

1 .
x1(&) = lim —log ||DyF, |  withprobability 1,
n—oo N - =

and observe the following:

(a) A and the set of (x,y) where (8) holds differ on a zero Lebesgue measure set, hence it
suffices to prove Leb(A) = 1; and

(b) To show Leb(A) = 1, it suffices to show that for Leb-almost every fixed initial (Xo, yo) =
(x,), the stopping time

T; = min{n > 1:(%,5,) € A}

is almost-surely finite.

Items (a) and (b) follow from the identity

FI (x,y) = wapr + FL o F(x,y)

5501



Nonlinearity 35 (2022) 5481 A Blumenthal and | Nisoli

and the fact that Dy, ) F is nonsingular almost-everywhere.

To prove T; is almost-surely finite, observe that f’((x,y),A) =1 for all (x,y) € A. Using
TV uniform continuity of (x,y) — f’((x,y), -), fix § > 0 so that P((x, y),A) > 1/2 whenever
dist((x, y),A) < 6. Now, given a fixed, Leb-typical initial (£, o) = (x, ), there is some y’ €
[—1, 1]1%" such that (x,y') € A (this uses that the stationary measure ¢ projects to a measure
fi¢ on the x-coordinate with density >0). Let N > 1 be such that 2cN < 8, where ¢ € (0, 1) is
as in condition (F), and observe that for our Lebesgue-typical (x, y), we have that

dist(F?, (x, ), A) < |[Fi(x,y) — FlL(x,y)| < 2¢" < 6

foralln > N.
‘We now check by induction that

P((iytjIve)) €A 1< j<i) <27 ©)

for all i > 1. Assuming this, we immediately obtain P(T; > N + 1) < 27" which implies
T; < oo with probability 1.
To prove (9): in the case i = 1 we have

P((ng1.9v+1) & A) < PENT (x,y) & A)

N[ —

- / PV (e ), dGE NP ). A% <

since P*((x, y), -) as a measure assigns ful_l probability to the set where dist((x, &),A) < 4 for
alln > N. Assuming P(T; > N + 1) < 27, we now have
P((Evjs Iva) AT < j<i+ D)
= P((ENtit1, INtit1) ¢ A'()eN-%—js)A’N-%—j) ¢A1<j<i)
X P((ing g Ive) ¢ AL < j< i)
= P((Enitn Initn) & AlGEvgi Ivg) ¢ A) x 27,
on combining the induction hypothesis and the Markov property in the last line. Now,

P((Enti 15 In+i41) & AlGEntis Ivd) ¢ A)

1 N R R
= PNFI((x, y), d(£, 9)P((£, 5), A)
PNFI((x, ), A%) Jesped
<1/2,
completing the proof of (9). O
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