

View

Online


Export
Citation

CrossMark

JANUARY 05 2023

Intelligibility as a measure of speech perception: Current
approaches, challenges, and recommendationsa)

Melissa M. Baese-Berk; Susannah V. Levi  ; Kristin J. Van Engen

J Acoust Soc Am 153, 68–76 (2023)
https://doi.org/10.1121/10.0016806

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
://p

u
b
s
.a

ip
.o

rg
/a

s
a
/ja

s
a
/a

rtic
le

-p
d
f/1

5
3
/1

/6
8
/1

6
7
2
3
4
5
7
/6

8
_
1
_
o
n
lin

e
.p

d
f

https://pubs.aip.org/asa/jasa/article/153/1/68/2873839/Intelligibility-as-a-measure-of-speech-perception
https://pubs.aip.org/asa/jasa/article/153/1/68/2873839/Intelligibility-as-a-measure-of-speech-perception?pdfCoverIconEvent=cite
https://pubs.aip.org/asa/jasa/article/153/1/68/2873839/Intelligibility-as-a-measure-of-speech-perception?pdfCoverIconEvent=crossmark
javascript:;
javascript:;
javascript:;
javascript:;
https://doi.org/10.1121/10.0016806


Intelligibility as a measure of speech perception:
Current approaches, challenges, and recommendationsa)

Melissa M. Baese-Berk,1,b) Susannah V. Levi,2 and Kristin J. Van Engen3
1Department of Linguistics, University of Oregon, Eugene, Oregon 97403, USA
2Department of Communicative Sciences and Disorders, New York University, New York, New York 10012, USA
3Department of Psychological and Brain Sciences, Washington University in St. Louis, St. Louis, Missouri 63130, USA

ABSTRACT:

Intelligibility measures, which assess the number of words or phonemes a listener correctly transcribes or repeats,

are commonly used metrics for speech perception research. While these measures have many benefits for

researchers, they also come with a number of limitations. By pointing out the strengths and limitations of this

approach, including how it fails to capture aspects of perception such as listening effort, this article argues that the

role of intelligibility measures must be reconsidered in fields such as linguistics, communication disorders, and

psychology. Recommendations for future work in this area are presented.VC 2023 Acoustical Society of America.
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I. INTRODUCTION

Although speech communication is often experienced

as relatively effortless, a variety of common listening cir-

cumstances make this process more challenging. While lis-

teners typically have little difficulty understanding speech

from familiar talkers and familiar accents in quiet listening

conditions, they demonstrate more difficulty when listening

to speech in noise, speech from unfamiliar talkers, or speech

from unfamiliar accents.

Evidence for an increased challenge in understanding

certain types of speech is typically drawn from intelligibility

measures, which assess a listener’s ability to transcribe or

repeat the speech they hear by measuring the accuracy with

which the listener’s response matches the target utterance.

Intelligibility tasks are viewed as objective measures of a

listener’s performance, as they provide a binary judgment

for whether or not a listener correctly identified the intended

target. These measures, thus, characterize listeners’ ability

to achieve the end point goal of speech perception: correctly

identifying the linguistic items (phonemes, words, senten-

ces) produced by the speaker. Of course, this goal of speech

perception could be measured in multiple ways. That is, a

listener’s ability to directly transcribe or repeat the sounds,

words, or phrases they hear (i.e., intelligibility) is only part

of the process of “understanding” speech. For example, a

listener could also be asked to provide objective evidence of

how much of the speech they remember or understand via

rephrasing the utterance or answering questions about it.

Alternatively, they could be asked to subjectively rate the

difficulty in understanding speech (i.e., “comprehensibility”;

Munro and Derwing, 1995a). Altogether, speech perception

is a multi-faceted task, and intelligibility measures only cap-

ture a portion of the phenomenon.

Even so, evidence for listening challenges1 tends to be

rooted in intelligibility measures: listeners’ responses typi-

cally include fewer correct phonemes, words, or sentences

in the more challenging circumstances (e.g., Levi, 2015;

Nygaard and Pisoni, 1998). Objective intelligibility mea-

sures are also used widely to assess change over time as a

function of practice on a task or exposure to talkers or

accents (e.g., Bradlow and Bent, 2008)2 or to compare vari-

ous listening situations to one another (e.g., Bent et al.,

2016; Borrie et al., 2017; McLaughlin et al., 2018). Further,

intelligibility is used as a measure to classify differences in

listener groups [e.g., age (Pichora-Fuller et al., 1995) and

hearing status (Suter, 1985)]. Taken together, intelligibility

measures have often been used as direct measures of speech

perception and of the challenges of particular listening cir-

cumstances, without substantial critical reflection on the

limitations of such a measure.

However, recent work suggests that intelligibility mea-

sures capture only part of the challenge listeners face

(Brown et al., 2020; McLaughlin and Van Engen, 2020;

Winn and Teece, 2021). Further, they fail to accurately

assess what makes these listening circumstances challenging

and do not on their own provide insight into how to alleviate

these challenges for listeners.

In this position piece on reconsidering classic ideas in

speech communication, we explore what intelligibility, as a

measure, has shown us about speech perception and what it

fails to capture. We address recent evidence that, even when

speech intelligibility measures do not reveal differences in

a)This paper is part of a special issue on Reconsidering Classic Ideas in

Speech Communication.
b)Electronic mail: mbaesebe@uoregon.edu
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performance on a task, other measures, such as listening

effort, comprehensibility, and working memory, do demon-

strate differences, suggesting potential dissociations

between these related measures. We conclude with recom-

mendations for future work that will help us better under-

stand the challenges of speech perception and the

downstream implications of those challenges.

II. BENEFITS OF INTELLIGIBILITY MEASURES

The appeal of intelligibility as a metric of speech per-

ception is clear. First, it is an objective measure that allows

for easy comparisons across individual listeners, across lis-

tener groups, across types of speech, and across listening

circumstances more generally. Second, it is a simple output

measure: did the listener accurately represent the words (or

string of phonemes) that were spoken? Third, it provides a

measure of the goal of communication—identifying the lin-

guistic content—specifically by quantifying the sounds,

words, or phrases a listener heard.

Anyone can tell you that listening to speech in a noisy

environment is more challenging than listening to speech in

a quiet environment. This intuition is clearly captured by

intelligibility measures: speech in noise results in reduced

intelligibility compared to speech in quiet [e.g., Cherry,

1953; see McDermott (2009) for a review]. This basic find-

ing has led to a large body of research investigating aspects

of speech in noise, including the language of the noise in the

background (Calandruccio et al., 2010; Van Engen and

Bradlow, 2007), language experience of the talker or listener

(Brouwer et al., 2012; Cooke and Garcia Lecumberri, 2018;

Mayo et al., 1997; Van Engen, 2010; Van Wijngaarden

et al., 2002), type of background noise (Helfer and

Freyman, 2014; Van Engen et al., 2014; Vermiglio et al.,

2019), and effects of spatial separation of noise and targets

(Arbogast et al., 2002; Freyman et al., 2001). Similarly,

reverberation also results in reduced intelligibility of the

speech signal (Crum, 1974; Nabelek and Pickett, 1974).

Each of these findings has been supported through the use of

intelligibility as the key measure, and this broad investiga-

tion has allowed researchers to better understand precisely

why speech in noise is difficult for listeners and what factors

may impact listening, either positively or negatively.

Intelligibility has also been used to understand chal-

lenges resulting from variation in talkers. Speech produced

by second-language learners, for example, tends to be less

intelligible than speech produced by native speakers (Lane,

1963; Munro and Derwing, 1995a). Similarly, regional, but

unfamiliar, varieties of speech tend to result in lower intelli-

gibility than familiar varieties (e.g., Adank et al., 2009).

Talkers with speech disorders (e.g., dysarthria) are generally

less intelligible than talkers without such disorders (Borrie

et al., 2013). Studies have also shown differences in intelli-

gibility across talker types, including familiar vs unfamiliar

talkers (Levi, 2015; Nygaard and Pisoni, 1998) and familiar

vs unfamiliar accents (Bent and Bradlow, 2003; Chung and

Bong, 2021; Fuse et al., 2018). These studies on talker and

accent familiarity have also demonstrated that relatively

short exposure can improve intelligibility.

Intelligibility also captures differences between listener

populations. For example, listeners with hearing impairment

tend to perform worse than their normal hearing counter-

parts on intelligibility tasks in a variety of listening environ-

ments and with a variety of talkers (e.g., Suter, 1985).

Further, intelligibility measures can capture some aspects of

development that change between listener populations. For

example, older adults tend to demonstrate reduced intelligi-

bility as compared to younger adults, even when hearing sta-

tus is controlled for (e.g., Dubno et al., 2002; Rajan and

Cainer, 2008). Similarly, younger children tend to perform

more poorly than older children on tests of speech intelligi-

bility (Elliott, 1979; Corbin et al., 2016; Koopmans et al.,

2018).

Intelligibility measures also allow investigators to

explore the effects of top-down information in speech per-

ception and the relative contributions of top-down and

bottom-up information. For example, higher predictability

sentences (the color of a lemon is yellow) tend to be more

intelligible than low predictability sentences (e.g., mom

thinks that it is yellow; Kalikow et al., 1977). This predict-

ability benefit is modulated by age such that older adults

rely more heavily on top-down semantic information (e.g.,

Pichora-Fuller et al., 1995), whereas children rely more

heavily on phonetic (or bottom-up) information (e.g.,

Elliott, 1979; Nittrouer and Boothroyd, 1990). Similarly,

matching written context cues improve intelligibility com-

pared to mismatching cues (Zekveld et al., 2011). Further,

items with high lexical frequency are more intelligible

(more likely to be correctly reported) than low frequency

items, across a range of listening populations, although this

may reflect a response bias for high frequency items.3

Intelligibility is also impacted by a range of non-linguistic

factors, including social information signaled by pictures

(e.g., Babel and Russell, 2015; Hanul�ıkov�a, 2021). Using

intelligibility as an objective measure has helped us better

understand how these top-down effects may emerge or shift

as a function of other linguistic information, non-linguistic

factors, listening environments, or listening populations

(e.g., Baese-Berk et al., 2021).

An additional benefit of intelligibility measures is that

they capture individual variability. While above we have

discussed population-level phenomena, individuals demon-

strate variability on intelligibility tasks. This variability can

be helpful when trying to investigate sources of differences

in intelligibility or why particular results may emerge. For

example, this amount of variability allows for investigations

of whether various cognitive measures predict performance

in different listening conditions (Bent et al., 2016; Borrie

et al., 2017; Levi et al., 2019; McLaughlin et al., 2018).

Intelligibility scores are also subject to change over

time. Listeners’ scores tend to improve with practice at the

task of transcription (e.g., Bradlow and Bent, 2008) and via

exposure to a variety of types of speech [e.g., multiple unfa-

miliar accents (Baese-Berk et al., 2013), dysarthric speech
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(Borrie et al., 2013), and sine-wave speech (Remez et al.,

1981)] among other types of listening challenge. This has

allowed for investigations of what types of exposure are

most effective at eliciting changes in intelligibility and have

helped us better understand some of the cognitive processes

underlying adaptation to unfamiliar speech.

Finally, on a practical level, intelligibility tests are easy

to implement. It is possible to conduct the tests in person or

via remote setups, and no specialized equipment is required.

Further, the task is flexible for different populations, allow-

ing either written or spoken responses. Scoring such

responses is also easy: either the word is correctly tran-

scribed, or it is not, allowing for a relatively simple analysis.

A test, such as intelligibility, that can be done in a variety of

settings, with a variety of populations, and requires no spe-

cial equipment for administration or scoring is significantly

easier compared to other techniques (described in Sec. IV).

Taken together, it is clear why intelligibility has been

used for decades as a measure of speech perception, espe-

cially in investigations of challenging listening situations.

However, there are also a number of challenges and limita-

tions for using these measures, which we delineate below.

III. CHALLENGES AND LIMITATIONS

OF INTELLIGIBILITY MEASURES

While initial assessment of intelligibility measures

highlights the ease of scoring the data, a closer look reveals

that this question is quite complicated. For example, many

studies do not score transcriptions of all words in a response,

but rather only the “keywords.” The definition of keywords

is unclear, however. Some studies only use content words

(nouns, verbs, adjectives, and adverbs); however, others also

include (some) pronouns or prepositions and only exclude

articles. Some studies allow for changes in transcription of

tense for regularly conjugated verbs (walk for walked is

scored as correct), while others require that tense be cor-

rectly transcribed for the word to be scored as correct. The

same issue emerges for agreement of nouns [see Hustad

(2006) and Miller (2013) for discussion].

An additional challenge is how to assess spelling differ-

ences from the target. For example, if a participant responds

with a homophonous answer, it is unclear whether that

should be marked as correct or incorrect, especially if it

might impact interpretation of whether the participant actu-

ally understood the sentence. For example, “latter” for

“ladder” may be an acceptable spelling, or it may be indica-

tive that a participant has not understood the sentence in an

example like “the boy climbed the tall ladder.” A related

issue is how to code for known dialect differences, such as

whether to count “Don” (/dAn/) for “Dawn” (/dOn/) or

vice versa. The spelling issue is also problematic if partici-

pants are being asked to transcribe unfamiliar speech or

speech from a less familiar language. How much deviation

is acceptable to the researcher? These issues allow for a

large degree of individual experimenter freedom. Indeed,

one commonly used tool for automatically scoring intelligi-

bility data allows for researchers to determine which

variables they would like to manipulate (e.g., tense rules,

plural rules, only scoring root words, which spelling mis-

takes are allowable, etc.; Borrie et al., 2019).

This leads to a further complication, which is whether

all mistakes are equal. While most can agree that cat is

more similar to a target cats than camp, under many experi-

mental scoring standards, both would be scored as incorrect,

as would a failure to respond at all. This has led many to

wonder whether a more fine-grained tool that allows for

comparison along some dimension of similarity of pho-

nemes or even of phonetic features may be preferable to the

categorical “right” or “wrong” answers that are typically

used in this type of data (Case et al., 2018a,b). Some meth-

ods of scoring attempt to handle this to some degree by

using a “fuzzy string matching” tool (e.g., Bosker, 2021).

However, most of these tools use orthography rather than

phonology, which can penalize spelling errors that some

researchers might find acceptable and does not necessarily

allow for the types of similarity comparisons that are more

appropriate for speech sounds as opposed to written words

(e.g., ladder vs latter).Taken together, it is clear that many

decisions about the actual scoring (whether only exact

matches are counted as correct, or whether additional credit

is given for phonological overlap or morphologically related

items) must be made by researchers. Furthermore, probing

errors—such as examining differences in patterns between

phonological and morphological/semantic errors—provides

additional information about processing that classic intelli-

gibility measures miss.

As described above, researchers may differ in whether

they score certain whole words as correct or incorrect (e.g.,

Don-Dawn or latter-ladder) or differ in the level of coding

(e.g., whole word vs phoneme). Some studies have used

multiple coding schemes (e.g., Case et al., 2018a,b; Levi,

2015) and found a similar pattern of results, suggesting that

such decisions may not significantly alter research out-

comes. However, we do not know of studies that have sys-

tematically examined this question. It is also likely that

some coding decisions would alter the results of a speech

perception task differently for different listener populations

(e.g., coding root morphemes in verbs in past tense for indi-

viduals with developmental language disorder vs children

with typical language development).

It is also unclear how to interpret cases where listeners

fail to transcribe or repeat anything. While this could mean

that listeners were unable to understand the words that were

said in order to write them down or repeat them, it could also

signal attention lapses, equipment malfunction, or other tech-

nical issues. Differentiating between these many possibilities

is quite difficult, as all errors are treated identically, and

all correct responses are treated as the same regardless of

whether they are the result of a guess or a certain response.

Although this issue is not limited to tests of ineligibility, it is

nonetheless important to point out that researchers must

make a decision about how to deal with non-responses.

An additional methodological difference across studies

of intelligibility is whether listeners are asked to repeat or

70 J. Acoust. Soc. Am. 153 (1), January 2023 Baese-Berk et al.
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write/type their responses. Verbal responses have the benefit

of being usable for people with less knowledge of the writ-

ten system (e.g., younger children) or individuals who may

have poorer spelling or typing skills, which eliminates the

coding concern surrounding items such as latter-ladder.

One drawback of verbal responses is that they typically

entail additional labor to transcribe the responses. In addi-

tion, verbal responses require researchers to accurately rec-

ognize the listeners’ intended response (e.g., decide whether

they are saying Don or Dawn or pin or pen). Writing or typ-

ing also takes more time and cognitive effort than repeating

items verbally. As with some of the other methodological

considerations noted above related to scoring, we are

unaware of whether any study has examined whether the

modality of response (written vs verbal) would alter the pat-

tern of results.

Depending on the research question, the issue of uncer-

tainty in what drives a particular correct or incorrect

response could also lead to the misinterpretation of a result.

This is perhaps especially true in circumstances where lis-

teners are less familiar with the particular language variety

of a speaker. For example, if a speaker repairs consonant

clusters by inserting a vowel, but the “new” word with the

vowel renders the sentence ungrammatical, the listener may

alter the sentence structure in their response to make it

grammatical, even if it no longer matches what the talker

produced. Related to the issue of grammaticality, research

has shown that in a sentence recognition task with children

listening in quiet, knowledge of the syntactic structure and

content words, whose role is more syntactic than semantic,

has a greater impact on sentence recognition than semantics

(Poli�sensk�a et al., 2015). Thus, listeners may be trying to fit

their responses into a syntactic frame that results in a gram-

matical utterance, even if this is not what the target was.

Additionally, it is worth noting that most studies that

examine intelligibility must make the listening task more

difficult, typically by adding some type of noise to the sig-

nal, because, as was pointed out above, listeners are very

good at the task of recovering the message, even when it dif-

fers quite significantly from the variety(ies) they are most

familiar with. Indeed, some commonly cited effects only

emerge in more challenging signal-to-noise ratios. For

example, the effect of the language of background talkers in

babble may only emerge when the signal-to-noise ratio is

quite hard (Van Engen and Bradlow, 2007). Further, by

placing speech in noise to assess intelligibility, we may be

assuming a linear relationship between the inclusion of

noise and intelligibility that does not exist [see, e.g., Naylor

(2016)]. This leads to a question of what intelligibility

measures are telling us if they must be administered in unfa-

vorable signal-to-noise ratios to demonstrate differences

between conditions. That is, it is almost impossible to disen-

tangle which aspects of the results of a particular study are

attributable to the challenges of speech in noise and which

may be attributed to challenges resulting from properties of

a particular speaker or listener. What these studies are actu-

ally measuring is the interaction between noise and the

object of interest (e.g., non-native speech or a specific lis-

tener population), but many do not explicitly acknowledge

this, instead assuming that their results only speak to the

object of interest for a study.

Similarly, listeners are also sometimes asked to com-

plete transcription or repetition tasks that measure intelligi-

bility even if they do not understand any of the speech or if

the speech makes little sense. For example, listeners may

transcribe Jabberwocky sentences (i.e., sentences with nor-

mal syntactic structure but with nouns, verbs, adjectives, and

adverbs replaced with non-words). Similarly, studies that

use low predictability sentences in which listeners may per-

ceive the individual words, but whose meaning may be awk-

ward (e.g., he can’t consider the crib; Kalikow et al., 1977)

or may border on nonsensical (e.g., drums pour tall pets;

Stelmachowicz et al., 2000) also demonstrate a differentia-

tion between intelligibility (reporting words correctly) and

understanding. This further demonstrates the difference

between correctly reporting individual words being heard

and comprehension or meaning of what a listener reports

hearing. Relatedly, top-down contributions to intelligibility

are reduced, although not non-existent, when listeners do not

have contextual information (e.g., single word transcription).

Even in cases where a listener is asked to transcribe

only meaningful sentences consisting of real words, many

participants will occasionally transcribe anomalous senten-

ces or non-words. Given this, it is unclear whether all listen-

ers interpret the task in the same way. Some listeners may

understand the instructions to “write down what you hear”

to mean “write down all and only the real words that could

be part of a coherent sentence,” whereas others may inter-

pret it to mean “write down what you think the speaker is

trying to convey” or “write down what you think the speaker

has articulated, including any misarticulations or errors.”

These strategies would result in different results for an intel-

ligibility test and could exist within the same subjects in the

same populations. While this issue could be addressed with

highly specific instructions, it is still possible that listeners

could interpret instructions differently and could perform

slightly different tasks from one another.4

Perhaps the largest challenge with intelligibility mea-

sures is that the measure is uninformative about what specif-

ically has gone awry during processing. This is in large part

because intelligibility measures are almost exclusively off-

line, providing little information about real-time processing.

Most studies do not combine reaction time and intelligibility

measures, instead focusing only on the offline measure of

words correctly transcribed. Further, unless the experiment

specifically manipulates these factors, the influence of

acoustic information is conflated with lexical, syntactic, and

semantic knowledge, as well as other top-down factors that

may impact processing.

IV. COMPLEMENTARY TASKS TO SIMPLE MEASURES

OF INTELLIGIBILITY

Intelligibility, as described above, has both benefits and

limitations. One of the primary limitations is that it is
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unclear what, precisely, is being measured by intelligibility

and how this measure of end point behavior may (or may

not) correspond to other aspects of processing. Here, we

describe two facets of processing, listening effort and

higher-level processing, that do not necessarily correspond

to intelligibility measures and discuss how measuring these

may, in some cases, be more informative than using intelli-

gibility measures alone. Specifically, the measures below

allow researchers to address two separable but related prob-

lems: ceiling effects in intelligibility tasks, providing addi-

tional information about what a listener has misperceived,

and understanding why the listener has misperceived.

It has long been assumed that speech that is less intelli-

gible is also more effortful to process in general [see Van

Engen and Peelle (2014) for a review]. That is, when a lis-

tening situation is challenging, a listener must recruit more

cognitive resources to understand speech (Peelle, 2018;

R€onnberg et al., 2008; R€onnberg et al., 2013; R€onnberg

et al., 2021). Aspects of listening effort can be measured

using a variety of behavioral and physiological measures.

Interestingly, however, intelligibility and effort are not

strictly correlated. At a very basic level, this is clear because

intelligibility and other measures, including comprehensibil-

ity (e.g., a subjective measure of how challenging it is to

understand speech), do not strictly correspond to one

another (e.g., Munro and Derwing, 1995a). Other studies

examine effort more systematically and have demonstrated

that fully intelligible speech produced by non-native talkers

requires more effort to understand than equally intelligible

speech from native talkers (McLaughlin and Van Engen,

2020). In this study, investigators used pupil dilation as a

physiological measure of effort. Participants’ pupils dilated

more when listening to an unfamiliar accent than a familiar

one, even though they were able to transcribe all of the

speech accurately. This difference in speech processing

would not have been captured by an intelligibility measure

alone. An experiment using a dual-task paradigm also dem-

onstrated that unfamiliar accents require more effort than

familiar accents, even when the speech is fully intelligible

(Brown et al., 2020). This suggests that both physiological

and cognitive measures of effort are sensitive to listening

challenges in ways that intelligibility alone may not be—at

a minimum, they provide us with additional methods of

examining processing not available in classic intelligibility

tasks because of ceiling effects.

Critically, even in cases where intelligibility is not at

ceiling, listening effort measures may provide additional

information about how a listener is processing speech. For

example, Winn and Teece (2021) examined different types

of “correct” and “incorrect” responses in an intelligibility

task using pupillometry as the measure of effort. Correct

responses that required some sort of correction (e.g., a sec-

tion of the sentence was masked by noise) resulted in

increased effort compared to correct responses that did not

require the listener to correct their response. Similarly,

errors that resulted in a semantically coherent (but incorrect)

sentence (e.g., the bride wore a white gown for the target the

bride wore a white veil) resulted in increased effort com-

pared to correctly transcribed sentences.

The effort measures described above are all more

sophisticated than an additional, very basic, measure of

effortful processing—reaction time. For decades, it has been

clear that even when individuals are very good at decoding

the signal at a basic level (analogous with intelligibility),

they take more time to complete tasks in these sorts of chal-

lenging listening situations. For example, in speeded classifi-

cation, listeners are highly accurate at identifying the initial

consonant of a word, but they are slower when exposed to a

switch in talkers (Mullennix and Pisoni, 1990). Similarly,

unfamiliar accents result in increased processing time

compared to familiar accents (Munro and Derwing, 1995b).

Indeed, any challenges to particular tasks can impact accu-

racy and reaction time differently. Even though listeners

accurately perceive words with ambiguous initial phonemes,

this ambiguity increases looking time and latency during

perception (McMurray et al., 2002; Pisoni and Tash, 1974).

As described above, effort can be indexed both physio-

logically (using, e.g., pupillometry, heart rate variability, or

skin conductance) and behaviorally (e.g., by measuring

response times or performance on concurrent but secondary

tasks). However, it is also possible that effortful processing

can be indexed using other tools as well. For example,

increased effort may result in intelligibility measures that

are at ceiling (i.e., “perfect” performance in intelligibility),

but that effort can cascade to other levels of processing,

including memory and comprehension, which are rarely

assessed in measures of intelligibility [see Van Engen and

Peelle (2014) for a review].

Previous studies examining measures of intelligibility

(e.g., word recognition or sentence recognition) have dem-

onstrated that practice or familiarity can improve intelligi-

bility as measured by more words correct (e.g., Baese-Berk

et al., 2013; Bent and Bradlow, 2003; Levi et al., 2011; Van

Engen, 2012). These studies often suggest that this benefit

of intelligibility in the speech perception domain—reporting

the word(s) that is spoken—could cascade to benefits in

other domains by freeing up cognitive resources that would

have been used at the level of speech perception. This idea,

however, that benefits in the perceptual domain impact other

levels of process has been minimally explored. The studies

mentioned above on listening effort suggest that even when

speech is reported correctly, listeners exert different levels

of effort. For successful real-world communication, listeners

not only need to perceive individual words, but must also

remember information across utterances, interpret the mean-

ing of words and phrases, and tie this information with

stored long-term semantic information.5 Comprehension, for

example, can be tested at different levels, including informa-

tion recall (recalling one piece of information), information

integration (combining two pieces of information), and

inference (using information to make a prediction or impli-

cation; e.g., Sommers et al., 2011). This is a critically

important skill because substantial communication occurs

outside of what is “said” strictly speaking.
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Two skills beyond speech perception that could shed

light on the impact of intelligibility and effort are memory

and comprehension. Storing content in verbal working

memory is critically important for speech perception

because speech perception and comprehension require a lis-

tener to integrate information over a variety of time scales.

Acoustic degradation of a speech signal has been shown to

reduce recall of word pairs (Heinrich and Schneider, 2011)

and word lists (Rabbitt, 1968; Cousins et al., 2014).

Similarly, when listening to unfamiliar speech, a listener is

faced with more ambiguity and a less-interpretable signal

than in ideal conditions. This uncertainty taxes working

memory, as more resources are needed to understand the

speech signal itself, leaving fewer cognitive resources for

higher-level processing (Cowan, 1988; Cowan and Alloway,

1997; Nusbaum and Magnuson, 1997; Nusbaum and

Schwab, 1986). Challenging listening situations do result in

reduced memory for speech, while improving clarity of

speech facilitates memory (e.g., Van Engen et al., 2012).

Similarly, comprehension can be reduced in challenging

listening situations. Both subjective measures of compre-

hension and objective measures demonstrate that listeners

have more trouble understanding unfamiliar speech, even in

cases where they are accurately able to transcribe it

(Anderson Hsieh and Koehler, 1988; Major et al., 2002;

Munro and Derwing, 1995b). This is a critically important

aspect of speech perception that is not addressed by basic

measures of intelligibility.

Taken together, these findings suggest that speech per-

ception in challenging listening conditions is a more com-

plex construct than what intelligibility alone can capture. On

their own, intelligibility data fail to account for issues of

downstream processing (e.g., memory and comprehension)

or for causes of these listening challenges (e.g., listening

effort). Because listener responses are coded as binary (right

or wrong), we may misinterpret results as being driven by

the same processes because intelligibility scores are similar,

even in cases where the same behavioral result may be

driven by different processes. This problem is particularly

concerning because often intelligibility measures are used to

compare across listener groups (e.g., Pichora-Fuller et al.,

1995; Suter, 1985) or types of unfamiliar speech (e.g., Bent

et al., 2016; Borrie et al., 2017; McLaughlin et al., 2018)

and to investigate change over time on particular tasks (e.g.,

Baese-Berk et al., 2013; Borrie et al., 2013; Bradlow and

Bent, 2008). While intelligibility provides important infor-

mation about speech recognition, other metrics are required

to paint a complete picture of this complex behavior. Below,

we describe recommendations for future work in this area.

V. CONCLUSIONS AND FUTURE DIRECTIONS

As discussed above, intelligibility is a useful and

appealing measure on many dimensions. It is easy to imple-

ment. It captures researchers’ intuitions about which circum-

stances should be challenging. It allows for measurement

across a variety of populations. Of course, most researchers

recognize that the explanatory power of intelligibility mea-

sures is limited. While we can determine if a listener cor-

rectly transcribed a word or failed to do so, we cannot

determine why they succeeded or failed. Therefore, if the

goal of our work is to understand speech perception in chal-

lenging listening situations, we must not limit ourselves to

this single metric.

If researchers choose to use intelligibility measures,

they may want to consider more sophisticated analyses than

the “whole word correct” approach that is often used. It is

possible that fuzzy string matching tools (Bosker, 2021)

could provide some nuance in the data. However, in addition

to providing increased nuance, different scoring tools may

emphasize different aspects of perception. For example,

Felker et al. (2019) compare a variety of scoring measures,

demonstrating that the choice of scoring metric emphasizes

different features of perception. Future work could also

compare how various ways of “counting” errors may impact

findings (i.e., do the results of a study change when various

ways of counting errors are compared). Further, when

reporting data in this area, researchers could catalog (or at

least provide samples of) the types of errors made, as previ-

ous work suggests different types of errors may be driven by

different factors and may have different cognitive conse-

quences (Winn and Teece, 2021). It is important to note,

however, that while more fine-grained measures may be

more sophisticated on one hand, they may also increase

challenges on other dimensions. As an anonymous reviewer

noted, because units within words (e.g., phonemes) are not

independent, this may increase the statistical challenge of

detecting true difference scores; this reviewer suggests that

perhaps the easiest way to solve the problem of dependency

among levels of representation (e.g., sounds, words, and

phrases) would be to score at the sentence level, as each sen-

tence is, theoretically, independent of the next in cases

where the target is a sentence. However, in scoring at the

sentence level, researchers would lose even more nuance

than in the typically used “words correct” measures. This

point further highlights the challenges in scoring and analyz-

ing intelligibility measures and underscores the need for

critical assessment of our tools and analyses.

It is also helpful to couple offline measures with mea-

sures that provide insight into real-time processing, such as

online and reaction time measures. However, it is also possi-

ble to investigate similar questions about speech perception

in challenging circumstances with other measures, such as

tracking responses with mouse-tracking and eye-tracking

(e.g., Hanul�ıkov�a and Weber, 2012).6 Some work suggests

that ERP measurements could also be informative in this

area (e.g., Hanul�ıkov�a et al., 2012). For example, speech

intelligibility is strongly correlated with electrophysiological

measures (e.g., Vanthornhout et al., 2018). A combination of

these sorts of online, real-time measures with offline process-

ing measures (e.g., a typed or verbal response) may be infor-

mative, especially when investigating processing in real time

and trying to determine what aspects of processing might be

impacted by various factors. That is, a more nuanced picture
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of how offline measures correspond to these online process-

ing measures could provide additional insight into many

questions researchers often ask with offline measures alone.

Further, by investigating measures of effort and how

these relate to intelligibility tasks, we will have a better sense

of not only real-time processing, but when and how listeners

may face and overcome challenges they encounter in the

speech stream. Similarly, measures of downstream process-

ing, including memory and comprehension, could supplement

current intelligibility work to improve our understanding of

speech perception in challenging listening situations.

Finally, researchers could take steps to begin to differen-

tiate acoustic influences on intelligibility from lexical, syn-

tactic, or semantic influences. Many intelligibility studies do

not include acoustic information about their stimuli. While

researchers may state that an unfamiliar accent deviates from

a familiar norm, the exact aspects of those deviations often

remain underspecified. Therefore, the actual source of the

challenge for listeners is unclear. Our understanding of

speech perception would be strengthened by further describ-

ing acoustic properties of stimuli (e.g., a speaker’s vowel

space area, speaking rate, etc.) or engaging in open science

practices such that other researchers can investigate the

acoustics and how those correspond with perception mea-

sures that make some speech more intelligible than others.

We note that there are studies that examine individual acous-

tic properties on speech perception (e.g., Smiljanić and

Bradlow, 2009). Further, speakers who are more or less intel-

ligible than each other may change with different types of

noise (Bent et al., 2009). However, these studies tend to

examine or manipulate a single property rather than examin-

ing the acoustics of a person’s speech more holistically.

In conclusion, we have demonstrated in this position

piece that the classic idea of intelligibility, despite its many

benefits, is a measure of speech perception that deserves the

reconsideration that it has recently received in the speech

science literature. Intelligibility measures have been helpful

for elucidating many issues across decades of speech per-

ception research and certainly will continue to be helpful in

the future. However, these measures alone fail to capture the

complexities of speech perception, especially in challenging

listening situations. Researchers investigating these issues,

and readers of their papers, can consider the myriad new

tools, both methodological and statistical, that will provide

more insight into the processing challenges faced by listen-

ers in many real-world settings.
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1We have purposely chosen to refer to these conditions as challenging

instead of adverse as some studies do [see, e.g., Mattys et al. (2012)].

From our perspective, adverse refers to difficulties that are related to the

signal or to the context. We believe that challenging is more agnostic to

the source of difficulties, which we believe is important since talkers from

minoritized backgrounds are often blamed for misunderstandings, even

when such misunderstandings can be driven, in part at least, by listener

attitudes or experience [see, e.g., Baese-Berk et al. (2020) for a discussion

of this issue with regard to non-native speech in particular].
2While this may be seen as a benefit in some subfields (i.e., those most

interested in learning or adaptation over time), this could also be seen as a

drawback for other fields (e.g., hearing sciences) that value test-retest reli-

ability, or lack of change over time.
3It should be noted that these frequency effects can actually reverse for lis-

tening populations who are unfamiliar with a specific dialect or accent,

especially if they are less familiar with reduction patterns typical for high

frequency words (Levy et al., 2019).
4An anonymous reviewer notes that this problem is not inherent to intelli-

gibility tasks and is more an issue with overly general or vague instruc-

tions. While it is true this problem could occur in other types of tests, it

does seem that intelligibility tasks are particularly susceptible to this chal-

lenge given that listeners may have a different tolerance for uncertainty.

That is, even if instructions state, “Write down all and only the words you

are certain you understand,” some listeners may be more comfortable

than others with guessing and may rate their own certainty as higher than

listeners who do not have a high threshold for comfort in guessing.
5An anonymous reviewer notes that this is a highly simplified and selective

description of real-world communication; we agree.
6It should be noted that many existing studies using eye-tracking and

event-related potential (ERP) measures in similar ways to current intelli-

gibility tests also use written words as stimuli, which may complicate the

comparison to more classic intelligibility tasks.
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