FIXED POINT RATIOS FOR FINITE PRIMITIVE GROUPS
AND APPLICATIONS
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ABSTRACT. Let G be a finite primitive permutation group on a set €2 and recall that the
fixed point ratio of an element z € G, denoted fpr(x), is the proportion of points in 2 fixed
by z. Fixed point ratios in this setting have been studied for many decades, finding a wide
range of applications. In this paper, we are interested in comparing fpr(z) with the order of x.
Our main theorem classifies the triples (G, 2, z) as above with the property that x has prime
order r and fpr(z) > 1/(r + 1). There are several applications. Firstly, we extend earlier
work of Guralnick and Magaard by determining the primitive permutation groups of degree
m with minimal degree at most 2m/3. Secondly, our main result plays a key role in recent
work of the authors (together with Moreté and Navarro) on the commuting probability of
p-elements in finite groups. Finally, we use our main theorem to investigate the minimal
index of a primitive permutation group, which allows us to answer a question of Bhargava.
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1. INTRODUCTION

Let G < Sym(f2) be a finite transitive permutation group with point stabilizer H. For
x € G, we write
ton(a) — [Ca@)] _ 1aS 0]
€2 ||
for the fized point ratio of x, where Cq(z) = {a € Q : o = a} is the set of fixed points of x
and 2 denotes the conjugacy class of = in G. Sometimes we will write fpr(z, Q) if we wish
to highlight the permutation domain 2.

Fixed point ratios have been extensively studied for many decades, finding a wide range of
applications. In one direction, we can view fpr(x) as the probability that a random element in
Q is fixed by x and this explains why fixed point ratios often arise naturally in a probabilistic
setting. For example, upper bounds on fixed point ratios are a key ingredient in a powerful
probabilistic approach for bounding the base size of a finite permutation group. This method
was originally introduced by Liebeck and Shalev in [37] and it has played a major role in recent
proofs of influential base size conjectures of Cameron, Kantor and Pyber. Fixed point ratios
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have also turned out to be very useful in the study of the generation and random generation
properties of finite groups. For example, bounds on fixed point ratios are applied extensively
in [17], which provides the final step in the proof of a conjecture of Breuer, Guralnick and
Kantor [9] on %—generated finite groups. In a different direction, fixed point ratios have also
been used to study the structure of monodromy groups of coverings of the Riemann sphere,
playing a prominent role in the proof of the Guralnick-Thompson genus conjecture [24]. We
refer the reader to the survey article [11] for a more detailed discussion of these applications.

In this paper, we study fixed point ratios in the setting where G < Sym(f?) is a primitive
permutation group. Recall that a transitive group G is primitive if ) has no nontrivial
G-invariant partition (equivalently, the point stabilizer H is a maximal subgroup of G). The
structure and action of a primitive group is described by the Aschbacher-O’Nan-Scott theorem,
which divides the finite primitive groups into several families. The almost simple primitive
groups form one of these families and there is an extensive literature on the corresponding
fixed point ratios, stretching back several decades.

First recall that G is almost simple if there exists a nonabelian finite simple group Gq (the
socle of G) such that Gy < G < Aut(Gy). The possibilities for Gy are determined by the
classification of finite simple groups; Gy is either an alternating group, a sporadic group or a
group of Lie type (classical or exceptional). When studying fixed point ratios in this setting,
it is natural to partition the primitive almost simple classical groups into two collections
(the subspace and non-subspace actions), according to the action of H N Gy on the natural
module V for Gy. Roughly speaking, the action of G on 2 is a subspace action if H N Gq acts
reducibly on V', which allows us to identify 2 with a set of subspaces (or pairs of subspaces)
of V, otherwise the action is non-subspace. We refer the reader to Definition 4.1 for the
formal definition of a subspace action that we will work with in this paper.

Before stating our main results, let us briefly highlight some of the earlier work on fixed
point ratios for almost simple primitive groups of Lie type. So let G < Sym({2) be such a
group, where G is a group of Lie type over I, and H is a point stabilizer. One of the main
results in this setting is due to Liebeck and Saxl [34], which states that

4

fpr(z) < 34

for all nontrivial elements x € G, with a small list of known exceptions, mainly involving

groups with socle Gy = La(q). This bound is essentially best possible. For example, if

G =L,(q), x is a transvection and € is the set of 1-dimensional subspaces of V', then it is

easy to show that fpr(z) = (¢" ' —1)/(¢" — 1) is roughly 1/q. However, stronger bounds can

be obtained by imposing some additional conditions on G. For instance, an in-depth analysis

of fixed point ratios for primitive actions of exceptional groups of Lie type is presented in [33].

For classical groups, we refer the reader to [25, 27| for a more detailed treatment of fixed
point ratios for subspace actions.

For non-subspace actions of classical groups, a key theorem is due to Liebeck and Shalev
[37], which states that there exists a universal constant € > 0 (independent of G) such that
fpr(z) < |z¢] ¢
for all x € G of prime order. An effective version of this result is established in the series of
papers [12, 13, 14, 15], which shows that a constant € ~ 1/2 is essentially best possible (see
Theorem 4.4). The proofs of these results rely heavily on Aschbacher’s celebrated subgroup
structure theorem [1] for finite classical groups, which divides the possibilities for the point

stabilizer H into several subgroup collections.

With a view towards new applications, in this paper we seek an upper bound on fpr(x)
that is given in terms of the order of x. Moreover, we want a bound that applies to all finite
primitive groups. With this aim in mind, we present the following result, which is the main
theorem of this paper. (Note that Table 6 is presented in Section 5.1.)
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Theorem 1. Let G < Sym(Q2) be a finite primitive permutation group with point stabilizer
H and let x € G be an element of prime order r. Then either

1
r+1

or one of the following holds (up to permutation isomorphism,):

fpr(z) <

(1)

1 18 almost simple with socle Gy and one of the following holds:

i) G [ l h socle G d f the foll hold.
(a) G =S, or A, acting on k-element subsets of {1,...,n} with 1 <k <n/2.
(b) G =Sy, H=S,,51852, v is a transposition and

fpr(z) = % + 6(7;—41)
(¢) G =Mage:2, H=13(4).29, x € 2B and fpr(z) = 4/11.
(d) G is classical in a subspace action and (G, H,x,fpr(x)) is listed in Table 6.
(ii) G = V:H is an affine group with socle V = (Cp)? and point stabilizer H < GLqg(p),
r=p, x € H is a transvection and fpr(zx) = 1/r.
(iii) G < LSk is a product type primitive group with its product action on Q = I'* | where
L < Sym(T") is one of the almost simple primitive groups in part (i).

Remark 1. Some remarks on the statement of Theorem 1 are in order.

(a) In part (i)(a), it is plain to see that there are many exceptions to the bound in (1).
For example, if G = S,, and k = 1, then fpr(z) =1 — 2/n when z is a transposition.
More generally, it is straightforward to show that fpr(z) is maximal when z is an
r-cycle (or a double transposition if r = 2 and G = A,,) and it is easy to compute
fpr(z) in this case (see Proposition 3.4).

(b) In part (i)(c), we use the standard Atlas [21] notation. As noted above, Table 6 in
(i)(d) is presented in Section 5.1 and we refer the reader to Remark 5.4 for information
on the notation adopted in this table. It is worth noting that most of the special
cases in Table 6 correspond to the action of G on a set of 1-dimensional subspaces
(or hyperplanes) of the natural module V' and the relevant elements x € G with
fpr(xz) > (r + 1)~! typically have an eigenspace on V of codimension 1.

(c) Let x = (z1,...,z;)7™ € G be an element of prime order r, where G < L S is a
product type group as in part (iii). Let J be a point stabilizer in the action of L on
I'. In Section 6 we will show that fpr(x) > (r + 1)~! only if 7 = 1, in which case
fpr(z) = [[, for(z;,I'). Moreover, Proposition 6.2 states that either L is permutation
isomorphic to S,, or A4,, acting on f-element subsets of {1,...,n}, or x is conjugate
to (x1,1,...,1) and (L, J, z1) is one of the special cases arising in part (b), (c) or (d)
of Theorem 1(i).

(d) The special cases arising in Theorem 1 are described up to permutation isomorphism in
order to avoid unnecessary repetition. For instance, if G = Ag and H = AGL3(2), then
either fpr(z) < (r+1)7!, or x is an involution with cycle-shape (2%) and fpr(z) = 7/15.
But here G is permutation isomorphic to L4(2) acting on the set of 1-dimensional
subspaces of the natural module (with x corresponding to a transvection), so this
case is included in part (i)(d). Similarly, consider the case where G = Sp,(2) and
H = 04(2) is a subspace subgroup. If ¢ = + then G is permutation isomorphic to
Se acting on the set of partitions of {1,...,6} into two subsets of size 3 (as in part
(i)(b) of Theorem 1), and it is permutation isomorphic to Sg in its natural action on
{1,...,6} when ¢ = — (and therefore included in part (i)(a)).

The following result is an immediate corollary of Theorem 1.
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Go H x r  fpr(z) Conditions
La(q) P (wwl) g-1 H+55 ¢>8
U4(2) Py T 2 3 G =Uy4(2).2
Spa(2) 0,(2) (2, J17%) 2 G+ gy n26

(A I, —2) 302 n==6
02 P (BT 2 bt gty G=04(2)
Q@2 M (BT 2 sy G=07(2)

TABLE 1. The subspace actions in part (ii) of Corollary 3

Corollary 2. Let G be a finite primitive permutation group and let x € G be an element of

prime order r. Then either
1

Vr+ 1

or G is a subgroup of Sy ! Sy containing (A,)* with k > 1, where the action of S, is on

fpr(z) <

L-element subsets of {1,...,n} and the wreath product has the product action of degree (Z)k

We also obtain the following result on almost simple primitive groups.

Corollary 3. Let G < Sym(f2) be a finite almost simple primitive permutation group with
point stabilizer H and let x € G be an element of prime order r. Then either

1
£ <=
pr(z) "

or one of the following holds (up to permutation isomorphism):

(i) G =S, or A, acting on k-element subsets of {1,...,n} with 1 < k < n/2.

(ii) G is a classical group in a subspace action and (G, H,x,fpr(z)) is listed in Table 1.

Remark 2. Let us briefly comment on the notation used in Table 1. In the first row,
r=¢q—12>7is a Mersenne prime, H = P, is a Borel subgroup and z is any element of order
r. In the second row, H = P; is the stabilizer of a 2-dimensional totally singular subspace of
the natural module and z is an involutory graph automorphism with Cg,(z) = Sp,(2). Next,
in the third row x is a transvection (and similarly in rows 5 and 6), while x is an element of
order 3 with an (n — 2)-dimensional 1-eigenspace on the natural module in the fourth row. In
the final row, H is the stabilizer of a nonsingular 1-space.

We now turn to some of the applications of Theorem 1. One of our motivations for seeking
a bound as in Theorem 1 stems from a widely applied theorem of Guralnick and Magaard
[28] on the minimal degree of a finite primitive permutation group G < Sym(€2). Recall
that the minimal degree of G, denoted p(G), is the minimal number of points moved by a
nonidentity element of G. This is a classical invariant in permutation group theory, which
has been investigated by many authors for more than a century (for example, see Babai
[3], Bochert [5], Jordan [30] and Manning [40]). The main theorem of [28] determines the
primitive groups G of degree m with u(G) < m/2, extending an earlier result of Liebeck and
Saxl [34], which describes the groups with p(G) < m/3. In order to do this, Guralnick and
Magaard determine the finite primitive groups G with the property that

1
fpr(z) > 5

for some nonidentity element = € G.

We can use Theorem 1 to determine all the primitive groups that contain a nonidentity
element x with fpr(x) > 1/3, which allows us to establish the following result on the minimal
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Go H m w(@Q) Conditions
L.(2) P 2" —1 on—1 n>3
L.(3) P 13" —1) 3l -1 n>3,recdG
Us(q) P (¢ +1)(g+1) ¢*(¢* - 1) ge{2,3}, 7@
Sp,,(2) Py 2" — 1 on—1 n>6
02(2) 2n/2—1(2n/2 + 6) 2n/2—1(2n/2—1 + 6) n 2 6
0.(3) P 13t -1 3(n=3)/2(3(=1/2 _ 1) te@
Ny iA3tmb2@-b/2 1) g2 _230=/2 1 - e@
PQS(¢) Py (272 — &) (27271 o) 22221 ) G = 05(2)
%<3n/2 4 1)(3n/2—1 _ 1) 371,/2—1(3n/2—1 _ 1) (q,€) — (37 _)’ re@
N 211/2—1(271/2 _ 6) 2n/2—1(2n/2—1 _ 6) G = 02(2)
13n/2-1(3n/2 — 1) 3n/2=1(gn/2-1 1) (q,€) = (3,4), g € G

$3"/271 (32 1) 321 (g,€)=(3,-), 10 €G

TABLE 2. The subspace actions in part (iv) of Theorem 4

degree of a finite primitive permutation group. This can be viewed as a natural extension of
the earlier work of Liebeck and Saxl [34] and Guralnick and Magaard [28].

Theorem 4. Let G < Sym(2) be a finite primitive permutation group of degree m with point
stabilizer H and minimal degree u(G). Then either u(G) = 2m/3, or one of the following
holds (up to permutation isomorphism,):

(i) G =S, or A, acting on k-element subsets of {1,...,n} with 1 <k <n/2.
(il) G=S,, H= Spy2 US2 and

1 1 n!
= (1)
me) =7 ( Tz 1) (n/2)2
(i) G = Mag2:2, H = L3(4).22, m = 22 and p(G) = 14.
(iv) G is an almost simple classical group in a subspace action and (G, H, m,u(QG)) is
listed in Table 2, where Gy is the socle of G.

(v) G = V:H is an affine group with socle V = (C)?, H < GLg4(2) contains a transvection
and p(G) = 2971 = m/2.

(vi) G < LSy is a product type primitive group with its product action on Q = T'*, where
L < Sym(T") is one of the almost simple primitive groups in parts (i)-(iv).

Remark 3. In Table 2, we adopt the standard P, notation for maximal parabolic subgroups
(in which case, we can identify Q with the set of totally singular m-dimensional subspaces
of the natural module for Gy). In the second row, r € PGL,,(3) is the image of a reflection
(—=In—1,11) and we note that r € Gy if and only if n is odd. Similarly, in the third row, 7
is an involutory graph automorphism with Cg,(7) = PSp,(q). For Gp = Q,,(3), we write
N; for the stabilizer of a nondegenerate 1-space U of the natural module such that U Lisa
minus-type orthogonal space. We also write r¢ with e = £ for a reflection (—1,,_1, ;) with
an e-type (—1)-eigenspace (we note that 7€ € G iff G = SO, (3) or n = € (mod 4)). Similarly,
if Gp = PQ,(3) with n even, then r € PGO{,(3) is the image of any reflection of the form
(=Ip—1,1I1), while we write r5 with ¢ € {{J, X} if we need to specify the discriminant of the
1-dimensional 1-eigenspace of r (which is either a square or nonsquare). In addition, Ny
denotes the stabilizer of a nonsingular 1-space (respectively, a nondegenerate 1-space with
square discriminant) when ¢ = 2 (respectively, ¢ = 3).

In order to describe our next application, let G be a finite group and recall that the
commuting probability of GG is the probability that two random elements of G commute. In
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[18], Moretd, Navarro and the authors introduce a natural analogue of this widely studied
notion, which is defined in terms of a prime r. Let Pr,.(G) be the probability that two random
r-elements in G commute. Then [18, Theorem A] is the following.

Theorem 5. Let G be a finite group and let r be a prime. Then
r24r—1
Pr,.(G) > — 5

if and only if G has a normal and abelian Sylow r-subgroup.

The proof of Theorem 5 relies on bounding the ratio |Cg(x),|/|Gr| for every nontrivial
r-element z € G, where K, denotes the set of r-elements in the subgroup K of G. By
embedding Cg(x) in a maximal subgroup of G, we can bring bounds on fixed point ratios for
primitive groups into play and Theorem 1 turns out to be a key ingredient in the proof. We
refer the reader to [18] for further details.

Our final application concerns the minimal index of a permutation group. Let G < Sym(Q)
be a primitive permutation group of degree m. For x € GG we define

ind(x) =m —orb(z) =m | 1— ‘1| Z fpr(y)
x
y&(z)

to be the indez of z, where orb(x) is the number of orbits of x on Q. Note that ind(x) is also
the minimal number ¢ such that z is a product of ¢ transpositions in the symmetric group
S Let us also observe that if « has order r, then ind(x) < m(1 —1/r).

This quantity arises naturally in various number theoretic estimates, including the Riemann-
Hurwitz formula for the genus of a branched covering of a smooth projective curve. Similarly,

Ind(G) = min{ind(x) : 1 # x € G},

which we call the minimal index of GG, also appears in various number theoretic settings
(see the work of Malle [38, 39], for example). In particular, it plays a crucial role in a recent
beautiful paper of Bhargava [4], where he estimates the number of number fields of given
discriminant with a given Galois group.

In response to a question from Manjul Bhargava, we can use Theorem 1 to investigate
Ind(G) for an arbitrary primitive permutation group G. Our main results are Theorems 6
and 7 below, which will be proved in Section 7 as an application of Theorem 1.

Theorem 6. Let G < Sym(Q2) be a primitive permutation group of degree m with point
stabilizer H and assume |G| is even. Let x € G be an element with Ind(G) = ind(z). Then
the following hold:

(i) |z| € {2,3} and there exists an involution x € G with ind(z) = Ind(G).
(ii) If |z| = 3 then one of the following holds (up to permutation isomorphism):
(a) Ind(G) =m/2 and |H| is odd.
(b) Ind(G) = 4m/9, G = V:H is an affine group with socle (C3)?, v € H < GL4(3)
is a transvection and H does not contain an involution of the form (—I1,151).
(c) Ind(G) = 4m/9, G = L1 P with its product action on Q = I'*, where L = 15(8):3
in its standard action of degree 9, P < Sy is transitive, k > 1 and x € LF is
conjugate to (x1,1,...,1) with x1 a field automorphism of La(8) of order 3.
(d) Ind(G) =2m/n, (A,)F <G < S, 18k, n =5, k> 1, S, has its natural action on
{1,...,n}, the wreath product has the product action of degree n¥, x is conjugate
to (x1,1,...,1) € (An)* with x1 a 3-cycle and GN(S,,)* does not contain elements

of the form (y1,1,...,1), (y1,92,1,...,1) or (y1,y2,93,1,...,1) (n=">5 only), up
to conjugacy, where each y; is a transposition.
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L J 7| Ind(L,T") Conditions
U4(2).2 Py 27 6

Sp,(2) O, (2) 27271272 1) 2n/2=2(9n/2=1 1) n > 6
0,(2) P (27271 —1)(27/2 +1) 2727220271 1) =8
Or (2 N an/2=1(9n/2 — 1) /2=2(n/271 1) > 8

TABLE 3. The cases arising in part (i) of Theorem 7

Theorem 7. Let G < Sym(f2) be a primitive permutation group of degree m with point
stabilizer H and assume |G| is even. Then either

m m
4 2’

or one of the following holds (up to permutation isomorphism):

< Ind(G) <

(i) G = LU P with its product action on Q = T'*, where k > 1, P < Sy is transitive,
< Sym(T) is an almost simple primitive classical group in a subspace action with
point stabilizer J and
3m m

14 4’

where (L, J, ||, Ind(L,T")) is one of the cases in Table 3.
(i) G is permutation isomorphic to a subgroup of Syl Sk containing (Ap)* with k > 1,
where the action of Sy, is on {-element subsets of {1,...,n} and the wreath product

< Ind(G) = |T)*'Ind(L,T) <

has the product action of degree (Z)k

If G is a primitive group of odd order, then G is solvable by the Feit-Thompson theorem
and thus G is an affine group of degree m = p? for some odd prime p. In Theorem 7.4 we will

show that
1\? 1
min{m<1—3>,m(1—> }SInd(G)ém(l—),
2r+1 P r

where r is the smallest prime divisor of |G|.

A framework for our proof of Theorem 1 is provided by the Aschbacher-O’Nan-Scott
theorem, which divides the finite primitive permutation groups into several families (see Table
4 for a rough description). We proceed by considering each family in turn. As one might
expect, most of the work involves the almost simple groups, with a long and delicate analysis
required for the subspace actions of classical groups (this is carried out in Section 5). Our
proof for almost simple groups relies heavily on some of the earlier results on fixed point ratios
referred to above (in particular, the main theorem of [34], combined with [12, 13, 14, 15, 27]
for classical groups and [33] for exceptional groups of Lie type).

Acknowledgements. Burness thanks the Department of Mathematics at the University of
Padua for their generous hospitality during a research visit in autumn 2021. Guralnick was
partially supported by the NSF grant DMS-1901595 and a Simons Foundation Fellowship
609771.

2. AFFINE GROUPS, DIAGONAL GROUPS AND TWISTED WREATH PRODUCTS

In this section we prove Theorem 1 when G is either a primitive group of affine type,
diagonal type or a twisted wreath product.
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Type Description
I Affine: G =V:H < AGL(V), H < GL(V) irreducible
I Almost simple: T Aut(T)

<SG <
(a)(i) Diagonal type: TF < G < T*.(Out(T) x P), P < Sy, primitive

III(a)(ii) Diagonal type: T2 < G < T?.0ut(7)

ITI(b)(i) Product type: G < L P, L primitive of type II, P < Sy, transitive
(b)(ii)) Product type: G < L P, L primitive of type III(a), P < Sj transitive
(c) Twisted wreath product

TABLE 4. The finite primitive permutation groups

2.1. Affine groups.

Proposition 2.1. Let G < Sym(Q2) be a finite primitive permutation group of affine type
with socle (Cp)¢ and point stabilizer H < GLqg(p), where p is a prime. If x € G has prime
order r, then either

(i) fpr(z) < (r+ 1)L or
(ii) r = p, * € H is a transvection and fpr(z) = r~ 1.

Proof. Write G = V:H, where V = (F,)¢ and H < GL(V) is irreducible. By replacing z by a
suitable conjugate, we may assume that x € H (otherwise fpr(z) = 0). Set e = dim Cy (z)
and note that fpr(z) = p*~.

If 7 = p then either e < d—2 and fpr(z) < p~2 < (r+1)7!, or e = d—1, z is a transvection
and fpr(z) = r~'. Now assume r # p. Here r divides |GLg_.(p)|, so r < p?=¢ — 1 and thus
fpr(xz) < (r+1)7! as required. O

2.2. Diagonal groups. Next we turn to the primitive groups of diagonal type. We will need
the following lemma on finite simple groups.

Lemma 2.2. Let T be a nonabelian finite simple group. Then the following hold:
(i) [Out(T)® < |T.
(i) [{t € T : t* =t} < 4|T|/15 for all o« € Aut(T).
(iil) |7 = (laf + 1)|Cran(ry ()] for all a € Aut(T') of prime order.

Proof. Part (i) is [22, Lemma 4.8] and part (ii) follows from [43, Theorem 3.1].

Now consider part (iii) and let v € Aut(7") be an automorphism of prime order r. First
assume a € Inn(7T), in which case it suffices to show that [o™™)| > r + 1. If [o!T)] < r
then |aInn(T)] < r — 1 since no simple group has a nontrivial conjugacy class of prime-power
length (this is a classical result of Burnside), whence Inn(7") is isomorphic to a subgroup of
Sy—1 and this contradicts the fact that Inn(7") contains an element of order r. Now assume
a € Aut(T) \ Inn(T"). Since T' is simple, the index of Cryp(p)(a) in Inn(T) is at least 5 and so
we may assume |« = r > 5. This implies that 7" is a group of Lie type over F, and we write
Inndiag(7") for the subgroup of Aut(7") generated by the inner and diagonal automorphisms
of T. Then either

(a) T =L (q), a € Inndiag(T") \ Inn(7) and r divides (n,q — €); or
(b) ¢ = ¢ and « is a field automorphism.
If (a) holds, then
T |GL5, ()] " (g" —e)

= € € - 2 T + 1
[Cran(ry ()]~ |GL, 1 (0)||GL1(q)] q—¢
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as required. Similarly, if (b) holds then |Cr,,(7) ()| < [Inndiag(S)|, where S is a group of the
same type as T, but defined over the subfield [F,,. Once again, it is easy to verify the desired
bound. 0

Proposition 2.3. Let G < Sym(Q2) be a finite primitive permutation group of diagonal type
and let x € G be an element of prime order r. Then fpr(z) < (r +1)71.

Proof. Let T* be the socle of G, where T is a nonabelian simple group and k > 2. If
a € Aut(T) then let & denote the coset alnn(7") in Out(7T'). Adopting Fawcett’s notation for
diagonal groups presented in [22], we may assume that G = A(k,T):S; < Aut(T") 1 S and
H = D(k,T), where

Ak, T) = {(a,...,04) € Aut(T)* : @, = a; for all i}

Dk, T)=A{(o,...,0)m : a« € Aut(T), m € Si}.
Let R(G) be a set of representatives of the G-classes of elements of prime order in H. Following
[22, Section 4], we partition R(G) into three collections (here we write [k] for {1,...,k}):

Ri(G) ={(e,...,a)m € R(G) : m is fixed-point-free on [k]}
Ry(G) ={(e,...,a)m € R(G) : m =1}
R3(G) ={(a,...,a)m € R(G) : m # 1 and iw =i for some i € [k]}
First assume = = (@, ...,a)m € Ri1(G) has order r. Then r divides k and [22, Lemma 4.6]
gives |Cq(z)| < |Cs, (m)]|Out(T)||T[*/". Since [¢¢ N H| < |Aut(T)||7], it follows that
and it suffices to show that
(r+ D)|Out(T)| < |T|FF/1, (2)
Suppose r < k, so k > 2r. By setting k = 2r and T = As, it is easy to verify the bound in
(2). Similarly, the desired result follows if r = k > 3.
Finally, suppose 7 = k = 2. Here we claim that |Cq(z)| = [{t € T : t* = t~1}|. To see this,
we identify 2 with the set of cosets {D(1,t) : t € T} of D = {(s,s) : s € T} in T%. Then
D(1,t)* = D(1,t*)™ = D(t%,1)
and thus D(1,t)* = D(1,t) if and only if (s, st) = (t%,1) for some s € T. The latter equality

holds if and only if s = t* and t* = ¢!, which justifies the claim. By applying Lemma 2.2(ii)
we deduce that |Cq(z)| < 4/T'|/15 and thus

_ Cala)] 1

fpr(z) <i<,_
P 7] 1553 r+1

as required.

Next let us assume = = (¢, ...,«a) € Ra(G), so |a] = r. By applying [22, Lemmas 4.5, 4.6]
we see that |Cq(x)| = \C’IHH(T)(a)|k_1 and thus Lemma 2.2(iii) yields

Finally let us assume = = (a,...,a)7 € R3(G), so k > 3 and 7 is a nontrivial permutation
of order r with f fixed points on [k], where 1 < f < k — r. Note that |a| = r. Using [22,
Lemmas 4.5, 4.6] we deduce that

~OUt(T)||Chanry (@) Out(T)| _<|CIHH<T)(a)I)f‘1 _ [0ut(1)]

fpr(z) = ’T‘k_l—(k—f)/r - ‘T’(k—f)(l—l/r) T

The result follows.

|T‘7’—1
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and the result follows by applying the bound |Out(T)| < |T'|'/? in Lemma 2.2(i). O

2.3. Twisted wreath groups.

Proposition 2.4. Let G < Sym(Q2) be a finite primitive permutation group of twisted wreath
type and let x € G be an element of prime order r. Then fpr(z) < (r + 1)L

Proof. Write G = T*:H, where T is a nonabelian finite simple group and the point stabilizer
H is a transitive subgroup of Si. Let € H be an element of prime order r. Then by applying
[23, Lemmas 5.3, 5.4] we deduce that fpr(z) < |T|*~%, where £ is the number of r-cycles in
the cycle-shape of x (with respect to the action on {1,...,k}). The result now follows since
< k/r. H

In order to complete the proof of Theorem 1, we may assume G is either an almost simple
group or a product type group. The latter groups will be handled in Section 6 and we will
see that the desired result is easily obtained by combining Proposition 2.3 with our main
result for almost simple groups. So the almost simple groups will be our main focus for the
remainder of the paper and we divide the analysis into three cases:

(a) Non-classical groups (Section 3);
(b) Classical groups in non-subspace actions (Section 4); and
(c) Classical groups in subspace actions (Section 5).

3. ALMOST SIMPLE GROUPS WITH NON-CLASSICAL SOCLE

In this section we assume G < Sym(€2) is a finite primitive almost simple group with socle
Go. We postpone the analysis of classical groups to Sections 4 (non-subspace actions) and
5 (subspace actions), so here we take G to be a sporadic, alternating or exceptional group
of Lie type. In part (ii) of the following result, we adopt the standard labeling of conjugacy
classes from the Atlas [21].

Proposition 3.1. Let G < Sym(2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gq, a sporadic simple group. Let x € G be an element of
prime order r. Then either

(i) fpr(z) < (r+1)71; or
(ii) G = Ma2:2, H = L3(4):22, x is an involution in the class 2B and fpr(x) = 4/11.

Proof. For G # B,M we can verify the bound using GAP [26]. Indeed, in each case the
character tables of G and H are available in the GAP Character Table Library [8] (we use
the Maxes function to access the character table of H), together with the fusion map from
H-classes to G-classes. This allows us to compute fpr(x) precisely for all € G and it is
routine to check the desired result.

A very similar approach also applies when G = B is the Baby Monster. As before, the
character tables of G and H are available in [8] and we can also access the stored fusion map
if H # (22 x Fy(2)).2. This quickly reduces the problem to the case H = (22 x Fy(2)).2. Here
we use the function PossibleClassFusions to determine a set of candidate fusion maps
(there are 64 such maps in total) and for each possibility one checks that fpr(z) < (r +1)7!
for all x € G of prime order r.

To complete the proof, we may assume G = M is the Monster group. As discussed in
[44], G has 44 known conjugacy classes of maximal subgroups and any additional maximal
subgroup is almost simple with socle one of La(8), L2(13), L2(16) or Us(4). In addition, we
note that » < 71 and by inspecting the character table of G we can compute
G

|

a, = min{|z"| : x € G, |z| =r},
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G H x r fpr(z)
Ag As (prim) (3%) 3 1/2
Se Ss (prim) (2%) 2 2/3
(3%2) 3 1/2

S50 S5 (2,1%) 2 7/15

Ag.2% (S3182).2 (2,1%) 2 2/5

TABLE 5. Some special cases with Gy = Ag

which yields the trivial bound fpr(z) < |H|/a,. In this way, we immediately deduce that
fpr(z) < (r+ 1)1 if |H| < 10%° and so by inspecting the list of known maximal subgroups of
G, we have reduced the problem to the cases where H is one of the following:

2.8, 2'724.Coy, 3.Figs, 22.2E6(2).S3, 219716.07,(2), 2271122 (May x S3).

In the first four cases, we can use the function NamesOfFusionSources to access the character
table of H in GAP and as above we can check the bound fpr(x) < (r + 1)~! by working with
the stored fusion map from H-classes to G-classes.

Finally, suppose H is one of the 2-local subgroups 219716 . (2) or 22711122 (My, x Ss). If
r > 3 then

Gy

r+

and the result follows. Now assume r = 2 and note that G has two conjugacy classes of
involutions, labeled 2A and 2B, where

|2A] = 97239461142009186000, |2B| = 5791748068511982636944259375.

If € 2B then |2%| > 3|H| and the result follows. On the other hand, if z € 2A then |2¢ N H|
is given in [20, Proposition 3.9]; this allows us to compute fpr(x) precisely and it is easy to
check that fpr(z) < 1/3 as required. O

1 > 53644422509007885434880000000 > |H |

Next we consider the groups with socle an alternating group. We refer the reader to
Proposition 3.4 for further information on the groups arising in part (i) of the following result.
In Table 5, we write (r",157"") to denote any element in Sg that is a product of h disjoint
r-cycles. We also write “prim” if the given subgroup H acts primitively on {1,...,6}.

Proposition 3.2. Let G < Sym(2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gy = A,,. Let x € G be an element of prime order r. Then
either fpr(z) < (r +1)71, or one of the following holds:

(i) G =S, or A, acting on k-element subsets of {1,...,n} with 1 <k <n/2;
(ii) G = Sy, H = 8S,,/21 52, = is a transposition and
1 n—4
fpr(z) = = + =
pr(z) = 3 + 1)
(iii) G = Ag, H = AGL3(2), z is an involution with cycle shape (2*) and fpr(z) = 7/15;
(iv) n =106 and (G, H,z,r,fpr(z)) is one of the cases in Table 5.

Proof. Let x € GG be an element of prime order r. Note that » < n and recall that we may
as well assume z € H. For n = 6 we can use MAGMA [6] to check that fpr(z) < (r + 1)~}
unless (i) or (ii) holds, or (G, H, x) is one of the cases recorded in Table 5. For the remainder,
we may assume that G = S,, or A,, with n # 6. We partition the analysis into two cases
according to the action of H on [n| = {1,...,n}, noting that (i) holds if H is intransitive.

Case 1. H is primitive.
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Suppose H acts primitively on [n]. For n < 12, a straightforward MAGMA computation
shows that fpr(z) < (r 4+ 1)~! unless G = Ag, H = AGL3(2) and z has cycle-shape (2%), in
which case r = 2 and fpr(x) = 7/15. For the remainder, we will assume n > 13. Our aim is to
establish the bound fpr(z) < (r + 1)~

Let u(H) = min{|supp(x)| : 1 # = € H} be the minimal degree of H, which is defined to
be the minimal number of points moved by a nontrivial element of H. Suppose u(H) > n/2

and observe that this forces |
n!

3
2n/4n /4] [n/2]! 3
for all z € H of prime order (minimal if n = 0 (mod 4) and z is an involution with cycle-shape
(27/4,1/2)). If n > 25 then [41, Corollary 1.2] gives |H| < 2" and thus

25n/41n /4! [n/2]!

n! '
One can check that this upper bound is at most 1/(n+1) for all n > 25, which establishes the
desired bound (recall that r < n). For 13 < n < 24 we work with the bound fpr(z) < a/b,,
where a is the maximal order of a core-free primitive subgroup of G (set a = 0 if no such
subgroup exists) and

Ea=

fpr(z) <

n!

by _min{rhh!(n—hr)!s :[n/2r] < h < Ln/rj}

is the minimal size of a conjugacy class in G' containing elements of order r with at most n/2
fixed points on [n] (here s =2 if G = A,, and r = n, otherwise s = 1). Using MAGMA, it is
easy to calculate a and b, for every prime r < n and one checks that a/b, < (r+1)~! in all
cases.

To complete the analysis of Case 1, we may assume n > 13 and p(H) < n/2. Here [28,
Theorem 1] describes the possibilities for H (note that in our setting, H is a maximal subgroup
of G, which simplifies the list of cases we need to consider):

(a) H is an almost simple classical group with socle Hy = €X,(2), where m > 6 and H is
acting on a set of hyperplanes of the natural module for Hy;

(b) H = Sy or Ay acting on the set of m-element subsets of [¢], where £ > 5,2 < m < £/2
and n = (é);

(¢) H = (S¢1S;r) NG where ¢ > 5, k > 2 and H is acting with its product action on
n = ¢F points.

First consider case (a). As explained in [28], either

() Ho = Q2p11(2) or Q5,(2), n =212 = 1) and pu(H) =n/2 — 22 or

(a") Ho= Qy(2), n= (2 +1)(2"1 — 1) and u(H) =n/2 — (21 - 1)/2.

In both cases we have n > 25 (so |[H| < 2" as before) and we can proceed as above, working
with a slightly modified version of the lower bound on |2%| in (3) to account for the fact that
u(H) < n/2. We omit the details.

Next let us assume we are in case (b) above. Here n = (rﬁ) and u(H) > 2(5;21) (see [28,
p.130], where it is noted that a transposition has the largest number of fixed points). Suppose
m = 2. Here n = (¢ — 1)/2 and u(H) > 2¢ — 4, which implies that

n!
20=2(0 — 2)(n — 20 + 4)!
for all z € H of prime order (minimal if z is an involution with n — 2¢ + 4 fixed points). Since
|H| < ¢, it follows that

B

20720 — 2)1(n — 20 4 4)!0!

n!

fpr(z) <
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and it is straightforward to check that this upper bound is less than (£ + 1)1 for all £ > 5.
The result now follows since r < £. The reader can check that a very similar argument applies
it m > 2.

Finally, let us turn to case (c). Here n = ¢¥ and u(H) = 205! (see [28, p.130]). Suppose
k=2 son="~7 |H|<2()? and r < {. Given the lower bound on u(H), it follows that

271> St — 20
and thus 1o
| _ |
fpr(a) < 25N (n 26).’

n!
which is easy to check is at most (£ +1)~! for all £ > 5. This gives the desired result for k = 2
and the cases with k > 2 can be handled in the same way.

Case 2. H is transitive and imprimitive.

To complete the proof of the proposition, we may assume H acts transitively and im-
primitively on [n]. The groups with n < 13 can be checked using MAGMA, noting that the
only exceptions (excluding n = 6) are the cases where G = Sy, H = S,,/5 152 and z is a

transposition. Here |2¢ N H| = 2("42), |2¢| = (3) and thus
2" 1 n-4

fpr(z) = B =3 + 6n=1)

In particular, this gives an infinite family of exceptions to the bound fpr(z) < (r 4+ 1)~! and
this special case is recorded in part (i)(b) of Theorem 1.

Now assume n > 14. Fix a divisor £ of n with 1 < £ < n and identify Q with II,, the set of
partitions of [n] into £ parts of equal size. Note that H = (5,,/,1S¢) N G. If 3 <7 < £ then
[19, Lemma 4.5] implies that fpr(z) < =2 and the result follows. Similarly, if r = 2 then
the bound in [19, Lemma 4.6] is sufficient unless z is a transposition and ¢ = 2, which is a
genuine exception, as noted above.

So to complete the analysis of this case, we may assume r > ¢. Note that 3 < r < n/{. Let
us also note that = fixes a partition in I, if and only if it fixes each part of the partition
setwise. It follows that fpr(x) < fpr(y), where y € G is an r-cycle, and so it suffices to show
that fpr(y) < (r 4+ 1)L Clearly, we have |[y% N H| = (r — 1)!("7@)5 and [y%| = (r — DI(7),
whence

(n/O)Y(n —r)le
fpr(y) = nl(n/l —r)!
if and only if f(r) > 1, where
nl(n/l —r)!

H0) = G =i + 1)

It is routine to check that f is increasing as function of r and the result follows since
£(3) = (n—1)(n—2) < (n—1)(n—2)

4(nfl —1)(n/l—2) 7 4(n/2 —1)(n/2 —2)

<(r+1)7!

> 1.

In conclusion, if n # 6 and H is transitive and imprimitive, then fpr(z) < (r +1)7!
unless G = Sy, H = 5,052 and z is a transposition. This completes the proof of the
proposition. O

Remark 3.3. Let us consider the special cases arising in parts (iii) and (iv) of Proposition 3.2.
First observe that the example in (iii) does not appear in the statement of Theorem 1 since
G is permutation isomorphic to the classical group L4(2) acting on the set of 1-dimensional
subspaces of its natural module. Similarly, if G = Sg or Ag and H = S5 or Ay is primitive,
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then there is a permutation isomorphism to the natural action of G on {1,...,6}, which
is included in part (i). If G = Sg and H = S3 1 S3 then G is permutation isomorphic to
Sp4(2) acting on the set of 1-dimensional subspaces of the natural module. And if G = Ag.22
and H = (S350 52).2, then G is permutation isomorphic to the natural action of PI'Ls(9) on
1-spaces.

The following result provides more information on the groups appearing in part (i) of
Proposition 3.2.

Proposition 3.4. Let G < Sym(2) be a finite almost simple primitive permutation group
with socle Gy = Ay, where § is the set of k-element subsets of {1,...,n} with 1 <k <n/2.
Assume G = S, or A, and let x € G be an element of prime order r.

(i) We have fpr(z) < fpr(y), where y is an r-cycle.

(ii) If r > n — k then fpr(y) = 0, otherwise

r—1 k r—1 n— k
fpr(y):H 1_n—7j —I—aH l_n—i ,
i=0 i=0

where a = 1 if r < k, otherwise a = 0.

Proof. Let A € Q2 be a k-set and observe that x fixes A if and only if the support of each
r-cycle comprising z is contained in A or {1,...,n} \ A. In particular, the number of k-sets
fixed by x is at most the number fixed by a single r-cycle, which gives the bound in (i).

For the expression in (ii), we may as well assume G = S,,, in which case H = S X S;,_.
Clearly, if > n — k then y“ N H is empty and thus fpr(y) = 0. Now assume 7 < n — k. Then
|y NH| = ag + ap_i, and |[y¢| = a,, where ay is the number of r-cycles in Sy. The result now
follows since ay = £!/(£ — r)lr if r < £, otherwise ay = 0. O

For the remainder of this section, we will assume (G is a simple exceptional group of Lie
type (recall that the classical groups will be handled in the next two sections). In Proposition
3.6 below we assume Gy # G2(2)’,2G2(3)’ since these groups are isomorphic to Us(3) and
L2(8), respectively.

Remark 3.5. For the record, in the two excluded cases we get fpr(z) < (r + 1)~! unless
Go = 2G2(3)', HN Gy = 237 and either r = 7 (fpr(z) = 2/9) or z € G \ Go has order
3 (fpr(z) = 1/3). Note that the special cases arising here correspond (up to permutation
isomorphism) to the natural actions of La(8) or PI'L2(8) on the set of 1-dimensional subspaces
of the natural module for Ly(8). In particular, they are included in part (i)(d) of Theorem 1.

Proposition 3.6. Let G < Sym(R2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gy, an exceptional group of Lie type over Fq. Then fpr(z) <
(r 4+ 1)t for every element x € G of prime order r.

Proof. Write ¢ = p! with p a prime and let € G be an element of prime order r. Recall
that the possibilities for = are as follows, where Inndiag(Gg) denotes the subgroup of Aut(Gy)
generated by the inner and diagonal automorphisms of Gg:

(a) = € Inndiag(G)p) is either semisimple (r # p) or unipotent (r = p);

(b) x is a graph automorphism (r < 3 only);

(c) x is a field automorphism (¢ = ¢; only);

(d) « is a graph-field automorphism (r < 3 and g = ¢jj only).

In [33], Lawther, Liebeck and Seitz conduct an extensive study of fixed point ratios for

exceptional groups of Lie type. In particular, [33, Theorem 1] gives an explicit upper bound

on fpr(z), which is presented as a function of ¢ and is valid for all nontrivial z € G. It
is easy to check that this bound immediately reduces the problem to case (a) above with
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r # p and r > 5. For example, if Gp = Ga(q) and g # 2,4 then [33, Theorem 1] gives
fpr(x) < (¢ — ¢+ 1)~'. This is less than (¢ + 1)~!, which in turn is at most (r +1)~! in
cases (b), (c) and (d), as well as case (a) with r = p.

For the remainder, let x € Gy be a semisimple element of prime order r > 5 and note
that z is contained in a maximal torus of Gy. Here we appeal to the more refined bounds
presented in [33, Theorem 2], which make a distinction between three different possibilities
for the maximal subgroup H:

(I) H is a maximal parabolic subgroup;

(IT) H is a non-parabolic maximal rank subgroup in the sense of [36];

(ITI) The remaining subgroups.

We proceed by considering the various possibilities for Gy in turn. We first determine an
upper bound on r and we then apply the bound on fpr(z) in [33, Theorem 2], considering
cases (I), (II) and (III) separately if needed. This approach is effective, with the exception of
a handful of cases where we need to produce a slightly sharper fixed point ratio estimate.

For some low rank groups defined over small fields, we can also use MAGMA [6] to verify the
result. Set Hy = H N Gy.

Case 1. Go = Eg(q) or E7(q).

First assume Go = Eg(q). By expressing |G|,y as a product of cyclotomic polynomials, we
note that r < ®30(q) = ¢® +q" — ¢® — ¢* — ¢ + ¢+ 1 and the result follows since [33, Theorem
1] gives fpr(z) < ¢ 8(¢* — 1)~L. Similarly, if Go = E7(q) then r < ®7(q) = (¢" —1)/(¢ — 1)
and [33, Theorem 2] implies that fpr(z) < 2¢~7(¢* — 1)~!, which is sufficient.

Case 2. Gy = E§(q).

Next assume Gy = E§(q). Once again, by considering the order of |Gy| we deduce that
r < ¢®+eq®+1. We proceed by considering cases (I)-(III) in turn, working with the appropriate
upper bound on fpr(z) in [33, Theorem 2].

First suppose H is a parabolic subgroup, which is labeled in the usual way. If e = —, or if
e =+ and H is not of type P, Ps or Pj ¢, then

1
(> —2)(¢* - 1)
and the result follows. Now assume € = + and H is of type Pi, P or P;¢. Here
1
9(¢* = 1)(¢* - 1)’
which is sufficient unless 7 + 1 > ¢(¢> — 1)(¢? — 1). Since r divides |Gy, It is easy to check

that the latter inequality holds if and only if r = ¢% 4+ ¢® + 1, in which case z is regular and
we have

fpr(z) <

fpr(z) <

|Inndiag(Gp)|

1 7
“+e¢+1 T 20

20N H| < |Hol < ¢, [2°] >

This gives fpr(z) < 2¢7° < (r 4+ 1)7! as required.
Next assume H is a maximal rank subgroup as in (II). If ¢ > 3 then [33, Theorem 2| gives
fpr(z) < 2¢7'? and the result follows. On the other hand, if ¢ = 2 then fpr(z) < 27° and the
problem is reduced to the case where e = + and r = 73 (note that the character table of Gg
is available in [8]). Here the maximal subgroups of G are determined (up to conjugacy) in
[32] and by inspection we deduce that Hy = L3(8):3 is the only possibility with fpr(z) > 0.
In this case, |#¥| = |Go|/73 and the trivial bound |z% N H| < |Hy| is sufficient. Finally, if H
is of type (III) then [33, Theorem 2] gives fpr(z) < ¢ %(¢% — ¢® + 1)~ and the result follows.
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Case 3. Gy = Fy(q) or Ga(q).

First assume Go = Fy(q). Here r < ¢*+ 1 and we proceed as above, working with the upper
bounds on fpr(x) in [33, Theorem 2]. If H is a parabolic subgroup, then fpr(z) < ¢~2(¢®—2)~!
for H # Py, which is sufficient. On the other hand, for H = Py we have fpr(z) < (¢* —¢®>+1)7!
and so we may assume 7 > ¢* — ¢> + 1. By considering the prime divisors of |Gol, we deduce
that 7 = ¢* — ¢*> + 1 or ¢* + 1 are the only options. Then

|Gol 1 48
¢+1" 2
and thus fpr(z) < 2¢~ < (r + 1)~!. For cases (II) and (III), it is easy to check that the
bounds in [33, Theorem 2] are sufficient.

Next suppose Gy = G2(q)" with ¢ > 2. The groups with ¢ < 5 can be handled using MAGMA,
working with the functions AutomorphismGroupSimpleGroup and MaximalSubgroups to
construct G and H, and the ConjugacyClasses function to compute |z N H| and |z¢],
which yields fpr(z). Now assume ¢ > 7 and note that » < ¢® + ¢ + 1.

]a;GﬂH| < |Hol < 77, \xG\ >

To begin with, let us assume H is a maximal parabolic subgroup of G. If H = P; (or P 2)
then [33, Theorem 2] gives fpr(z) < 2(¢3 +1)~! and the result follows. Otherwise, if H = P,
then fpr(z) < (¢2 — ¢+ 1)~! and so we may assume r > ¢ — ¢, which forces r = ¢> + ¢ + 1.

then Gaa)|
a 5 G 2(q
A H| < |Ho| = ¢*(q — 1)SLa(q)), > 2
E | < |Hol = ¢°(¢ — 1)[SLa(q)|, [«°] PN
which gives
-1
fpr(z) < d <(r+1)7!

Calg+1)(¢® —g+1)
as required.

Next suppose H is a maximal rank subgroup of type (II). Here [33, Theorem 2] gives
fpr(z) < (¢*> — ¢+ 1)~! and so as above we reduce to the case where r = ¢®> + ¢ + 1. By
inspecting the maximal subgroups of G (for example, see [7, Tables 8.30, 8.41, 8.42]), we
deduce that |Hp| < 2|SU3(q)| and by arguing as above we obtain fpr(z) < 2¢73(q — 1)1,
which is sufficient. Similarly, if H is of type (III) then by [33, Theorem 2] we have fpr(x) < ¢ 2
and so we may assume r = ¢> + ¢ + 1. Since z generates a maximal torus of Gy, it follows
that every maximal subgroup of G containing x is of type (I) or (II), so this situation does
not arise.

Case 4. Go = 3D4(q).

Now assume Gy = 3Dy(q). The case ¢ = 2 can be checked using MAGMA, so we will
assume ¢ > 3. By expressing |Gyl as a product of cyclotomic polynomials, we deduce
that r < ¢* — ¢®> + 1. If H is a maximal parabolic subgroup, then [33, Theorem 2| gives
fpr(z) < ¢~ 2(¢® — 2)~! and this bound is sufficient. Now suppose H is of type (II). If ¢ = 3
then fpr(z) < 374 and the result follows. Now assume ¢ > 4. Here fpr(z) < (¢* —¢*>+1)~! and
so we may assume 7 = ¢* — ¢ + 1. By inspecting [7, Table 8.51] we deduce that H = Ng({(z))
is the only option, whence

*Da(q)]
- +1
and the desired result follows. Finally, suppose H is of type (III). Here fpr(z) < (¢* —¢®>+1)7!
and so as above we may assume r = ¢* — ¢ + 1. But then z generates a maximal torus, so

it is not contained in a subgroup of type (III). This completes the argument for the groups
with socle Gy = 3Dy4(q).

2 N H| < |Ho| = 4(¢" — ¢ + 1), |29 >

Case 5. Go = 2Fy(q)’, 2G2(q) or 2Ba(q).
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First assume Go = 2Fy(q)’, so ¢ = 22! with m > 0. The case ¢ = 2 can be handled using
MAGMA, so we may assume ¢ > 8. By considering |G|, we observe that

r<@ V203 +q+ 20+ 1.

It is now straightforward to check that the bounds on fpr(z) presented in [33, Theorem 2]
are sufficient in every case.

Next suppose Go = 2G3(q), where ¢ = 3?1 and m > 1 (recall that we exclude the case
Go = 2G(3)’ since this group is isomorphic to La(8)). Here r < ¢ + /3¢ + 1 and once again
the bounds in [33, Theorem 2] are good enough.

Finally, suppose G = 2Bs(q) with ¢ = 22"t and m > 1. The cases ¢ € {8,32} can be
verified using MAGMA, so let us assume ¢ > 27. If H is a Borel subgroup (that is, a subgroup
of type (I)) then [33, Theorem 2] gives fpr(z) < (¢?> + 1)~! and the result follows since
r < g+ +/2q + 1. Similarly, if H is of type (IT) or (IIT) then fpr(z) < (¢*/% +1)/(¢> + 1) and
once again the result follows. O

4. ALMOST SIMPLE CLASSICAL GROUPS: NON-SUBSPACE ACTIONS

In this section we establish Theorem 1 in the case where G is an almost simple classical
group in a so-called non-subspace action (see Definition 4.1 below). So let G < Sym({2) be a
finite primitive almost simple group with socle Gg, which is a classical group over F, with
natural module V. Write ¢ = p/ with p a prime and set n = dim V.

Let H be a point stabilizer in G and note that H is a maximal subgroup and G = HGj
since H is core-free. The main theorem on the subgroup structure of finite almost simple
classical groups is due to Aschbacher [1]. Nine collections of subgroups of G are defined,
typically labelled Cq,...,Cg and S, and Aschbacher proves that every maximal subgroup of
G is contained in one of these collections (some adjustments are needed when Gy = PSp,(q)
(with ¢ even) or PQJ (¢), noting that a complete result in the latter case was established
in later work by Kleidman [29]). Here the so-called geometric subgroups that comprise the
C; collections are defined in terms of the geometry of the underlying vector space V. For
example, they include the stabilizers of subspaces and appropriate direct sum and tensor
product decompositions of V' (see [31, Table 1.2.A] for a brief description of each geometric
collection). The non-geometric subgroups in S are almost simple and irreducibly embedded
in G.

In [31], Kleidman and Liebeck present a great deal of information on the maximal subgroups
of classical groups, including a complete description of the structure and conjugacy of the
maximal geometric subgroups when n > 13. This is complemented by work of Bray, Holt
and Roney-Dougal [7], which gives complete information on the low-dimensional groups with
n < 12. It is important to note that we adopt the precise definition of the C; collection given
in [31], which differs slightly from Aschbacher’s original description in [1].

There is also an extensive literature on the conjugacy classes of classical groups; [16,
Chapter 3] will be a convenient reference for our purposes.

Definition 4.1. Let G < Sym(f2) be a finite primitive almost simple classical group over Fy
with socle Gg and point stabilizer H. We say that the action of G on Q is a subspace action
if one of the following holds:

(i) H is in the collection C;; or
(ii) Go = Sp,(q), ¢ is even and H N Gy = OF(q).

In this situation, we will sometimes refer to the subgroup H as a subspace subgroup of G.
Non-subspace actions and subgroups are defined accordingly.

Note that the subspace actions appearing in part (ii) correspond to certain subgroups in
the Cg collection. If we view Gg as an orthogonal group O,41(¢) with natural module W,
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then we may identify ) with a set of nondegenerate hyperplanes in W, which explains why it
makes sense to regard the action of G on 2 in this situation as a subspace action.

In this section, our aim is to prove Theorem 1 when G is a classical group in a non-subspace
action, postponing the analysis of subspace actions to Section 5. Our main result is the
following.

Theorem 4.2. Let G < Sym(Q) be an almost simple finite primitive permutation group with
socle Gg and point stabilizer H. Let x € G be an element of prime order r and assume Gy is
a classical group and H is a non-subspace subgroup. Then either

<
for(e) < 773

or G is permutation isomorphic to one of the groups recorded in part (i) of Theorem 1.

Remark 4.3. There are only a handful of exceptions to the main bound in Theorem 4.2. For
example, if G = Ly(7) and H = S is a Cg-subgroup of type 2172.05 (2), then fpr(z) = 3/7 if
x is an involution. But here G is permutation isomorphic to L3(2) acting on 1-dimensional
subspaces of the natural module, so this case is included in part (i)(d) of Theorem 1. Similarly,
if G =07 (2) and H = Spg(2) is an irreducibly embedded subgroup in S, then fpr(z) = 3/10
when z = (A%) is an element of order 3 with a trivial 1-eigenspace. Here the action is
permutation isomorphic to the action on nonsingular 1-spaces, so once again this corresponds
to a case in (i)(d) of Theorem 1. We also refer the reader to the statement of Lemma 4.12 for
further examples with Gy = L§(q).

Our main reason for making the distinction between subspace and non-subspace actions is
encapsulated in the following result, which only applies in the non-subspace setting. This is
[12, Theorem 1], which is proved in the sequence of papers [13, 14, 15]. It will be our main
tool in this section.

Theorem 4.4. Let G < Sym(f2) be a finite almost simple classical primitive permutation
group with point stabilizer H and socle Gy. Assume H is a non-subspace subgroup. Then

fpr(z) < ]xG\_%+%+L

for all x € G of prime order, where n is the dimension of the natural module for Go and
either v = 0 or v is listed in [12, Table 1].

For non-subspace actions of classical groups, the bound in Theorem 4.4 can be viewed as a
significant strengthening of the following more general result, which is due to Liebeck and
Saxl (see [34, Theorem 1]). It is worth noting that almost all of the special cases appearing
in [34, Table 1] involve groups with socle La(q).

Theorem 4.5. Let G < Sym(Q)) be a finite almost simple primitive permutation group with
point stabilizer H and socle Go, which is a simple group of Lie type over F,. Then either

4
f] < —
pr(z) < 5 .
for all nontrivial x € G, or (G, H,x) is one of the cases appearing in [34, Table 1].

Finally, we need one more definition before we are ready to begin the proof of Theorem
4.2. Recall that V is the natural module for Gy, which is an n-dimensional vector space over
Fgu, where u = 2 if Gy = U, (¢) and v = 1 in all other cases.

Definition 4.6. Let K be the algebraic closure of Fqu. For any element z € G N PGL(V),
write x = 7 with & € GL,(¢") and Z = Z(GL,(¢")), and let v(x) be the codimension of
the largest eigenspace of Z as an element of GL,,(K). Note that this is independent of the
choice of Z.
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Let x € G be an element of prime order r. If z € G NPGL(V), then x is either unipotent
(if 7 = p) or semisimple (if r # p), and we refer the reader to [13, Section 3] for bounds on
|2%| in terms of n, ¢ and v(x). In addition, we will use the notation from [16, Chapter 3] to
describe representatives of the conjugacy classes of unipotent and semisimple elements of
prime order. In particular, if Gy is a symplectic or orthogonal group in even characteristic
then we will use the notation from [2] for the conjugacy classes of unipotent involutions.

Now suppose x ¢ PGL(V). Here z is either a field, graph or graph-field automorphism
of G and once again we refer the reader to [13, Section 3] for bounds on |2%|. Let us also
observe that if x is a field or graph-field automorphism, then ¢ = ¢; and unless we are in one
of the handful of special cases recorded in [34, Table 1], we deduce that

f ()<4< LIRS
r(xr X< L ~X
P 3g 3-2" " r+1

(4)

via Theorem 4.5.

We are now ready to begin the proof of Theorem 4.2. First we handle the linear groups
with socle Gy = L (¢) and n > 5. For small values of n, the bound in Theorem 4.4 is less
effective and we will consider the groups with n € {2,3,4} in Lemmas 4.10, 4.11 and 4.12
below.

Lemma 4.7. Suppose Gy = LS (q) with n > 5. If H is a non-subspace subgroup, then
fpr(x) < (r+1)7! for all x € G of prime order r.

Proof. Let © € G be an element of prime order r and note that ¢ < 1/n in Theorem 4.4 (see
[12, Table 1]), whence

fpr(z) < ]:BG]_%+%. (5)

First assume = ¢ PGLS, (q), so either = 2 or ¢ = ¢{. By [13, Corollary 3.49] we have

21 g () e

and by combining this bound with (5) we obtain fpr(z) < (¢ + 1)~! and the result follows.

For the remainder, we may assume = € PGLS (q). First observe that

T q 2n—2
1> 5 (1) a
by [13, Corollary 3.38] and by combining this bound with (5) we deduce that fpr(z) < (g+2)~!
unless (n, q) = (6, 2). The groups with Gy = L§(2) can be handled using MAGMA, so it remains
to consider semisimple elements of odd prime order. Let ¢ > 1 be minimal such that r divides
q' — 1. Note that if i < 2 then r +1 < ¢+ 2 and the result follows as above, so we may assume
i > 3. In particular, this forces v(x) > 3 and thus [13, Corollary 3.38] implies that

1 q
G 6n—18
> = — .
o 2<q+1>q

By considering |Go| we see that r < (¢" —1)/(¢ — 1) and one can check that this lower bound
on |z%| (combined with (5)) is sufficient if n > 9. In fact, the same bound is also effective if
n =8 and ¢ > 4. It is easy to check that if n = 8 and ¢ = 3 then r < 1093, whereas r < 127
if ¢ = 2; the previous argument now goes through. Similarly, if n = 7 then ¢ = 0 in Theorem
4.4 and once again the result follows as above.

To complete the proof, we may assume n € {5,6}. If n = 5 then + = 0, |2¢| > %qlg

(minimal if € = 4+ and i = 3) and we conclude by applying the bound in Theorem 4.4. Now
assume n = 6 and recall that we may assume g > 3 since we have already handled the case
q = 2 using MAGMA. If : = 0 then the previous argument applies, so let us assume ¢ > 0,
in which case ¢ = 1/6 and H is of type Spg(q) (see [12, Table 1]). Here we may assume
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i € {3,4,6} and it is easy to check that |2¥| > %q% and r < ¢> + ¢ + 1. By applying the
bound in (5) we deduce that fpr(z) < (r +1)~! and the argument is complete. O

In the next lemma we assume Gy = PSp,,(¢) with n > 6, noting that the case n = 4 is
handled separately in Lemma 4.13 below.

Lemma 4.8. Suppose Gy = PSp,,(q) with n > 6. If H is a non-subspace subgroup, then
fpr(z) < (r+1)7! for all z € G of prime order r.

Proof. Suppose x € G has prime order r and note that ¢ < 1/n, so (5) holds once again. Now
|2%| > (¢" — 1)/2 (minimal if G = Gy, ¢ is odd and 2 is a transvection) and one can check
that (5) yields fpr(z) < (¢ + 2)~! unless n = 6 or (n,q) = (8,2). The latter case, together
with (n,q) = (6,2), can be handled using MAGMA. For n = 6 with ¢ > 3 we have + = 0
and the upper bound in Theorem 4.4 is sufficient. For the remainder, we may assume z is
semisimple and 7 > 5. Let ¢ > 1 be minimal such that r divides ¢* — 1. We may assume that
r>q+1,s0i >3 and thus v(z) > 4.

Notice that 7 < ¢/? 4+ 1 and [13, Proposition 3.36] gives |z¢| > $¢'"~15. One can now
check that the bound in (5) is sufficient for n > 10, so the problem is reduced to the groups
where n € {6,8} and ¢ > 3. Suppose n = 6. Here t = 0, i € {3,4,6} and |z¥| > %qlﬁ (minimal
if i = 4). In addition, » < ¢> + ¢ + 1 and the result follows via the bound in Theorem 4.4.
Similarly, if n = 8 then r < ¢* + 1, [2¢] > %q24 (once again, minimal if ¢ = 4) and the bound
in (5) is sufficient. U

Lemma 4.9. Suppose Gy = P, (q) with n > 7. If H is a non-subspace subgroup, then
fpr(z) < (r+1)7! for all x € G of prime order r.

Proof. This is very similar to the proof of the previous lemma. First assume n is odd (so ¢ is
also odd) and write n = 2m + 1. The case (n,q) = (7,3) can be handled using MAGMA, so we
may assume (n,q) # (7,3). By inspecting [12, Table 1] we see that ¢ = 0 if n > 9, otherwise
t < 0.108. Let us also note that

SOn(q)| _ 1

54" (" —1)

o€ >
2[SO,_1(g)| 2

with equality if € SO,,(¢) is an involution with a minus-type eigenspace on V' of dimension
n — 1. By applying Theorem 4.4 we deduce that fpr(z) < (¢ +2)~ %

To complete the argument for n odd, we may assume z is semisimple, 7 > 5 and ¢ > 3,
where 7 is the smallest positive integer such that r divides ¢* — 1. In particular, we have
v(z) > 4 and we quickly deduce that

n 1 g
1SOn(q) S Sgin—12,

G
7| =
1> 5o, s@cui@)] ~ 2

In addition, we note that r < %(qm + 1) and it is routine to check that the desired bound
now follows via Theorem 4.4.

For the remainder, we may assume n = 2m > 8 is even. The groups with (n,q) = (8, 2)
or (8,3) can be handled using MAGMA. Let us highlight the special case G = QJ (2) with
H = Spg(2) acting irreducibly on V: if € G¢ has order 3 and Cy(z) = 0, then fpr(z) =
3/10 > 1/4. Here the action of G on 2 is permutation isomorphic to the action of G' on
the set of 1-dimensional nonsingular subspaces of the natural module, so this special case is
included in part (i)(d) of Theorem 1. For the remainder we may assume (n,q) # (8,2), (8, 3).

We will postpone the analysis of the special case where (n,e) = (8,4) and H is an
irreducible subgroup with socle Spg(q) (if p = 2) or Q7(g) (if p is odd) to the end of the proof.
By excluding this special case, we observe that « < 1/(n — 2) in Theorem 4.4 and it is easy to



FIXED POINT RATIOS FOR FINITE PRIMITIVE GROUPS 21

check that

2] 5 1@l Lmrgm

2d|Spy,_o(q)]  d’

with d = (2,q — 1). By combining this lower bound with Theorem 4.4, setting : = 1/(n — 2),
we deduce that fpr(x) < (¢ + 2)~!. Therefore, to complete the analysis we may assume z is
semisimple, 7 > 5 and ¢ > 3, so v(z) > 4 and we have

|SO$(¢])| > 1q4n712.
SO, _4(@)I|GU1(¢?)] ~ 2

= (6)
Now r < ¢"™ + 1 and by applying Theorem 4.4 we deduce that fpr(z) < (r +1)~! as required.

Finally, to complete the proof we may assume (n,€) = (8,+), ¢ > 4 and H is irreducible
with socle Spg(q) (if p = 2) or Q7(q) (if p is odd). Here [12, Table 1] gives ¢ = 0.219. If r = 2
then the bound in Theorem 4.5 is sufficient, so we may assume r is odd and thus

SO5 (a)]
4|0 (q)/[Sp2(q)|
(minimal if z is unipotent with Jordan form (J2, J{)). Then as above, by applying the lower
bound in Theorem 4.4 with ¢ = 0.219, we deduce that fpr(z) < (¢ + 2)~!. Finally, we may

assume x is semisimple, r > 5 and i > 3, so i € {3,4,6} and r < ¢®> + ¢ + 1. We can now
proceed as before, using the lower bound on [z%| in (6). O

2% > =(*+1)%(¢° —1)

In order to complete the proof of Theorem 1 for classical groups in non-subspace actions,
we may assume (G is one of the following groups:

La(q), Li(q), Li(q), PSpy(q).

First assume Gy = La(g). We refer the reader to [7, Tables 8.1, 8.2] for a convenient list of
the maximal subgroups of G up to conjugacy. We will assume ¢ > 7 and g # 9, noting that
G is isomorphic to an alternating group when ¢ = 4,5 or 9. Note that in the special case
arising in the lemma, G is permutation isomorphic to L3(2) acting on the set of 1-dimensional
subspaces of its natural module. In particular, this case is included in part (i)(d) of Theorem
1.

Lemma 4.10. Suppose Gy = La(q) and H is a non-subspace subgroup, where q¢ > 7 and
q#9. If v € G has prime order r, then either fpr(z) < (r+1)71, or G =1o(7), H=S,, x
is an involution and fpr(x) = 3/7.

Proof. We need to consider the various possibilities for H arising in [7, Tables 8.1, 8.2]. We
begin by handling the subfield subgroups.

Case 1. H is a subfield subgroup.

Suppose H is a subfield subgroup of type GLa(gp), where ¢ = qé“ with k a prime and
qgo = 3 (see [7, Table 8.1]). Let x € G be an element of prime order r and note that
H NPGL(V) < PGL2(qo). Let i, (X) be the number of elements of order m in the finite
group X.

If 7 = p and z is unipotent, then [#¢ N H| < ¢ — 1 and |2%| > (¢> — 1)/2, whence

2(q§—1)< 2 1

fpr(z) < < <
pr(z) -1 " g+1 g+l

and the result follows. Similarly, if z is a semisimple involution, then |%NH| < i2(PGLa(qo)) =
a2, |79 > q(g — 1)/2 and we deduce that fpr(z) < 1/3 as required.
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Next assume z is semisimple and r is odd. As usual, we may assume r divides |Hy|, which
implies that r divides q% — 1. If r divides gg — 1 then
[z N Ho|  qo(qo+1) ¢ Do+l 1

fpr = < <—
@ =" T ) S o @+ D)

and the result follows since r < gp — 1. Similarly, if » divides gg + 1 then

fpr(z) <

g — 1 1
(@ +1) " q+2

and once again this bound is sufficient.

Finally, suppose ¢ = ¢] and z is a field automorphism. First assume k£ is odd. If » = 2 then
[PGL2(qo)|
[PGLa(g;)
and we quickly deduce that fpr(z) < 1/3. Similarly, if » > 3 then

1
29N H| < — g (@ +1), 2] = §q1/2(q+1)

1
2 0 H| < [PGLa(a)] < g, 1€ > 3a°(0),

which implies that
pr‘( ) 2(]3 2r \ 24727” g (T‘+ 1)71
Now assume k = 2. If r = 2 then

2 N H| < i2(PGLa(qo)) +1< g+ 1, [2€] > ql/z(qul)

and we obtain fpr(x) < 2¢y '. This is at most 1/3 if go > 7 and the remalmng cases qo € {4,5}
can be checked directly (recall that ¢ # 4,9). Finally, if r > 3 then ¢; = ¢ and we have

’ G’: |PGL2(Q)|

G 3/2
NH| < |PGL <
| | < [PGL2(q0)| < ¢ PGLy(g1/")]

> (q+1)%
Therefore, fpr(z) < ¢;' < 27" and the result follows.
Case 2. H is of type GL1(q) 1 So or GL1(¢?).

Here H is the normalizer of a maximal torus of Gip and we have H N PGL(V) < Dy(g—),
where e = 1 if H is of type GL1(¢) ! S2, otherwise € = —1. Let € H be an element of prime
order 7.

First assume z is semisimple or unipotent. If = 2 then |2% N H| < i2(Da(g—e)) < ¢+ 2
and |2%| > q(q — 1)/2. These bounds yield fpr(z) < 1/3 for ¢ > 11 and the cases q € {7, 8}
can be checked directly. On the other hand, if r is odd then r divides ¢ — ¢ and the result
follows since |2%° N H| = 2 and [2%] = q(¢ — 1).

Finally, suppose ¢ = ¢}, and z is a field automorphism. If r > 3 then |2 N H| < 2(q + 1)
and 2| > (¢ + 1)?, whence fpr(z) < 2(q +1)7! < 27" and the result follows. For r = 2 we
have fpr(z) = 0 if e = —1, whereas |2 N H| < 2q1/2 and |2%| > ¢*/?(q+1)/2 if e = 1. From
the latter bounds we obtain fpr(z) < 1/3 since ¢ > 16.

Case 8. The remaining possibilities for H.

First assume H is of type 21f2.02_ (2),s0 H = Ay or Sy, ¢ =p > 7 and we may assume
r € {2,3}. Here [v“ N H| < i,(H) < 9 and [2%] > q(q — 1)/2; these bounds are sufficient
unless 7 = 2 and ¢ = 7. In the special case, G = Lo(7), H = Sy, |2 N H| = 9 and 2| = 21,
which gives fpr(z) = 3/7 > 1/3. This is the special case recorded in the statement of the
lemma.

Finally, suppose H = S5 or As, ¢ € {p,p*} and p = 41,43 (mod 10), so r € {2,3,5}. First
assume r = 2, so |2%| > ¢'/?(¢+ 1)/2 (minimal if z is an involutory field automorphism) and
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we note that io(H) < 25. The subsequent bound on fpr(z) is less than 1/3 if ¢ > 29 and the
cases with ¢ < 29 can be checked very easily with the aid of MAGMA. Similarly, if r € {3,5}
then the bounds |z N H| < 24 and |2%| > q(q — 1) are sufficient for ¢ > 13 and once again
we can use MAGMA when ¢ < 13. O

Lemma 4.11. Suppose Go = L§(q) and H is a non-subspace subgroup. Then fpr(x) < (r+1)~1
for all x € G of prime order r.

Proof. Since Us(2) is solvable and L3(2) = La(7), we may assume ¢ > 3. The groups with
3 < ¢ < 13 can be checked using MAGMA, so for the remainder, we may assume ¢ > 16. Let
x € G be an element of prime order r and set Hy = H N Gy.

By Theorem 4.5, we have fpr(x) < 4/3¢ (there are no exceptions in [34, Table 1] with
Go = L§(¢) and ¢ > 16). As a consequence, we may assume r > 13 divides |Hyp| and z € Gy
is either semisimple or unipotent (see (4)). Therefore,

| G‘ > |GU3(Q)‘
¢*|GU1(q)[?

with equality if e = —, 7 = p and  has Jordan form (.J5, J1). Let us also note that r < ¢®>+q+1.
If r # p then let 4 > 1 be minimal such that r divides ¢* — 1. By inspecting [7, Tables 8.3-8.6],
recalling that we may assume r divides |Hp|, we can reduce to the cases where H is a geometric
subgroup in one of the collections Ca, C3, C5 or Cg (recall that we follow [31] in defining the
various subgroup collections arising in Aschbacher’s theorem [1], which is consistent with [7]).

= (@’ +1)(g—1), (7)

Suppose H is a Co-subgroup of type GL{(¢) ! S3. Since we may assume r divides |Hy|, it
follows that 7 < ¢ + 1 and the trivial bound |z N H| < (¢ + 1)? with (7) is sufficient. Next
assume H is a Cz-subgroup of type GL{(¢®). Here r # p and (e,i) = (+,3) or (—,6) since
r > 3. Moreover, |2%° N H| = 3 and the result follows via (7).

Now assume H is a subfield subgroup of type GL§(qp), where ¢ = qé“ and k is an odd
prime. Here |Hy| < ¢¥2 and r is at most ¢Z 4+ qo + 1, which implies that r < ¢* + ¢'/3 + 1.
It is easy to check that the trivial bound |z% N H| < ¢8/3 combined with the lower bound
on |z%| in (7) is sufficient. Similarly, if H is of type O3(q), then ¢ is odd, r < (¢ + 1)/2 and
|Ho| = q(¢*> — 1). Once again, the bound in (7) is effective.

To complete the proof of the lemma, we may assume € = 4, ¢ = q% and H is a subgroup
of type GL§ (go). Note that r < ¢ 4 ¢/2 + 1. If v(z) = 2 then [2¢] > ¢(¢> — 1)(¢* — 1)/3
(minimal if 7 = p and x has Jordan form (.J3)) and the result follows since |Ho| < ¢*. On
the other hand, if v(z) = 1 then either » = p and z has Jordan form (Jo, J1), or r < qp + 1
and x = (I2,w) (up to conjugacy), where w is a primitive r-th root of unity. In the former
case, |z9 N H| < (g0 — 1)(gg + 1) and |29 = (¢ + 1)(¢® — 1). And in the latter, we have
l2% N H| < ¢2(¢2 +qo + 1) and |2] = ¢*(¢> + ¢ + 1). In both cases, it is routine to check
that the given bounds are sufficient. U

Note that in the next lemma we can assume Gy # L4(2) since L4(2) = Ag. Let us
also observe that each special case appearing in the statement is permutation isomorphic
to a subspace action of an isomorphic classical group. For example, in (i), the action is
permutation isomorphic to the action of an almost simple group with socle PSp,(3) on the set
of 2-dimensional totally singular subspaces of the natural module. Similarly, in (ii) with the
action of Og (2) on the set of nonsingular 1-spaces, and PQ¢ (3).2 (extended by an involutory
graph automorphism) on a set of nondegenerate 1-spaces in (iii). In addition, let us say that
an involutory graph automorphism = of Gy = L§(q) is of symplectic-type if Cq,(x) has socle

PSp4(q)-

Lemma 4.12. Suppose Go = L§(q) and H is a non-subspace subgroup. Assume Gy # La(2)
and let x € G be an element of prime order r. Then either fpr(z) < (r +1)71, orr =2 and
one of the following holds:
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(i) Go = Uy(2), H is of type GU1(2) 1 Sy, x = (J2, J?) and fpr(x) = 2/5;
(il) G = Uy(2).2, H is of type Spy(2), = is a symplectic-type graph automorphism and
fpr(z) =4/9; or
(iii) G = L4(3).22, H is of type Sp,(3), = is a symplectic-type graph automorphism and
fpr(z) = 5/13.

Proof. The result for ¢ < 7 can be checked using MAGMA, so we will assume g > 8. Let x € G
be an element of prime order r. In view of Theorem 4.5, we may assume r > 7 and x € G is
semisimple or unipotent. Note that r < ¢ + g + 1. Let us also observe that

|GL4(q)
|GL3(q)||GL1(q)|

minimal if € = + and x is semisimple with v(z) = 1.

29| > = (@ +1)(g—1), (8)

By inspecting [7, Tables 8.8-8.11], noting that we may assume r divides |Hp|, we deduce
that H is either contained in one of the geometric subgroup collections labeled Cp, with
¢ €{2,3,5,8}, or H € S is a non-geometric subgroup with socle Lo(7) or A7. For the non-
geometric subgroups we have r =7, ¢ = p > 11 and the bound in Theorem 4.5 is sufficient.
We now consider the remaining possibilities for H in turn. As usual, if = is semisimple then
we define i to be the smallest positive integer such that r divides ¢* — 1. It will be useful to
note that the constant ¢ in Theorem 4.4 is zero, unless H is a Cg-subgroup of type Sp,(q), in
which case « = 1/4.

First assume H is a Ca-subgroup of type GL{(q) ! Ss or GL5(q) ! S2. In the former case,
we have 7 < ¢ + 1 and the trivial bound |#¢ N H| < (¢ + 1) combined with (8) is sufficient.
Now assume H is of type GL5(¢) 1 .S2 and note that r < g + 1 once again. If v(z) =1 then

|GL2(q)|

Go
7 °NH| <2 ————=
| | (rGL1<q>|2

> =2q(q+1)
(maximal if € = + and x is semisimple) and the bound in (8) is sufficient. Now assume
v(xz) > 2. Here
|GL4(q)| L 3 4
L (P - 1) — 1 9
247 1GLa(q)] 5d(a” = 1@ —1) (9)
(minimal if € = 4+, G = G and z is unipotent with Jordan form (.J3)). By applying the bound
in Theorem 4.4, noting that = 0, we deduce that fpr(z) < (¢ + 2)~! and the result follows.
Next let us assume H is of type GLa(q?). Here r < ¢> + 1 and v(x) > 2 for all x € Hy. In
particular, if » < ¢ + 1 then the previous argument applies (using Theorem 4.4 with ¢ = 0).
Now assume r > ¢+ 1, so ¢ = 4 and «x is a regular semisimple element. Here

29| >

=¢®(g—1)(* = 1)(¢* - 1) (10)

and once again the desired result follows by applying Theorem 4.4.

Now suppose H is of type GLj/(qo), where ¢ = ¢} and k is a prime. Here r < ¢2 +qo+ 1 <
¢+ ¢"/? + 1 and the result follows via Theorem 4.4, using the lower bound on |z%| in (8). In
order to complete the proof of the lemma, we may assume H is a Cg-subgroup of type Sp,(q)
or O (q)-

First assume H is of type OZ/(q), in which case ¢ is odd. If r < ¢ then the usual argument
(using Theorem 4.4 and (8)) is sufficient. On the other hand, if r > ¢ then ¢ = —, z is
semisimple, i = 4, r < (¢% + 1)/2 and the bound in (10) is satisfied. We now conclude by
applying Theorem 4.4.

Finally, suppose H is of type Sp,(q). Here « = 1/4, so the bound in Theorem 4.4 is
not useful and we need to consider the various possibilities for = in turn. Fortunately, the
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embedding of H in G is transparent and it is easy to determine good bounds on fpr(x). First
assume 7 = p. If  has Jordan form (Ja, J?), then

S
\xGﬂH\ < L P4(9)] |
4°[Sp2(q)|
and the bound |2%| > (¢®> — ¢+ 1)(¢* — 1) is sufficient. Similarly, if 2 = (J2) then
Spa(q Spa(g
G < Sl 8@l o

103 (q)]  ¢*105(a)
and the result follows since (9) holds. And for z = (J4), the bounds |¢ N H| < ¢® and
|2¢| > 2¢'? are sufficient (here we are using the fact that PGSp,(g) contains precisely ¢
unipotent elements).

Now suppose r # p, so i € {1,2,4} and v(z) € {2,3}. If v(x) = 3 then z is regular,
r<q¢®+1, [z9 N H| < 2¢® and the bound |2¢| > 1¢'? is sufficient. Now assume v(z) = 2,
so i€ {1,2} and r < ¢ + 1. Here it is straightforward to verify the bounds |2%° N H| < 2¢°
and |z%| > 1¢%, whence fpr(z) < 4¢7% < (¢ +2)7! and the result follows. O

Finally, we handle the almost simple symplectic groups with socle PSp,(q). Note that we
may assume q > 4 since PSp,(2)’ = Ag and PSp,(3) = Uy(2).

Lemma 4.13. Suppose Gy = PSp,(q) and H is a non-subspace subgroup, where q > 4. Then
fpr(z) < (r+ 1)~ for all elements x € G of prime order r.

Proof. Let z € GG be an element of prime order r and recall that we may assume r divides
|Hy|, where Hy = H N Gy. The groups with ¢ < 16 can be checked using MAGMA, so we
may assume ¢q > 17. In addition, by applying Theorem 4.5, we may assume that r > 13 and
x € Gy is either semisimple or unipotent. Note that either r = p and

Spa(g)l 1 4
1 st ~ D ay

where d = (2,¢ — 1), or r # p and

91> TP (g - 1)+ ). (12)

We now partition the argument into two cases, according to the parity of q.
Case 1. q odd.

To begin with, we will assume g is odd. By inspecting [7, Tables 8.12, 8.13], we may assume
H is either a geometric subgroup in one of the collections Cq, C3 or Cs, or H is a non-geometric
subgroup with socle La(q). We consider each possibility in turn.

First assume H is a Ca-subgroup of type Spy(q) ¢ S2. Suppose x is unipotent, so r = p and
x has Jordan form (Ja, J?) or (J3) since we may assume x € H. In the first case,

‘:L’GﬁH| <2 (’SPZ(Q)’> :2(q2 _ 1)

and the bound in (11) is sufficient. Similarly, if x = (J2) then [z¢ N H| < (¢*> — 1)? and the
result follows since
1Sp4(q)|

a _ Lo _
lz™] > m = 2Q(q 1)(‘14 1). (13)

Now assume 7 # p and note that r < ¢ + 1. Here

2
=< (igp) =

and the bound in (12) is sufficient.
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Next suppose H is of type GL§(q), so 7 < ¢+ 1. If r = p then z = (J3) is the only option
and it is easy to check that the bounds |z N H| < ¢®> — 1 and (13) are effective. Similarly, if
x is semisimple then

ot <2 Gt ) ~ s

and the result follows via (12).

A similar argument applies when H is of type Spy(q?). Indeed, if 7 = p then z = (J3),
|l N H| < ¢* —1 and we conclude by applying the bound in (13). For r # p we have r < ¢®>+1
and the bounds |29 N H| < ¢*(¢> + 1) and (12) are sufficient.

To complete the argument for g odd, we may assume that H is either a subfield subgroup
of type Spy(qo), where ¢ = qlg with k a prime, or H is a non-geometric subgroup with socle
La2(g) and p > 5. The latter case is easy to handle. Indeed, we have |Hy| < ¢®, r < ¢+ 1 and
it is easy to check that the nontrivial unipotent elements in Hy have Jordan form (.J;) on
the natural module V for Gq (this follows from the fact that V = S3(W), where W is the
natural 2-dimensional module for Hy). Therefore, the bound in (12) holds for all x € H of
prime order and the result follows.

Now assume H is a subfield subgroup of type Sp,(qo), where ¢ = q(’)“. First assume k > 3,
in which case r < ¢ +1 < ¢*? + 1. If & = (Jo, J?) then |2 N H| < g} —1 < ¢*? — 1 and
the bound in (11) is sufficient. For the remaining elements, the bound in (13) is satisfied and
the trivial bound |¢¢ N H| < |Ho| < ¢4° < ¢'%? is good enough.

Finally, suppose k = 2. If r = p, then either z = (Jo, J2), |t“ N H| < ¢ — 1 and (11) holds,
or |2% N H| < ¢5 = ¢* (this upper bound is the total number of unipotent elements in Hy)
and we have the bound on |#%| in (13). In both cases, the given bounds are sufficient. Now
assume r # p and note that r < ¢ + 1. If v(z) = 3 then [2¢| > ¢® and the trivial bound
|2 N H| < |Ho| < ¢° is good enough. Similarly, if v(x) = 2 then (12) holds and the result
follows since
[SP4(90)|

= @2+ 1)(g +1).
GLo(go)] ¢ (¢ )(g+1)

lzCo N H| <

Case 2. q even.

To complete the proof of the lemma, we may assume ¢ > 32 is even. In view of Theorem
4.5, we may also assume that r > 23. In particular, z is semisimple and (12) holds. We now
work through the various possibilities for H arising in [7, Table 8.14].

First assume H is a Borel subgroup, so Hy = [q4]:Cq2_1 and thus 7 < ¢ — 1 (note that H is
maximal when G £ I'Spy(g)). If v(z) = 3, then [2%| > 3¢® and |29 N H| = 8¢* as explained
in the proof of [10, Lemma 5.8]. Similarly, if v(x) = 2 then |2%° N H| = 4¢® and we have the
bound on |z¢| in (12). In both cases, the given bounds are sufficient.

The argument when H is of type Sps(q) 1 S2, Spa(¢?) or Spy(qo) is entirely similar to the
one given above in the case where ¢ is odd. For this reason, we omit the details. Next suppose
H is a non-geometric subgroup with socle 2Bs(q), in which case log, ¢ is odd and we note
that |Ho| < ¢° and r < ¢+ v/2¢ + 1. If v(2) = 3 then |2€| > 3¢® and the trivial bound
|2% N H| < ¢° is sufficient. Similarly, if v(z) = 2 then r divides ¢ — 1,

1Sp4(9)|

2] > [GLa(q)] =g+ 1)(*+1)

and once again the trivial bound |2% N H| < ¢° is good enough.

Finally, let us assume H = Ng(T') is the normalizer of a maximal torus (recall that the
Cs-subgroups of type Of(q) are subspace subgroups, so they are excluded here; see Remark
4.14). Here Hy < M < G for some maximal non-subspace subgroup M of Gy (indeed, H is
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maximal only if G € I'Sp,(¢)) and so the desired bound on fpr(x) automatically holds by
our earlier work in this proof. O

Remark 4.14. Using the same approach as in the proof of Lemma 4.13, it is straightforward
to show that if Go = PSp,(q), ¢ > 4 is even and H is a subspace subgroup of type O§(q),
then fpr(z) < (r +1)~! for all € G of prime order 7. See Lemma 5.20 for the details.

5. ALMOST SIMPLE CLASSICAL GROUPS: SUBSPACE ACTIONS

In this section we handle the subspace actions of classical groups, which will complete the
proof of Theorem 1 for almost simple groups. Recall from Definition 4.1 that the subspace
actions correspond to the groups where a point stabilizer H is either contained in Aschbacher’s
C1 collection of maximal subgroups, or Go = Sp,,(¢) is a symplectic group with ¢ even and
H N Gy = O(q) is a naturally embedded orthogonal group (the stabilizer of a suitable
nondegenerate quadratic form). So in almost all cases we may identify Q0 with a set of
subspaces (or pairs of subspaces) of the natural module, which makes subspace actions more
amenable to direct computation since we have a concrete description of the action.

5.1. Main result and notation. Our main theorem is the following.

Theorem 5.1. Let G < Sym(2) be an almost simple finite primitive permutation group with
socle Gog and point stabilizer H. Let x € G be an element of prime order r and assume Gy is
a classical group and H is a subspace subgroup. Then either fpr(x) < (r + 1)1, or one of the
following holds:

(i) G is permutation isomorphic to a group recorded in part (a) or (b) in Theorem 1(i);
(ii) (G, H,z,fpr(z)) is one of the cases listed in Table 6.

Remark 5.2. In the proof of Theorem 5.1, we will often establish stronger upper bounds.
For example, if = is unipotent, then r = p and we usually aim to show that fpr(z) < (¢+1)~%
Similarly, if = is semisimple and r is odd then we typically establish a bound on fpr(x) in terms
of ¢ and the order i of ¢ mod r (that is, in terms of the smallest positive integer i such that r
divides ¢* — 1). More precisely, if i is even then we will often show that fpr(z) < (¢/2 +2)~1,
which establishes the desired bound since r divides ¢/2 + 1. Similarly, if 7 is odd then we
typically aim to show that fpr(z) < ¢

Remark 5.3. Explicit bounds on fixed point ratios for subspace actions of classical groups
are presented in [25, 27]. In particular, we will repeatedly apply the results of Guralnick and
Kantor given in [27, Section 3].

Before we embark on the proof of Theorem 5.1, we first need to define our notation
for subspace actions, which will be in use throughout Section 5. The additional notation
appearing in Table 6 is discussed in Remark 5.4 below.

The various possibilities for G and H that we need to consider are recorded in Table 7,
which provides a framework for the proof of Theorem 5.1. In the second column, we present
the type of H, which is designed to describe the type of subspace (or pair of subspaces)
stabilized by H. For parabolic subgroups, our notation is consistent with [31]. In particular,
we write P, to denote the stabilizer of a totally singular m-space (for Gy = L, (q), we adopt
the standard convention that every subspace of V' is totally singular). Similarly, if Gy = L, (q)
then P, ,—m and GL;,(q) @ GL,—y,(q) denote the stabilizers of a pair of subspaces (U, W)
with dimU = m and dim W =n — m, where U C W in the first case and V = U @& W in the
second. As indicated in the final column, these two subgroups only arise when G contains
graph or graph-field automorphisms (indeed, if G < PI'L,(gq), then H is non-maximal).
Similarly, if Go = PSpy4(q) and ¢ is even then we write P; 2 to denote a Borel subgroup of
G. There is also a parabolic subgroup labeled P; 34, which arises when Gg = PQ;(q) and G
contains triality automorphisms.
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Gy Type of H x r fpr(zx) Conditions
n— nTe—1
Ln(9) Py O B A Gl
SN2
n>2 (Wi In-1)  g—1 2+ q((‘f]nl,)l)
¢ 3 3 (n,q) = (2,8)
U, (q) Py (w, I—1) 3 % + 4(23“) n>5o0dd, ¢g=2
n =3 Py T 2 8(‘1:2,%(413) n:4aq€{273}
(wiz, Iy) 34 (n,q) = (4,2)
n—3
Ny @ In-1) 3 i+ oy n even, g = 2
n—2__
PSpn(Q) Pl (JQ’ J1n_2) q q-i%l + %
n— n/2-l_e
n>4 05.(a) (J2, J772) 2 %+% n=6,q=2
0, (q) (A In—9) 3 3+ m n=6,qg=2
Qn(q) Py (—Lh—1, )" 2 %+W q=3
B _ (n—3)/2
nz7 Ny (=1n—1,11) 2 % + 3<n—21(?/2(3(n—$/12)_1) =3
€ n—2 1 2" "2 _on/2-1_9
PQn(Q) Py (J27 J1 ) 2 3 + 3(27/2=14€)(27/2—€) q= 2
n>8 (—In-1,11) 2 %ﬁLW (g,€) = (3,-)
e==% (A, I,—2) 30 14 ﬁ (g,€) = (2,-)
P (A7IG) o % (naQ7€ = (8747+)
N (L, D2 20 1+ 3(3+2/;1)2 (¢,€) =(3,+)
(_Infh Il)D 2 % + % (qa 6) = <3a _)
_ n/2-1
(J2, J772) 2 3t i q=2
(A I, —2) 3 i + m (g,€) = (2,+)

TABLE 6. The exceptional subspace actions of classical groups

For Gy = U,(q) or PSp,,(¢), we write N,, for the stabilizer of a nondegenerate m-space
and this notation extends (with suitable modifications) to orthogonal groups. Suppose Gy is
an orthogonal group and let ) be the defining quadratic form on V. First recall that if U is
a nondegenerate m-dimensional subspace of V' with m even, then U is a plus-type space if it
contains a totally singular subspace of dimension m /2, otherwise it is a minus-type space (and
every maximal totally singular subspace has dimension m/2 — 1). Now, if Gy = Q,(q) with
nqg odd then we write N, with 7 = & to denote the stabilizer of a nondegenerate m-space U
with the property that either m is even and U has type n, or m is odd and the orthogonal
complement U~ is a nondegenerate (n — m)-space of type 7. Similarly, if Go = PQS(¢) with n
even, then N} is the stabilizer of a nondegenerate m-space of type n when m is even. On the
other hand, if m is odd then ¢ is odd and we adopt the convention that N, is the stabilizer
of a nondegenerate m-space U with square discriminant (that is, the discriminant of the
restriction of @ to U is a square in IFqX). We will use the term square m-space to describe
such a subspace, noting that the actions on the set of square and nonsquare m-spaces are
permutation isomorphic (so there is no need to consider nonsquare spaces). Finally, if n and
q are even, then we also write N1 to denote the stabilizer of a nonsingular 1-space.

Various conditions are recorded in the final column of Table 7, which are designed to

eliminate an unnecessary repetition of cases. For example, in the first row we may assume
m < n/2 because the action of G' on the set of m-spaces is permutation isomorphic to the
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Go Type of H Conditions
L.(q) P, 1<m<n/2
Prn—m 1<m<n/2,GLPI'L,(q)
GLy(q) ® GLy—m(q) 1< m <n/2, G L PTLy,(q)
Un(q) P, 1<m<n/2
Np, 1<m<n/2
PSp,(¢) Pn 1<m<n/2
Py n=4,p=2,G«PI'Spy(q)
Np, 2<m<n/2, meven
05.(q) p=2
PQs(q) P 1<m<n/2
N/% 1<m<n/2 (e,n)=(—+)ifm=n/2
P34 (n,e) = (8,+), G £ PIO{ (¢)

TABLE 7. The subspace actions

action on (n — m)-spaces. We refer the reader to [7, 31] for the precise conditions needed to
ensure that the given subgroup H is maximal in G.

Remark 5.4. Let us comment on the conditions and notation in Table 6.

(a) In the first column, we record the socle Gy of G, noting that the given conditions on
n are justified in view of the well known isomorphisms among the low-dimensional
classical groups (see [31, Proposition 2.9.1]).

(b) In the second column, we describe the type of H using the same notation as in Table 7.
The relevant elements x are described in the third column. If z is unipotent, then the
Jordan form of x on the natural module V' is presented, where J; denotes a standard
unipotent Jordan block of size ¢. Similarly, if x is semisimple, then we describe the
eigenvalues of z on V', up to scalars. Here w € IFun is a primitive r-th root of unity
and we write A to denote an arbitrary irreducible element in GL2(g) of order r (in
this case, r divides ¢ + 1).

(¢) In the two rows with Gy = Q,(q), we write (—I,—1,11)¢ to denote a semisimple
involution whose (—1)-eigenspace on V' is nondegenerate of type € € {4, —}. Similarly,
if Go = PQ (q) with n even, then (—1I,_1,1;)° is an involution whose 1-eigenspace
(v) has discriminant § € {00, X}. That is, if @ is the defining quadratic form, then
Q(v) € F; is a square or nonsquare according to 4.

(d) Finally, the element ¢ in the third row is a field automorphism of order 3, while 7 in
row b is an involutory graph automorphism with Cg,(7) = PSpy(q).

We continue to adopt the notation in [16, Chapter 3| for unipotent and semisimple elements.
In particular, we use the notation of Aschbacher and Seitz [2] for unipotent involutions in
symplectic and orthogonal groups when p = 2.

5.2. Linear groups. In this section, we begin the proof of Theorem 5.1 by handling the
linear groups with socle Go = L,,(q). First we consider the groups with n = 2, in which case
H = P; is a Borel subgroup. As before, we may assume g > 7 and ¢ # 9. Note that in part
(i) of the following result, g is even and r is a Mersenne prime.

Proposition 5.5. Let G < Sym(2) be a finite almost simple primitive permutation group
with point stabilizer H = Py and socle Gy = La(q) with ¢ > 7 and ¢ # 9. Let x € G be an
element of prime order r. Then either fpr(z) < (r +1)~1, or one of the following holds:
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(i) = € Gy has order r =q—1 and

1 q—1
f —
pr(z) q * q(g+1)

(ii) G = La(8):3, x is a field automorphism of order 3 and fpr(zx) =1/3.

Proof. Here |Q] = ¢+ 1 and we may identify Q with the set of 1-dimensional subspaces of V.
First assume x € H N PGL2(q). Then either r = p and |Cq(z)| = 1, in which case the bound
fpr(z) < (r + 1)~ clearly holds, or 7 divides ¢ — 1 and |Cq(z)| = 2. In the latter case, we
have fpr(z) = 2(q + 1)~!, which is at most (7 + 1)~! if and only if r < (¢ — 1)/2. Notice that
if 7 > (¢—1)/2 then r = ¢ — 1, so q is even, r is a Mersenne prime and fpr(z) = 2(r +2)~!,
which is the special case appearing in part (i). Finally, if ¢ = ¢ and z is a field automorphism,
then |Cq(z)| = go + 1 and we deduce that either fpr(z) < (r +1)71, or o = 2, r = 3 and
fpr(x) = 1/3 as in part (ii). O

For the remainder of Section 5.2, we will assume Gy = L, (q) with n > 3. Our main result
is the following (in the statement, we assume Gy # L3(2),L4(2) since L3(2) = Ly(7) and
L4(2) = As).

Proposition 5.6. Let G < Sym(2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gy = L, (q) with n > 3 and (n,q) # (3,2), (4,2). Assume
H is a subspace subgroup and x € G has prime order v. Then either fpr(z) < (r +1)7%, or
H = P, and one of the following holds:

(i) r=p=gq, x = (Jo, J{I_Q) and

1 q(¢"* —1)
g+1  (¢+1)(¢"—1)

fpr(z) =
(i) r=q—1, z = (w,I—1) and
(¢ — 1)
q(g" — 1)
We will prove Proposition 5.6 in a sequence of lemmas, where we consider each possibility

for H arising in Table 7. Before launching into the details, we present the following elementary
lemma on the fixed points of semisimple elements in a subspace action.

1
fpr(z) = p +

Lemma 5.7. Consider the natural action of G = GLy(q) on the set  of m-dimensional
subspaces of the natural module V. Let v € G be a semisimple element of odd prime order r
and let i > 1 be minimal such that r divides ¢* — 1, so x is conjugate to

(ATY, ... AP ),
where A1, ..., A, represent the distinct conjugacy classes in GL;(q) of elements of order r.
(i) We have |Co(z)| < [Ca(y)|, where y = (A{, L) and a = }_; a;.
(ii) If m =i+ k with 0 < k < i, then

e e ge—1
C = . .
[Caly)l [mL+ [’fL(ql—J
Proof. Part (i) is clear because we can choose y so that there is a natural containment

Ca(xz) C Cq(y) of the fixed point sets. Now consider (ii) and observe that y preserves a
decomposition

V=W &W,®Cv(y)
where the W; are isomorphic i-dimensional irreducible Fy(y)-modules. Write

[Ca(y)| = a+ B,
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where « is the number of m-spaces on which y acts trivially (this is simply the number of
m-spaces in Cy (y)).

Next let U be an m-space in Cq(y) on which y acts nontrivially. Since m = i + k with
0 < k < 4, it follows that y preserves a decomposition U = U; @ Us, acting irreducibly on Uy
and trivially on the k-space Us. Therefore § = 312, where ;1 is the number of m-spaces in
W=Wi&---@W, fixed by z = (A?) € GL4;i(q) = GL(W) and f2 is the number of k-spaces
in Cy(y). To compute 2 we may view z as a scalar matrix in an extension field subgroup
GL4(q") < GLgi(q). Then each m-space in W fixed by z corresponds to a 1-dimensional
subspace of the natural module for GL,4(q%). Since z is a scalar in GL,(¢"), it fixes every
I-space and thus 2 is the total number of 1-spaces in (IF,:)®. Therefore

e e e — 1
a:|::|751:|:k:|752:(q2_1
mlq q q
and this completes the proof of part (ii). O
Lemma 5.8. The conclusion to Proposition 5.6 holds if H = P;.

Proof. First observe that || = (¢" — 1)/(¢ — 1) and the maximality of H implies that
G < PTL,(q). Let z € G be an element of prime order r. In view of (4), we may assume
x € PGLy,(q) is semisimple or unipotent with v(x) = s (see Definition 4.6).

If r = p then Cq(z) is the set of 1-dimensional subspaces in the 1-eigenspace Cy (), so
qnfs -1 qnfs -1 1 qs -1
05 [ At S U Mt S
-1 -1 ¢ ¢ -1)
From here, it is straightforward to check that fpr(z) > (r + 1)~! if and only if s = 1 and
q = p, which is the case recorded in part (i) of Proposition 5.6.

[Ca(x)] =

Now suppose 7 # p. Let i > 1 be minimal such that r divides ¢* — 1 and note that r+1 < ¢'.

First assume ¢ = 1. If s = 1 then =z is of the form (w, I,,_1) (up to scalars) and
—1 2
¢ -1 1 (¢-1)
|Ca(z)| =1+ —-—, fpr(z)=-+———.

q—1 q q(¢"—1)
This is greater than (r + 1)~! if and only if » = ¢ — 1 (so either 7 = 2, or r is a Mersenne
prime) and this special case appears in part (ii) of Proposition 5.6. Now assume i = 1 and
s > 2. If n = 3 then z is regular, |Cqo(x)| = 3 and the result follows. For n > 4 we observe
that |Cq(x)| is maximal when z is of the form (wls, I,,_2), whence

2 n—2
-1 q¢"“-1
C <
Ca@)] < T3 + =

and we deduce that fpr(z) < (r +1)7L.

Finally, suppose r # p and i > 2. Here |Cq(z)| is equal to the number of 1-dimensional
subspaces in Cy(x), whence |Cq(z)| is maximal when = = (A, I,,_;) in the notation of [16,
Proposition 3.2.1]. Here the notation indicates that x preserves a decomposition V. =U & W,
acting irreducibly on the i-space U and trivially on W. This implies that |Cq(z)| is at most
(¢""" —1)/(q — 1) and the result follows since fpr(x) < ¢ O

Lemma 5.9. The conclusion to Proposition 5.6 holds if H = P, with 2 < m < n/2.

Proof. Here we identify ) with the set of m-dimensional subspaces of V' and we note that

m—1 ¢
ol CLu(g) ] -
q

"Gy () |GLy ()] Hom=r—y
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By applying [25, Lemma 2.1] we obtain
g™ < Q) < 2 (Cfl) g, (14)
q—

For m # n/2, notice that the maximality of H implies that G < PI'L,(q).

Let © € G be an element of prime order r. By arguing as in the proof of the previous
lemma, we may assume that either

(a) x € PGL,(q) is semisimple or unipotent; or
(b) m is even, m = n/2 and z is an involutory graph automorphism.
By combining [27, Proposition 3.1] with [27, Lemma 3.11(d)] we observe that
fpr(z) < 2¢™™. (15)
In particular, if (b) holds then fpr(z) < 1/3 unless m = g = 2. But in the latter case we have
Go = L4(2), which is excluded in Proposition 5.6 (for the record, fpr(xz) =3/7 > 1/3if z is a
symplectic-type graph automorphism, otherwise fpr(z) = 3/35). For the remainder, we may
assume = € PGL,(q) is semisimple or unipotent.
If r = p then (15) is sufficient unless m = ¢ = 2. Here n > 5 and we claim that |Cq(z)| is
maximal when z = (Jo, J'~2). To see this, suppose @ = (J§, J7~2%) with 1 < £ < n/2. If U is
a 2-space fixed by x, then either U C Cy(x) or U = (u,xu) with u € V' \ Cy (). Therefore,

Cala)l = 2@~ D@1 =1+ L (@ =1 - @ - 1))

and it is easy to check that this is maximal when ¢ = 1. This justifies the claim and we
quickly deduce that fpr(x) < 1/3 for all n > 5.

So to complete the proof, we may assume r # p. As usual, let ¢ > 1 be minimal such that
7 divides ¢" — 1. The bound in (15) implies that fpr(z) < q~', so we may assume i > 2. Note
that r divides t = (¢" — 1)/(q¢ — 1). There are two cases to consider.

First assume ¢ > m. Here |Cq(x)| is the number of m-spaces in Cy (z), whence z = (A, I,—;)
has the most fixed points and thus

n—1 —i—m
|Ca(x)] < [ " :| <2 <qq1> qm(n ).
q

By applying the lower bound on || in (14) we get

q —mi q —2i -1
f <21 —— mL2| —— <(t+1)7 .
. <q_1>q (q_1>q (t+1)

Now suppose 2 < i < m. Here the bound in (15) is sufficient unless m = ¢ and ¢ € {2, 3},
orm =1+ 1 and ¢ = 2. The groups with n < 6 can be checked directly with the aid of
MAGMA, so we may assume n > 7.

First assume m = ¢ and ¢ € {2,3}. Now dim Cy (z) = n — {i for some 1 < ¢ < |n/i] and
by applying Lemma 5.7(i) we see that |Cq(z)| is maximal when z = (A%, I,,_y;). Then by part
(ii) of Lemma 5.7 we get

oo = [* ] + 5

i ¢ -1

For ¢ =1, this implies that
q —42 -1
fpr(z) < 2 <1> ¢ <(t+1)
q—
and the result follows. Now assume £ > 2, in which case we compute

fpr(z) < Aq~l 4 9qilnA1=t), (16)
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Since n > 7,4 > 2 and 2 < £ < [n/i] we deduce that
gD §oggitn—t=i) < 4 =6 | 9 tn < 1
and thus (16) implies that fpr(z) < ¢~°.

A very similar argument applies when m =i + 1 and ¢ = 2. Once again we can reduce to
the case where o = (A*, I,,_s;) and Lemma 5.7 gives

n— bi n——0i __ il
Co(2)] = [ €]2+(2 1)(2 1)'

7+1 2 _ 1
Therefore
fpr(z) < 9—i(i+1)e+2 | g—i(n—i—1)+2
and by setting £ = 1 we deduce that fpr(z) < 27% < (r + 1)7! as required. O

In order to complete the proof of Proposition 5.6, we may assume G £ PT'L,,(¢) and H is
of type Pyn—m or GLp,(q) ® GLy—1,(¢q) (in both cases we have m < n/2).

Lemma 5.10. The conclusion to Proposition 5.6 holds if H is of type Py p—m or GLp(q) @
GLy—m(q)-

Proof. In both cases, we may identify Q with a set of pairs (U, W) of subspaces of V', where
dimU = m and dimW = n —m. For H = P, ;,_,, each pair (U, W) in Q satisfies the
condition U C W, whereas V =U @& W when H is of type GL,,(q) ® GL,—m(q). Let x € G
be an element of prime order r and note that (15) holds (see [27, Lemma 3.12(a)]).

By the usual argument, we may assume x is not a field or graph-field automorphism. Next
assume x is an involutory graph automorphism. Here (15) is sufficient unless m = 1, or
m = g = 2. In both cases, it is clear that |Cq(z)| is at most the total number of m-spaces in
V. Therefore, if m = ¢ = 2 then

1
Calall < 3] =g - et -
2|, 3

and we quickly deduce that fpr(z) < 1/3. For m = 1 we have |Cq(z)| < (¢" —1)/(¢ — 1) and
the same conclusion holds.

To complete the proof, we may assume z € PGL,,(q) is semisimple or unipotent. Since
x fixes a pair (U, W) € Q only if it fixes the m-space U, by applying Lemmas 5.8 and 5.9
we can immediately reduce to the case where m = 1 and «x is one of the elements arising in
parts (i) and (ii) in the statement of Proposition 5.6. Since |Cq(z)| is at most the number of
1-spaces fixed by x, we deduce that |Cq(z)] <1+ (¢" ' —1)/(¢ — 1) and one can check that
this bound is sufficient since r € {q¢ — 1, ¢}. O

This completes the proof of Proposition 5.6.

5.3. Unitary groups. Here is our main result for subspace actions of unitary groups. Note
that in part (ii), an involutory graph automorphism x of Gy = Uy(q) is said to be of
symplectic-type if Cq,(z) has socle PSp,(q).

Proposition 5.11. Let G < Sym(Q2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gy = Uy (q) with n > 3. Assume H is a subspace subgroup of
G. If x € G has prime order v, then either fpr(z) < (r +1)~1, or one of the following holds:
(i) H=P,r=3,nisodd, ¢ =2, x = (w,I—1) and
1 3
f =4+ —.
Pr(@) =7+ @1

(ii) H= Py, r=2,n=4, q € {2,3}, x is a symplectic-type graph automorphism and
fpr(z) =5/9 or 5/14 for ¢ = 2 or 3, respectively.
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(ii) H=P,, r=3,n=4, ¢=2, x = (wly, I2) and fpr(z) = 1/3.
(iv) H= Ny, r=3,nis even, ¢ =2, x = (w,In—1) and

1 3273 +41)

fpr(z) = = + 2T
priw) = 7+ ot —)

Lemma 5.12. The conclusion to Proposition 5.11 holds if H = Pj.

Proof. First observe that we may identify €2 with the set of 1-dimensional totally singular
subspaces of V' and note that

Q GU,(q) (" = (DM@ = ()"

Let € G be an element of prime order 7.

~ 2" 3GU,—2(q)]|GLy (42)] P —1

If = is a field automorphism, then r is odd, ¢ = ¢ and the usual argument via (4) applies.
Next suppose x is an involutory graph automorphism. As explained in the proof of [27,
Lemma 3.14] (see Case D), |Cq(z)| is at most the number of 1-dimensional subspaces of
(Fg)™, so |Ca(x)] < (¢™ —1)/(¢ — 1) and we deduce that

(¢"=Dg+1)
(¢" = (=1)") ("' = (=)~
One can check that this expression is at most 1/3 unless (n,q) = (3,3), in which case a

straightforward MAGMA calculation gives fpr(z) = 1/7. For the remainder of the proof, we
may assume z € PGU,,(q) is semisimple or unipotent.

fpr(z) <

First assume r = p and note that |Cq(x)| coincides with the number of totally singular
l-spaces in Cy(z). We claim that fpr(z) < (r+1)"" If & # (Jo, JI2) then dim Cy (z) < n—2
and one checks that the bound

Kbmﬂé[

yields fpr(z) < (¢4 1)~'. Now assume x = (Jo, JI"?). Here 2 preserves an orthogonal
decomposition V- =U L W, where x has Jordan form (J3) on the nondegenerate 2-space U.
Setting Cy(x) = (u), which is totally singular, we have

Ca(z) = {(u), (M +w) : A€ Fpe and (w) C W is totally singular}.
Therefore, |Cq(z)| = ag® + 1, where
(@" 2= (=D)" )" = (=)"?)
¢ —1

is the number of totally singular 1-spaces in W (this can also be computed via [25, Lemma
2.13(2)], noting that (u) is the radical of Cy (x)). It is now a routine exercise to check that
fpr(z) < (¢ +1)~! for all n and q.

Finally, suppose r # p and let i > 1 be minimal such that r divides ¢ — 1. We will adopt
the notation for semisimple elements given in [16, Proposition 3.3.2].

o =

First assume ¢ = 2, so r is odd, r divides ¢ + 1 and |Cq(z)| is equal to the total number of
totally singular 1-spaces in each eigenspace of Z on V' (where z is the image of € GU,(q)
modulo scalars). Since every eigenspace of Z is nondegenerate, it follows that |Cq(z)| is
maximal when z is of the form (w, I;,_1), in which case

qn72 o (_1)n

fpr(x) = ) (17)
If n is even, then it is straightforward to check that fpr(z) < (¢ +2)~! and the result follows.

On the other hand, if n is odd then the same conclusion holds if and only if ¢ > 3. Indeed, if
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q = 2 then r = 3 and
SR S N
PR =y T aen 11y
which corresponds to the special case recorded in part (i) of Proposition 5.11. If n is odd,
g =2 and z is any other element of order 3, then |Cq(z)| is maximal when z = (wlz, I;,—2)
and thus
(22 -1)(2+1) , 22412 ?-1)
22 -1 * 22 -1 '
It is easy to check that fpr(z) < 1/4.
Next assume i = 2 (mod 4) and i > 6. Note that r divides t = (¢"/2+1)/(¢+1) and |Cq(z)|
coincides with the number of totally singular 1-spaces in Cy (x). It follows that |Cq(x)]| is
maximal when z = (A, I,_;») and it is easy to check that fpr(z) < (t+1)! as required.

[Ca(z)] <

Now suppose i = 0 (mod 4), so 7 divides ¢”/? + 1. Once again, |Cq(z)| is the number of
totally singular 1-spaces in Cy (z) and thus elements of the form (A, A~% I,,_;) fix the most
points. Given this observation, it is straightforward to verify the bound fpr(z) < (¢*/2 4+2)~L.

Finally, suppose i is odd. First assume r = 2, so ¢ is odd and ¢ = 1. Here |Cq(z)| is
maximal when z is of the form (—1Iy, I,,_1), in which case (17) holds and it is easy to check
that fpr(z) < 1/3. Next assume r is odd and i = 1, so |Cq(x)| is maximal when z is of the
form ((A,A™9)¢, I,_oy) for some £ > 1. Here the l-eigenspace is nondegenerate, while the
other two eigenspaces are totally singular, whence

20 n—20 _ (_1\n n—20—1 _ (_1\n—1
|CQ(1:)|:2<22_11>+(Q (=1 )q(2q—1 =D)")

If n = 4 then |Cq(x)| is maximal when ¢ = 2, in which case |Cq(z)| = 2(¢> + 1) and
fpr(x) = 2(¢® + 1)~!. For n > 5 one can check that |Cq(z)| is maximal when ¢ = 1 and
it is plain to see that the same conclusion holds when ¢ > 3 (since in this case, |Cq(x)] is
just the number of totally singular 1-spaces in Cy (z)). Here x = (A, A79,I,,_9;) preserves
a decomposition V = (U @ Uy) L W, where U; and Uy are totally singular i-spaces and
W = Cy(zx) is nondegenerate (or trivial). Moreover, |Cq(x)| = a + 3, where « is the number
of totally singular 1-spaces in W and we set § = 2 if ¢ = 1 (since x also fixes the totally
singular 1-spaces U; and Us), otherwise 5 = 0. It is now straightforward to verify the bound
fpr(z) < ¢~ and the result follows. O

Lemma 5.13. The conclusion to Proposition 5.11 holds if H = P, with 2 < m < n/2.

Proof. Identify Q with the set of totally singular m-dimensional subspaces of V' and note that

o GUL(g) |
gmn=3m)|GUp—2m (q)||GLin (¢?)]

By applying [13, Proposition 3.9], we get
1

1
§qm(2n—3m) < |Q‘ <9 <q+ >qm(2n—3m)‘
q

Suppose z € G has prime order r. If n > 6 then [27, Proposition 3.15] gives
fpr(z) < ¢~ 1/2 4 9= (n=2) 4 g=2m (18)

As usual, the desired bound holds if z is a field automorphism. Next suppose x is an
involutory graph automorphism, so r = 2 and we may assume ¢ < 3 in view of Theorem
4.5. The groups with n < 5 can be checked using MAGMA, noting the two special cases that
arise when n =4, H = P, and z is a symplectic-type graph automorphism (see part (ii) in
the statement of Proposition 5.11). On the other hand, if » > 6 then the bound in (18) is
sufficient unless (n, ¢) = (6, 2), which we can handle using MAGMA (we get fpr(z) < 5/33, with
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equality if m = 3 and Cg,(z) = Spg(2)). For the remainder, we may assume = € PGU,(q) is
semisimple or unipotent.

First assume r = p. If n > 6 then the bound in (18) gives fpr(z) < (¢ + 1)~! unless
(n,q) = (6,2), which we can check using MAGMA. Now assume n € {4,5} and m =2. If p =2
and ¢ > 4 then Theorem 4.5 yields fpr(xz) < 1/3 as required, while the case ¢ = 2 can be
handled using MAGMA. Therefore, we may assume ¢ is odd.

For n = 4, we claim that |Cq(z)| < ¢® + ¢ + 1, which immediately implies that fpr(z) <
(g+1)1. To see this, first observe that Gy = PQg (¢) and the action of Gy on € is permutation
isomorphic to the action of P{); (¢) on the set I' of totally singular 1-dimensional subspaces
of the 6-dimensional orthogonal module W. The effect of this isomorphism on unipotent
elements is as follows:

(Jo, J7) = (J5, 1), (J3) = (J3,07), (s, 1) = (J3), (Ja) = (J5, ).

In particular, if x € Gy is sent to y € P§; (¢), then |Cq(x)| = |Cr(y)| is equal to the number
of totally singular 1-spaces in Cy(y). If dim Cy (y) < 2, then we deduce that |Cq(z)| < ¢+ 1.
In the remaining two cases, we can appeal to the analysis of unipotent elements in the
proof of Lemma 5.27, which allows us to conclude that |Cq(z)| = g+ 1 if x = (J2, J?) and
|Ca(z)| = ¢* + ¢ + 1 when = = (J2). This justifies the claim.

Next assume n = 5, so Q2| = (¢° + 1)(¢® + 1). First observe that |Cq(x)| = 1 when z =
(J3,J2), (Ja,J1) or (J5). Next let & = (Ja, J}). Here  preserves an orthogonal decomposition
V =Vi L Vs, where dim V; = 2 and Cy, (x) = (u) is totally singular. Then every space in
Cq(x) is of the form (u,w), where (w) is a totally singular 1-space in the nondegenerate
3-space Vs, and thus |Cq(z)| = ¢ + 1.

Suppose = = (J3, J?). Here we claim that

Ca(2)] < (¢ —1)° +q+1

which implies that fpr(z) < 1/(¢ + 1). To see this, write V = V; L V5 as an orthogonal
decomposition into nondegenerate spaces, where = has Jordan form (J3, J1) on V; and Va = (v)
is centralized by z. If (, ) is the defining unitary form on V, then we may assume (v,v) = 1.
Let U be a totally singular 2-space fixed by z. By our above analysis of the case n = 4, we
see that there are at most ¢ + 1 such spaces contained in Vj. Now assume U N Vj = (u) is
1-dimensional, so U = (u,w + v) for some w € (u)* NV} with (w,w) = —1. Here (u) has to
be the radical of the 2-space Cy, (z) and we calculate that there are (¢? — 1)? nondegenerate
l-spaces in the 3-space (u)®= N V;. This justifies the claim.

Finally, suppose x = (J3, J;). Here the claim is
Ca(@)] < (¢ = 1)(¢* = 1) +¢* +q+1,

which once again is sufficient. Write V = Vi L V,, where x has Jordan form (J2) on V; and
x centralizes Vo = (v). From our earlier work in the case n = 4, we see that x fixes ¢% + ¢ + 1
totally singular 2-spaces in V;. Now suppose U = (u, w + v) is a totally singular 2-space fixed
by z. Here (u) is contained in the totally singular 2-space Cy; (), so there are ¢® 4+ 1 choices
for (u). As before, there are (¢> — 1)? nondegenerate 1-spaces in (u)* N Vi, whence there are
at most (¢? + 1)(¢*> — 1)? totally singular 2-spaces fixed by z that are not contained in V.
The result follows.

Now assume 7 # p and let 4 > 1 be minimal such that r divides ¢* — 1. First assume 7 = 2.
For ¢ > 5, the bound in Theorem 4.5 is clearly sufficient and so we may assume g = 3. If
n > 6 then the bound in (18) is effective, while the remaining cases with n € {4,5} and m = 2
can be checked using MAGMA. Now assume 7 is odd. There are several cases to consider.

Case 1. 1 =2 (mod 4).
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First assume i = 2, so r divides ¢ + 1. If n > 6 then the bound in (18) is sufficient unless
(n,q) = (6,2), which we can handle directly using MAGMA. Now assume n € {4,5} and m = 2.
For n = 4, it is easy to check that |Cq(x)| is maximal when x = (wls, I3), whereas z = (w, Iy)
has the most fixed points when n = 5. Therefore, if n = 4 we have |Cq(z)| < (¢ + 1)? since
every nondegenerate 2-space contains g + 1 totally singular 1-spaces. Similarly, |Cq(x)| is
at most (¢> + 1)(¢ + 1) when n = 5, which is the number of totally singular 2-spaces in a
nondegenerate 4-space. One can check that these bounds yield fpr(z) < (g + 2)~! unless
(n,q) = (4,2). Here r = 3 and fpr(z) = 1/3; this special case is recorded in part (iii) of
Proposition 5.11.

Now assume i > 6. Note that r divides t = (¢*/? + 1)/(q + 1), so it suffices to show that
fpr(x) < (t+ 1)L If m > 4/2 then n > i and the bound in (18) implies that

fpr(z) < q /2 4 2q7 07D 4 g7
One can check that this yields fpr(z) < (¢t + 1)~! unless (i,q) = (6,2). But 2° — 1 does not
have a primitive prime divisor, so the case (i,q) = (6,2) does not arise. Now assume m < i/2.

Here |Cq(z)| is the number of totally singular m-spaces in the nondegenerate 1-eigenspace
Cy(z), which is maximal when x = (A, I,,_;/5). Therefore,

+1 m(2(n—t/2)—3m +1 m(2n—3m —mai
|cQ(x>|<2<qq>q (2(n-i/2)-3 >:2(qq>q 2n—am)

and the result follows since

1 .
fpr(z) < 4 (q—;) ¢ ()TN

Case 2. 1 =0 (mod 4).

Now suppose i = 0 (mod 4), so n > i and r divides ¢/ 4 1. First assume n € {4,741}, in
which case every element of order r is of the form (A, A79,1,,_;) and we see that |Cq(x)| = 2
if m = i/2, otherwise |Cq(z)| = 0. Therefore, fpr(z) < 4¢~"°/4, which in turn implies that
fpr(z) < (¢"/% +2)~! unless (n,q) = (4,2). In this special case, we have (m,r) = (2,5) and
we compute fpr(xz) = 2/27. For the remainder, we may assume n > i + 2.

If m > i/2 then the bound in (18) is sufficient unless ¢ = 2 and (n,7) = (6,4), (7,4),
(8,4) or (10,8). Each of these cases can be handled directly. For example, suppose (n,q,) =
(10,2,8), s0 r = 17, m € {4,5} and = = (A, A2, I3) preserves an orthogonal decomposition
V =(U;®Uy) L W, where U; and U; are totally singular 4-spaces and W = Cy (z). If m =4
then Cq(z) = {Uy, Uz} and the result follows. Similarly, if m = 5 then each space in Cq(z) is
of the form U; @ (w), where (w) C W is totally singular. Since W contains ¢ + 1 = 3 totally
singular 1-spaces, it follows that |Cq(z)| = 6 and once again the desired bound holds. The
other cases can be handled in a similar fashion (either by hand or via MAGMA).

Now assume m < i/2. Here |Cq(z)| is the number of totally singular m-spaces in Cy (z),
whence z = (A, A7, I,,_;) has the most fixed points. Working with this element, we compute

1 . .
fpr(z) < 4 (q;) < (g + 2)!

and the result follows.
Case 3. 1 odd.

Finally, let us assume 4 is odd. Suppose i = 1, so ¢ > 4 (since r is odd) and r + 1 < ¢. If
n > 6 then the bound in (18) is sufficient, so we may assume n € {4,5} and m = 2. We claim

that " )it
2(¢°+1) itn=>5
’Cﬂ(m)’g{ P?+3  ifn=4
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To see this, first observe that |Cq(z)| = 4 if x is regular, so we may assume z = (A, A79, [,,_2)
or (A,A=9)2 I,,_4). Now z = (A, A=% I,,_5) preserves a decomposition V = (U; ® Uz) L W
with W = Cy(z) and each totally singular 2-space fixed by z is of the form U; @ (w),
where (w) is a totally singular 1-space in W = Cy (). Therefore, |Cq(x)| is 2(¢> + 1) if
n =5 and 2(¢ + 1) if n = 4. Similarly, 2 = ((A,A9)2,I,_4) preserves a decomposition
V = (U ®Us) L W, where W = Cy(x) and = acts as a scalar on the totally singular 2-spaces
Uy and Us. Therefore, the totally singular 2-spaces fixed by x are Uy, Us and (u) @ (u’), where
(u) C Uy is an arbitrary 1-space and (u/) = Us N (u)*. This implies that |Co(z)| = ¢ + 3,
which is the total number of subspaces of U;. This justifies the claim and it is easy to check
that fpr(z) < ¢~ L.

Now assume i > 3, s0n > 2i > 6 and r divides t = (¢ — 1)/(q — 1). If n € {24,2i + 1}
then z = (A, A=9, I, o;) is the only possibility and it is easy to check that fpr(z) < (t +1)7!
since |Cq(z)| = 2 if m = i, otherwise |Cq(x)| = 0. Now assume n > 2i + 2. If m > i then
(18) is sufficient unless (n,q,7) = (8,2,3). Here m € {3,4}, r = 7 and the result follows since
|Cq(x)| < 6. Finally, suppose m < 4. In this case, |Cq(x)| is the number of totally singular
m-spaces in Cy(x) and we deduce that

q+1

fpr(z) < 2 < .

as required. O

>q—4mi < (t—l— 1)—1

Lemma 5.14. The conclusion to Proposition 5.11 holds if H = Nj.
Proof. We may identify (2 with the set of nondegenerate 1-dimensional subspaces of V and

we note that
_ [GUn(q)] _ " Ng" = (=1)")

IGUn-1(g)[IGU1(q)]| q+1 '
Let x € G be an element of prime order r. If x is a field automorphism, then the usual
argument applies. Next suppose z is an involutory graph automorphism. By embedding
GU,(q) in GL,(¢?), we may view x as an involutory field automorphism of GL,(¢?) and thus
|Cqo(z)| is at most the number of 1-dimensional subspaces of V' that are defined over F,. In
other words, |Cq(x)| < (¢" — 1)/(qg — 1) and the result follows unless (n,q) = (4,2). In the
latter case, we have || = 40 and using MAGMA we calculate that fpr(z) < 1/5.

jl

To complete the argument, we may assume = € PGU,(q) is semisimple or unipotent.
If » = p then |Cq(x)| is the number of nondegenerate 1-spaces in Cy (z). In particular, if
dim Cy () < n — 2 then |Cq(7)]| is at most (¢?"~* — 1)/(¢? — 1), which is the total number
of 1-spaces in an (n — 2)-dimensional vector space over Fg ., and we immediately deduce
that fpr(z) < (¢ + 1)~!. Now assume dimCy(z) = n — 1, so = (Ja, J{"?) preserves a
decomposition V = U L W into nondegenerate spaces, where dim U = 2 and Cy (z) = (u) W
with (u) totally singular. Then every nondegenerate 1-space in Cy (z) is of the form (Au+w),

where A € F 2 and (w) is a nondegenerate 1-space in W. Therefore,
qn—S(qn—2 _ (_1)n—2)
Co(z)] = ¢*
Catoll = ¢ (T
and once again it is straightforward to check that fpr(z) < (¢ + 1)~

For the remainder, let us assume 7 # p and z is semisimple. Let ¢ > 1 be minimal such
that r divides ¢* — 1 and set

i/2 if i =2 (mod 4)
j=<% i ifi=0(mod 4) (19)
2¢  if ¢ is odd.
First assume ¢ = 2, so r divides ¢ 4+ 1. Here the eigenspaces of & on V' are nondegenerate
(where z is the image of & € GU,(q) modulo scalars) and |Cq(x)| is the total number of
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nondegenerate 1-spaces in each eigenspace. As a consequence, we quickly deduce that |Cq(x)]
is maximal when = = (w, I,,—1), in which case

¢" " - (=) ) +g+1
qn—l(qn _ (_1)n)

and one can check that this is at most (g + 2)~! unless n is even and ¢ = 2. In this special

case we have r = 3 and

fpr(z) =

(20)

1 323 +41)
f; =4+ —=
pr(z) =7+ on—1(2n _ 1)’
so this is a genuine exception and it is recorded in part (iv) of Proposition 5.11. Let us also
observe that if n is even, ¢ = 2, r = 3 and v(x) > 2, then
-1+ -1)
g+1

(maximal if z = (wls, I,—2)) and it is easy to verify the bound fpr(z) < 1/4.

Ca(a)] < &L

Now assume i # 2. If r = 2 then |Cq(x)| is maximal when x = (—I,I,,—1), in which case
(20) holds and we deduce that fpr(z) < 1/3. Now assume 7 is odd. Here |Cq(z)| is the number
of nondegenerate 1-spaces in the 1-eigenspace Cy (z) and thus

¢" 7 g" 7 - (=1)")

q+1 '
For example, suppose i = 2 (mod 4). Here j = i/2 > 3, r divides t = (¢/ + 1)/(¢ + 1) and
|Cq(z)| is maximal when « = (A, I,—;), which gives the upper bound in (21). Moreover, it is
straightforward to show that fpr(z) < (t 4+ 1)7!. A very similar argument applies when i % 2
(mod 4) and we omit the details. O

[Ca(z)] < (21)

Finally, we complete the proof of Proposition 5.11 by handling the case where H is the
stabilizer of a nondegenerate m-space with m > 2.

Lemma 5.15. The conclusion to Proposition 5.11 holds if H = Ny, with 2 < m < n/2.

Proof. Let us identify ) with the set of nondegenerate m-dimensional subspaces of V' and
observe that n > 5 and

q— 1> 2m(n—m) |GU7L (Q)| 2m(n—m)
172 )¢ <10 = <q 22
(% = G @G (@) 2

(see Section 2 in [25], for example). Let = € G be an element of prime order r. If n > 6 then
[27, Proposition 3.16] gives

fpr(z) < 2¢~ M= 4 g~ (1) 4 g2lm/2] 4 = 2nmm), (23)

For integers a > b, it will be convenient to write f(a,b) for the number of nondegenerate
b-spaces in an a-dimensional unitary space over F,2. In particular, f(a, b) < ¢?ba=b) and
€ = f(n,m).

For an involutory graph automorphism x we have |Cq(x)| < [:@]q and by combining the
relevant bounds in (14) and (22) we deduce that

2
q —m(n—m) 1
f] <2 —— < -,
pr(z) (q_ 1) q 3

Field automorphisms can be handled in the usual way, so for the remainder we may assume
x € PGU,(q) is semisimple or unipotent.

First assume r = p. If n > 6 then the bound in (23) is sufficient unless ¢ = 2 and
n € {6,7,8}, or (n,q) = (6,3). All of these cases can be checked using MAGMA. Now
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assume n = 5, so m = 2. Here |Cq(z)| is maximal when x = (Jz,J;7) and we observe that
|29 N H| = a(2,9) + a(3,q) and |2%] = a(5, ), where

|GUa(q)l

D) = BEIGU, y(q)[CUx (g)]

is the number of transvections in GUy(q). Since fpr(z) = |2 N H|/|z%|, it is straightforward
to check that fpr(z) < (¢ + 1)1 as required.

For the remainder, let us assume z is semisimple. As before, let i > 1 be minimal such
that r divides ¢° — 1 and define j as in (19).

Suppose i = 2 (mod 4). We may write z = (x1, x2) in terms of an orthogonal decomposition
V =V; L V5 into nondegenerate spaces, where (z) acts homogeneously (and nontrivially) on
V1 with the additional property that V; and V5 have no common (x)-irreducible constituent.
If U is a nondegenerate m-space fixed by x, then U = U; L Uy and U; C Vj is fixed by x;. In
particular, U is fixed by y = (z1,1) and thus Cq(x) C Cq(y). Therefore, in the notation of
[16, Proposition 3.3.2], we may assume that x = (A, I,,_j,) for some £ > 1. Similar reasoning
shows that we may assume = = ((A, A=9), I,_;) when i # 2 (mod 4).

With this observation in hand, let us begin the main analysis by considering the case
i = 2. If m > 4 then the upper bound in (23) is sufficient, so we may assume m € {2,3} and
x = (wly, I,_¢). In terms of the f(a,b) notation introduced above, we have

Ca(z)] =Y f(t;m—k)- f(n—Lk)
k=0

and it is easy to check that fpr(z) < (g + 2)~!. For example, if m = 2 then we get
’CQ(QZ)’ < q4578 +q2n74 +q4n74878’

which is sufficient when combined with the lower bound on || in (22).

Next assume i = 2 (mod 4) and i > 6, in which case r divides t = (¢*/2+1)/(q+1). Suppose
m > i/2. Here (23) is sufficient unless ¢ = 6, m = 3 and either n =7 or (n,q) = (8,3) (note
that ¢ > 3 if ¢ = 6). These cases can be handled directly. For example, if (n,m,i) = (7,3,6)
then we may assume x = (A, I;) or (A2, I1). In the latter case, we compute

(GUs(q)| |GU.4(q)]
IGU1(¢%)]  1GU1(¢*)[|GU1(q)]

18

|zGo N H| = < 2q
and thus fpr(z) < 4¢ '8 since 29| > 1¢%. Finally, if m < i/2 then |Cqo(z)| is equal to the
number of nondegenerate m-spaces in Cy (), which implies that = (A, I,,_;/) has the most
fixed points. Therefore |Cq(x)| < f(n—1i/2,m) and we quickly deduce that fpr(z) < (t+1)7*
as required.

Now suppose i = 0 (mod 4), so 7 divides ¢”/? 4+ 1. If m > i then the bound in (23) is
sufficient. On the other hand, if m < i then we may assume x = (A, A™9, [,,_;), in which case
|Ca(z)| = f(n —i,m) and it is easy to check that fpr(z) < (¢"/2 +2)~L.

Finally, suppose i is odd. If ¢ = 1 then ¢ > 3 and for n > 6 one can check that the bound
in (23) is sufficient unless (n,m,q) = (6,2, 3). In the latter case, r = 2, |Cq(x)| is maximal
when z = (=11, I5) and we compute fpr(z) < 1/81. Similarly, if i = 1 and n =5 then m = 2
and |Cq(x)| is maximal when = = (=11, I4), in which case |Cq(z)| = f(4,1) + f(4,2) and we
obtain fpr(z) < ¢~!. Finally, suppose i > 3 and note that r divides ¢t = (¢ — 1)/(¢ — 1). If
m > 2i then it is easy to check that (23) is sufficient. For m < 2i we observe that |Cq(z)| is
maximal when z = (A, A79, I,_9;). Here |Cq(z)| = f(n — 2i,m) and it is straightforward to
verify the bound fpr(z) < (¢4 1)1 O

This completes the proof of Proposition 5.11.
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5.4. Symplectic groups. Next we turn to the subspace actions of almost simple symplectic
groups. Throughout this section, we assume G # PSp,(2)’, PSp,4(3) since PSp,(2)’ = Ag and
PSp,(3) = U4(2).

Proposition 5.16. Let G < Sym(Q2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gy = PSp,,(q) with n >4 and (n,q) # (4,2), (4,3). Assume
H is a subspace subgroup of G and let x € G be an element of prime order r. Then either
fpr(x) < (r+1)7L, or one of the following holds:

i) H=P,r=q=p,xz= (Jg,Jf_2) and

1 q(q" % —1)
fpr(z) = g+1 (¢g+1)(¢"—1)

(ii) H is of type O%(q), r = q =2, x = (Jo, Jf”iQ) and

1 2n/2—1 — ¢

(iii) H is of type O, (q), r =3, ¢=2, v = (w,w ', I,_2) and

1 3
f] =4+ —.
pr(z) =7 + 42772 1)
Note that in view of the proof of Lemma 4.13, we are free to assume that G < PT'Sp,(q)
when n = 4.

Lemma 5.17. The conclusion to Proposition 5.16 holds if H = P;.

Proof. First identify € with the set of 1-dimensional subspaces of V' (note that every 1-
dimensional subspace is totally singular) and observe that || = (¢" —1)/(¢—1). Let x € G
be an element of prime order r. The usual argument applies if x is a field automorphism, so
we may assume x € PGSp,,(¢) is semisimple or unipotent.

First assume r = p and recall that each J; block in the Jordan form of x on V has even
multiplicity if ¢ is odd. Here |Cq(x)| is equal to the number of 1-dimensional subspaces
of Cy(z), so |Co(x)| is maximal when z = (Jp, JI?). Working with this element, we get
|ICa(z)] = (¢! —1)/(qg — 1) and thus fpr(z) = (¢" - 1)/(¢" — 1). If ¢ # p, then it
is easy to check that this gives fpr(z) < (r + 1)7! as required. However, if ¢ = p then
fpr(z) > (¢ +1)~! and this case is recorded in part (i) of Proposition 5.16. Finally, if ¢ = p
and v(x) > 2, then |Co(x)| is maximal when 2 has Jordan form (J3,J7™*), in which case
|Ca(z)| = (¢""2 —1)/(q — 1) and we deduce that fpr(z) < (¢ +1)71.

For the remainder, let us assume r # p. If r = 2 then |Cq(x)| is maximal when x =
(—1I2,1,_2) and we compute

2 n—2
-1 q¢q" -1
C, = + )

This implies that fpr(z) < 1/3. Now assume r is odd and let ¢ > 1 be minimal such that r
divides ¢ — 1. Set j = 2i if i is odd, otherwise j = i. Note that if i > 2 then |Cq(z)| coincides
with the number of 1-dimensional subspaces in Cy (z). In particular, if 7 is even, then |Cq(x)]
is maximal when z = (A, I,,_;), so |Cq(z)] < (¢"7 —1)/(¢ — 1) and it is easy to check that
fpr(z) < (¢*/% + 2)~! as required. The same upper bound on |Cq(z)| holds if i > 3 is odd
(with equality if z = (A,A™, I,,_;)) and we deduce that fpr(z) < ¢~*. Finally, if i = 1 then
|Ca(z)| <2+ (¢"2—1)/(q — 1) and once again the result follows. O

Lemma 5.18. The conclusion to Proposition 5.16 holds if H = P, with 2 < m < n/2.
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Proof. Here we identify 2 with the set of totally singular m-spaces in V', so

1
- m(2n—3m+1)/2 _
54 <19l =

1Sp,(9)] < 2< q >qm(2n—3m+1)/2.
2n=3mAD/21Sp,, 5 (0)]|GLim(q)] qg—1

We may assume = € PGSp,,(¢) has prime order r. For n > 6, [27, Proposition 3.15] gives
fpr(z) < 2¢~ /270 4 /2 4 gm, (24)

First assume r = p. If n > 6 then one can check that the upper bound in (24) is sufficient
unless ¢ = 2 and n € {6, 8,10}, or (n,q) = (6,3). All of these special cases can be handled
using MAGMA. For example, suppose (n,q) = (6,2). If m = 2, then || = 315 and |Cq(z)| < 75
(maximal if x = (Ja, J{)), and for m = 3 we have || = 135 and |Cq(z)| < 39 (maximal if =
is an ag-type involution in the notation of [2]). In both cases, fpr(z) < 1/3 as required.

Now assume 7 = p and n = 4, so m = 2. If p = 2, then H is Aut(Gy)-conjugate to P
and so the result in this case follows from the proof of the previous lemma. For ¢ odd, we
can use the fact Gy = Q5(q) and the action of Gy on 2 is permutation isomorphic to the
action of Q5(g) on the set ' of 1-dimensional totally singular subspaces of the 5-dimensional
orthogonal module. In terms of the respective Jordan forms, this isomorphism induces the
following correspondence:

(Jo, J7) = (J5,1), (J3) = (J3,J7), (Ja) = (J5).

If x = (J4) then it is easy to see that |Cq(z)| = 1. In the remaining cases, we can appeal to
the proof of Lemma 5.22, which shows that |Cr(y)| = ¢+ 1 if y € Q5(¢) has Jordan form
(J2,J1), and |Cr(y)| = 2¢ + 1 if y = (J3, J?). In particular, |Cqo(x)| < 2¢ + 1 when ¢ is odd
and once again we deduce that fpr(z) < (¢ +1)7L.

Next suppose r = 2 and p is odd, so z is a semisimple involution. If ¢ > 5 then the bound
in Theorem 4.5 is sufficient, so we may assume ¢ = 3 (and thus n > 6 since we are excluding
the case (n,q) = (4,3)). Here the bound in (24) is sufficient unless (n,m) = (6,2), in which
case a MAGMA computation yields fpr(z) < 5/91.

For the remainder, let us assume r # p and r is odd. Let ¢ > 1 be minimal such that r
divides ¢* — 1. First assume i = 1, so ¢ > 4. If n > 6 then the bound in (24) is effective.
Similarly, if ¢ = 2 and n > 6, then the same bound is sufficient unless m = ¢ = 2 or
(n,m,q) = (8,4,2). In the latter case we have r = 3 and a MAGMA calculation shows that
fpr(z) < 1/51. Now suppose m =i =q =2,s0n > 6, r = 3 and x = (A%, I,,_o) for some
£ > 1. Let a be the number of totally singular 2-spaces in Cy (z). Then by arguing as in the
proof of Lemma 5.7(ii) we deduce that |Cq(z)| < a + (226 — 1)/3 and it is straightforward to
check that fpr(z) < 1/4.

Now assume ¢ € {1,2} and n = 4, in which case m = 2. If i = 1 then |Cq(x)| < 2(¢ + 1)
(maximal if x = (A,A71, I5)) and thus fpr(z) < ¢~ ! as required. Similarly, if i = 2 then
fpr(z) > 0 if and only if z = (A?), in which case |Cq(z)| = ¢ + 1 and we conclude that
fpr(z) < (¢+2)7".

Next suppose i > 4 is even. First assume m > 7, so n > 2i. Here one can check that the
bound in (24) yields fpr(z) < (¢"/2 4+ 2)~! unless i = 4 and (n,q) = (8,2), (8,3) or (10,2).
Each of these cases can be handled using MAGMA. Now assume m < 4. In this case, |Cq(z)|
coincides with the number of totally singular m-spaces in Cy (x), so by working with the
element x = (A, I,,—;) we deduce that

fpr(z) < 4 (qzl) q—mi < (qi/2 + 2)—1

and the result follows.
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Finally, let us assume i > 3 is odd. Note that r dlv1des t=(¢"—1)/(qg—1). If m < i then
it is clear that |Cq(z)| is maximal when z = (A,A™!, I,,_o;) and thus

fpr(z) < 4 <ql> P (t4+1)7h
Now suppose m > i. If n < 4i then © = (A, A~1, I,,_5;) is the only possibility and we have
|Ca(x)| = B + 2v, where [ (respectively, ) is the number of totally singular m-spaces
(respectively (m — i)-spaces) in Cy (z). Therefore,

Ca(a)] <2 (qq

- 1) qm(2n73m+l)/2 (q72im n 2q7i(2n72m+17i)/2)

and thus

fpr(z) < 4 (qql> (quim+2q7i(2n72m+17i)/2>.
One can check that this gives fpr(z) < (t +1)~! unless (n,m, q) = (6,3,2) and i = 3. Here
r =17, |Cq(z)| = 2 and the result follows.

To complete the proof, we may assume ¢ > 3 is odd with m > ¢ and n > 4¢. If m > ¢+1 then
one can check that the bound in (24) is sufficient unless (n,m,q,) = (12, 4,2,3). Here r =7
and either z = ((A,A™1)2) and |Cq(z)| = 0, or x = (A, A~L, Is) and |Cq(z)| = B+2 as above.
The reader can check that fpr(z) < 1/8. Finally, suppose m = 4. In this case, we find that (24)
is sufficient unless ¢ = 2 and 7 = 2° — 1 is a Mersenne prime. Here dim Cy (x) = n — 2m{ with
£>1 and it is straightforward to see that |Cq(x)| is maximal when z = ((A, A™1)%, I, o).
Then by arguing as in the proof of Lemma 5.7(ii), viewing z = ((A, A™!)?) as an element of
the field extension subgroup Spy,(2™) < Spyy,,(2), we deduce that

2mf —1
|cg(g;)|:5+2(2m_1>,

where 0 is the number of totally singular m-spaces in Cy (z). From here, the desired bound
fpr(z) < 27 quickly follows. O

Lemma 5.19. The conclusion to Proposition 5.16 holds if H = N,, with 2 < m < n/2 even.

Proof. Here n > 6 and we identify ) with the set of nondegenerate m-dimensional subspaces
of V. Note that

(n—m) _ |Spn(Q)| m(n—m)
q" <19 = < 2q .
ISP ()][SPp 1 (a)]
Let x € G be an element of prime order r. By [27, Proposition 3.16] we have

fpr(z) < 2¢~ V2D g2 g2 g g (nmm) (25)

where d = (2,q — 1). Our aim is to establish the bound fpr(z) < (r +1)~! with no exceptions.
By the usual argument, we may assume z € PGSp,,(q).

Suppose x is unipotent, so r = p. If m > 4 then it is easy to check that the bound in (25) is
sufficient unless (n,m,q) = (10,4,2). In the latter case, an easy MAGMA computation shows
that fpr(z) < 26/341 (maximal if = is a b; involution). Now assume m = 2. Here |Cq(z)| is
maximal when z = (Jo, J'~2) and we compute the bounds

N H| < (¢* = 1) + ("2 = 1), 29> ~(" - 1),

IS

whence
d(¢"* +¢* - 2)

q" —1

fpr(z) < <@+

and the result follows.

Now assume r # p and « is semisimple. Suppose r = 2. By inspecting the bounds in Theorem
4.5 and (25), we may assume m = 2 and ¢ = 3. The case n = 6 can be handled using MAGMA,
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so let us assume n > 8. Here one can check that |Cq(x)| is maximal when = = (—I3, I,_2),
which preserves an orthogonal decomposition V = U L W into nondegenerate spaces with
dim U = 2. In particular, Cq(z) comprises U and every nondegenerate 2-space in W, whence

SPy—2(3)|

1SP2(3)[[Spp—4(3)]

Cola)| =1+

and thus fpr(z) < 2/81.

To complete the proof, we may assume x is semisimple and r is odd. Let ¢ > 1 be minimal
such that r divides ¢ — 1. First assume i is even, so r divides ¢”/? + 1. By arguing as in the
proof of Lemma 5.15, we observe that |Cq(z)| is maximal when z is of the form (A, I,,_;) for
some £ > 1. If m < i then |Cq(x)| coincides with the number of nondegenerate m-spaces in
Cy(z), so |Cq(z)| is maximal when z = (A, I,,_;) and we deduce that fpr(z) < 2¢~™. This
yields fpr(z) < (¢”/2 +2)~! and the result follows.

Next assume m > i+ 2. Here one can check that the upper bound in (25) is sufficient unless
(n,m,i,q) = (14,6,4,2) or (m,i,q) = (4,2,2). In the former case, r = 5 and z = (A%, I14_4)
with 1 < ¢ < 3, and it is straightforward to verify the bound fpr(z) < 1/6 by computing
|2% N H| and |2%|. For example, if £ = 1 then

[Spe(2)] [Spg(2)]
[GU1(4)[[Sp2(2)] ~ [GU1(4)[[Spa(2)]
and |2¢| > 247, Similarly, if (m,4,q) = (4,2,2) then 7 = 3 and we have x = (A%, I,_o) with
1 << n/2. Here |29 > %22”6_352“ and for ¢ > 2 we compute

|29 N H| = < 216(28 + 1)

w0 < 5] 1Sp_i02) Spa@l ISPl
GU20)] [GU-2@[Spn )] [GU)[Sp:2)]  [GU12)]18p202)]
L 1542

|GU(2)[[Spy—20—4(2)]
< 92nl—302+( (274n+4€+8 | 9—2n-20410 2786) '

It is easy to check that this yields fpr(z) < 1/4 and a very similar argument shows that the
same conclusion holds when ¢ = 1.

To complete the argument when i is even, it remains to handle the case m = i. As noted
above, we may assume T = (AZ, I,,—me¢) and we compute

1 —L—m
’.I'G’ > 5qm£(2n L—ml+1)/2
SPm(@)] SPy—m (4)] SPy—m (4)]
IGUL(a™)] 1GUe—1(a™2)I18Pp—me(@)| ~ |GUe(a™?)[ISPp—sm—me(a)]

ml(2n—L—ml+1)/2 <qmﬁ+m27mfmn + qu25> '

29 N H| <

<q

It is straightforward to check that these bounds imply that fpr(z) < (¢"™/2 +2)~L.

Finally, suppose i is odd. If m < 2i then |Cq(x)| is the number of nondegenerate m-
spaces in Cy(z), which is maximal when z = (A,A™% I,,_5;). The reader can check that
fpr(z) < 2¢72™ < ¢ and the result follows. For m > 2i + 2 it is easy to show that the
upper bound in (25) is sufficient, so we may assume m = 2i. As noted above, we may also
assume that z = (A, A™1)*, I,,_,,,¢) and it is straightforward to show that

pr‘(CL‘) <8 (qu—i-mZ—m—mn + q—mQZ) ,
which yields fpr(z) < ¢~ O

Lemma 5.20. The conclusion to Proposition 5.16 holds if q is even and H is of type O, (q).
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Proof. Here H N Gy = O5(q) and || = ¢"/2(¢"? + €)/2. Let x € G be an element of prime
order r. As usual, we may assume = € PGSp,,(q).

First assume r = 2. If x = (Ja, J}'~2) is a bi-type involution then

20 = g e = 0, B = -

and thus fpr(z) = ¢"/271/(¢"/? + ¢). This is at most 1/3 if and only if ¢ > 4, so the case

q = 2 is an exception and it is recorded in part (ii) of Proposition 5.16. Now assume x € G is

an involution with v(x) = s > 2. By applying the bounds in the proof of [13, Proposition

3.22], we deduce that fpr(z) < 4¢~*%, which is sufficient unless s = ¢ = 2. If = ay then
105,(2)] 1

G _ _ T (on—2 _ n/2—2 n/2
H| = = 2 1)(2 2
N H = o, @ @) 3 YR —e)

and

G ‘Spn(2)| 1 n—2 n
= =—(2 -DE2" -1
= s, @ 30 e
which yields fpr(z) = (27/272 4+ €)/(2"/2 4+ €) < 1/3 (with equality if (n,€) = (6,+)). A similar
calculation shows that the same conclusion holds when = = c¢s.

|z

For the remainder, let us assume r is odd. As usual, let 4 > 1 be minimal such that » divides
¢’ — 1. First assume i is even and write = (I, A, ..., A{"), where e = dim Cy (z). If e = 0
then by computing |2¢° N H| and |2%°| we deduce that |Cq(z)| = 1 and fpr(z) < (¢"/? 4 2)~!
as required. Now assume e > 0, so we may view Cy (z) as a nondegenerate orthogonal space
of type € and we get

¢ r(w) _ qe/2(q6/2 —|—6/) S q(n—i)/Q +1
p qn/Q(qn/Q —|—6) = qn/Q -1

since e < n—i. One can now check that this bound gives fpr(z) < (¢"/242)~" unless i = ¢ = 2.

Here r = 3 and we quickly reduce to the case where = (A, I,,_2). If € = + then ¢ = — and
we obtain fpr(z) < 1/4. However, if € = — then ¢ = + and we compute
1 3
f ==+ ——.
pr(z) =7 + 4272 1)

The latter case is recorded in part (iii) of Proposition 5.16.

Finally, suppose i is odd. As above, if e = 0 then [Cq(z)| = 1 and we deduce that
fpr(x) < ¢~". Similarly, for e > 0 we get

e/2(e/2 n/2—i
gt i (dT+1 i
f 4 TY T )«

and the result follows. O

5.5. Odd dimensional orthogonal groups. We begin our analysis of subspace actions of
orthogonal groups by handling the groups with socle Gy = €,,(¢q), where ng is odd. Note that
we may assume n > 7 since Q3(q) = La(q) and Q5(q) = PSpy(q).

Our main result is the following. Note that in part (i), 2 € SO, (q) is an involution of type
(—=Ip—1,11) with a plus-type (—1)-eigenspace. Whereas in part (ii), the (—1)-eigenspace of =
is a minus-type space.

Proposition 5.21. Let G < Sym(Q2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gy = Q,(q), where n > 7 and q is odd. Assume H is a
subspace subgroup of G. If x € G has prime order v, then either fpr(z) < (r4+1)~1, or one of
the following holds:
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(1) H= Pl; r= 2: q= 37 T = (_Inflall)+ and

2
f -
prie) = 3+ 350 /2+1)

(ii) H=N;,r=2,q=3,v=(— nl,Il)

1 2(3” /24 1)
for(@) = 3+ s EgEnz - 1)

Lemma 5.22. The conclusion to Proposition 5.21 holds if H = P.

Proof. As usual, we identify 2 with the set of 1-dimensional totally singular subspaces of V',
noting that

S0 (@ICLi ()] a1
Let « € G be an element of prime order r. By arguing in the usual fashion, we may assume
x € SO, (q) is semisimple or unipotent.

First assume r = p, in which case |Cq(z)| is the number of totally singular 1-spaces in
Cy (x). Let us also recall that each J; block in the Jordan form of = on V' has even multiplicity
if  is even. If 2 = (JZ, J7™*) then Cy (x) = U @ W, where U is a totally singular 2-space and
W is a nondegenerate (n — 4)-space, and we compute

2 n—>o n—3
=1 5 (q""=1\ ¢"7-1
Catall =1 (T ) = T

Similarly, if z = (J3, JI"?) then Cy(x) = (u) @ W, where u is totally singular and W is
nondegenerate of dimension n — 3. Here Cq(x) comprises (u) and every 1-space of the form
(M~ w), where (w) C W is totally singular and A € F,. Therefore, |Cq(x)| is maximal when
W is a plus-type space and in this situation we get

|Ca(z)|=1+q <(q(n_5)/2 (" 1)> .

qg—1
In both cases, it is easy to check that fpr(z) < (¢ + 1)~!. If z is any other unipotent element
of order p, then dim Cy (z) < n — 4 and the bound |Cq(z)| < (¢"* —1)/(q — 1) is sufficient.

Now assume 7 # p. If r = 2 then |Cq(x)| is maximal when = € SO, (¢) is an involution of
the form (—1I,_1, ;) with a plus-type (—1)-eigenspace. Here

(g™ 9/ + 1)(g" D/ - 1)
qg—1

[Ca(x)] =

and thus (n3)/2 (n1)/2
fpr(z) = ( q”_)1<— . )

For ¢ > 5 it is easy to check that this is at most 1/3 and the result follows. On the other
hand, if ¢ = 3 then

fpr(z) = ! + N
3 3(3n=1/2 4 1)
and this special case is recorded in part (i) of Proposition 5.21. Note that if ¢ = 3 and x
is any other involution, then |Cq(z)| is maximal when x = (—I,_1, ;) has a minus-type
(—1)-eigenspace, in which case

|Ca(z)] = %(3(”—3)/2 _ 1)(3(n—1)/2 1)
and we conclude that fpr(z) < 1/3.

To complete the proof, we may assume z is semisimple and r is odd. Let ¢ > 1 be
minimal such that r divides ¢" — 1. Note that if i > 2 then Cq(z) comprises the totally
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singular 1-spaces in the nondegenerate space Cy (x). First assume i is even. By the previous
observation, it follows that |Cq(z)| is maximal when x = (A, I,,—;), in which case |Cq(x)| =
(¢" "' —1)/(¢ — 1) and it is easy to check that fpr(z) < (¢"/2 + 2)~'. Similarly, if i > 3 is
odd then |Cq(z)| < (¢" %! —1)/(g — 1) and we obtain fpr(z) < ¢*. Finally, if i = 1 then
|ICa(z)] = 2+ (¢" 3 —1)/(¢ — 1) (maximal when = (A,A~!, I, 2)) and once again the
desired bound holds. g

Lemma 5.23. The conclusion to Proposition 5.21 holds if H = Py, with 2 < m < n/2.

Proof. Here € is the set of totally singular m-spaces in V' and we have

lqm(Qn—Sm—l)/Z < |Q| _ ‘SOTL(QN < qu(Qn—?)m—l)/Q‘
2 g =3m=1/2IS0;, 2 (q)]|GLim(q)]

Let € G be an element of prime order r. As usual, we may assume = € SO,,(¢) is semisimple
or unipotent. By [27, Proposition 3.15] we have

fpr(z) < 2¢~"3/2 4 g~ (=D/2 4 gmm (26)

If r = p then the bound in (26) is sufficient unless (n,q) = (7, 3), in which case a MAGMA
computation yields fpr(z) < 37/280. Similarly, if » = 2 and p is odd, then the bound in (26)
is sufficient unless (n,m,q) = (7,2,3), where we obtain fpr(z) < 1/7 by a straightforward
MAGMA calculation.

Finally, suppose r # p and 7 is odd. Let ¢ > 1 be minimal such that 7 divides ¢* — 1. If i < 2
then it is easy to check that the bound in (26) is always sufficient, so we may assume i > 3.
Suppose i > 4 is even. If m >4 then n > 2i + 1 and (26) implies that fpr(z) < 2¢~¢ + 2¢' 7,
which in turn is less than (¢"/2 + 1)~! unless (n,q,7) = (9,3,4). Here = 5 and one checks
that the previous bound yields fpr(z) < 1/6. On the other hand, if m < i then |Cq(z)| is the
number of totally singular m-spaces in Cy (z), whence

’CQ(IL')’ < 2qm(2n73m71)/2 . qui

(maximal when z = (A, I,,_;)) and thus fpr(z) < 4¢~™ < (¢"/? +2)~.
Similar reasoning applies when i > 3 is odd. First note that r divides t = (¢ — 1)/(q — 1).

Now, if m < i then |Cq(x)| is maximal when x = (A, A=!, I, _5;), in which case

’CQ(%‘)’ < 2qm(2n73m71)/2 . q72mi
and we get fpr(z) < 4¢72™ < (t +1)~! as required. Now assume m > i. If n = 2i + 1 then
m =1, v = (A,A"1, 1) and |Cq(x)| = 2. Similarly, if n = 2i + 3 then x = (A, A~!, I3) and
either m =i and |Cq(x)| =2, or m =i+ 1 and |Cq(z)| = 2(¢ + 1). In each of these cases,
the desired bound holds. Finally, if n > 2i 4+ 5 then the bound in (26) is sufficient. O

Lemma 5.24. The conclusion to Proposition 5.21 holds if H = Nj.

Proof. First identify  with the set of nondegenerate 1-spaces U such that U~ has type € (in
this situation, we will refer to U itself as an e-type 1-space). Note that

SO, (q 1 .. _
Q] = | 6n( ) L n=n2(gm=nr2 | oy
21505, 1 (g)] 2
Let € G be an element of prime order r. We may assume x € SO,(q) is semisimple or
unipotent.

First assume r = p and note that |Cq(x)| coincides with the total number of e-type 1-spaces
in Cy (z). In particular, if dim Cy (z) < n — 3 then |Cq(z)| is at most (¢" 3 —1)/(¢ — 1) and
it is easy to check that fpr(z) < (¢ + 1)~'. Therefore, we may assume = = (J3, %) or
(J3, J{”—?’). In the former case, we compute

SO5-1(9)] 12 [SOn(q)|

Y NH| = ) =
O H = sy () 1508 () @ 7[Sp2(0)/[SOn—4(q)]
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and we obtain fpr(z) < (¢ + 1)7!. A very similar calculation establishes the same bound
when z = (J3, J7?).

Now assume 7 # p. First we handle the case r = 2. Let © = (—1I,—1,I1) be an involution
with a minus-type (—1)-eigenspace. If € = 4 then

SO, (a)| 2] = [SOn(q)]

G
" NH| = —71———, = ol
= 580, () 2150, (@)

and we compute fpr(z) = ¢! < 1/3. Similarly, if ¢ = — then

] r(x) B 2+q(n—3)/2(q(n—1)/2 + 1)
PR = DDz _ 1)

which is at most 1/3 if ¢ > 5. However, if ¢ = 3 then one checks that fpr(z) > 1/3 and so this
case is recorded in part (ii) of Proposition 5.21. Now if = is any other involution, then |Cq(z)|
is maximal when x = (—1I,,_1, ;) with a plus-type (—1)-eigenspace and it is straightforward
to check that fpr(z) < 1/3.

Finally, let us assume x is semisimple and r is odd. Let ¢ > 1 be minimal such that r divides
q* — 1 and note that |Cq(z)| is maximal when x = (A, I,,_;) (for i even) or z = (A, A™%, I,,_9;)
(for ¢ odd). If we fix such an element x, then |Cq(x)| is the number of €-type 1-spaces in
Cy (z), where ¢ = € if i is odd, otherwise ¢ = —e. For example, if i is even and € = +, then
x preserves an orthogonal decomposition V = U 1L W, with x acting irreducibly on the
minus-type i-space U. It follows that |Cq(z)| is the number of nondegenerate 1-spaces in
W = Cy(x) with a minus-type orthogonal complement in W, whence ¢ = —. By setting
j=1iifiis even and j = 2i if 7 is odd, we deduce that

|Ca(x)] < %q(n—j—l)ﬂ(q(n—j—l)ﬂ + 6/)‘

For i even, it is easy to check that this bound implies that fpr(z) < (qi/ 2+ 2)7L. Similarly, if
i is odd then we obtain fpr(z) < ¢~ " O

Lemma 5.25. The conclusion to Proposition 5.21 holds if H = Ny}, with 2 < m < n/2.

Proof. Recall that if m is even, then we may identify €2 with the set of nondegenerate m-spaces
of type n € {+, —}. Similarly, if m is odd then we take Q to be the set of nondegenerate
m-spaces U such that U has type 7. If m is even, then

L( q (n—m) [SOn(q)| (n—m)
- m(n—m 0 = m(n—m
i <q+1)q < 1= 5507 ()80 mia)] ~*

and it is easy to check that the same upper and lower bounds on || are also valid when m
is odd. Let = € G be an element of prime order r. As usual, we may assume x € SO, (q) is
semisimple or unipotent. By [27, Proposition 3.16] we note that

fpr(x) < 2q—(n—3)/2 _|_q—(n—1)/2 +q—m _i_q—(n—m—oc)/Q’ (27)

where o = 1 — 7 if m is odd, otherwise o = 1.

First assume r = p. If n > 9 then the bound in (27) is sufficient, so let us assume n = 7. If
m = 2, or if m = 3 and n = +, then one checks that (27) is effective if ¢ > 7, while the cases
q € {3,5} can be checked using MAGMA. Now assume m = 3 and n = —. Here we find that
|Cq(z)| is maximal when x = (J3, J{) and we compute
SO (a)| , ISOs(q)] _ 1, 5 2

= —(¢*-1
SO 1
|1,G‘ _ ’ 7(Q)‘

~ 250, (g 2 VY

which immediately implies that fpr(z) < (¢ +1)7%.

|29 N H| =
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If r = 2 then the bound in (27) is sufficient unless (n,q) = (7, 3); in the latter case, we can
use MAGMA to show that fpr(z) < 1/3.

Finally, suppose r # p and 7 is odd. Let i > 1 be minimal such that r divides ¢* — 1. First
assume 7 is even. As in previous cases, we are free to assume that x = (AE, I,,_y;) for some
> 1. If m <i then |Cq(x)| is the number of n-type m-spaces in Cy (z), which is maximal
when x = (A, I,,—;) and we deduce that

1 . A
o) <4 (L5 ) g < (@2 4007

For m > i one checks that the bound in (27) is sufficient unless n = 2m+1 and m € {i,7+1}.
Suppose n = 2m + 1 and m = ¢ + 1. Here m is odd and there are three cases to consider.
If x = (A, I42) then
1SOm(q)] 1SO;,41(9)] < g
GUL(@/2)] SO, "(9)[|GU1(¢"/2)]

and by estimating |2%| we deduce that

1 .
fpl‘(l‘) <9 <(]+> q—m2+m+1/2 < (qz/2 +2)—1.
q

Similarly, one can check that the same conclusion holds if x = (A2, I3). Finally, if n = 7 and
x = (A3, I1) then

|z¢o N H| =

SOs(a)l 104 (9)]
IGU1(g)|  |GU2(q)]
and the result follows since [z%| > (g +1)71¢!3.

< 2q4

|z N H| <

Now assume n = 2m + 1 and m = i, in which case x = (A, I;p41) or (A%, I}). If 2 = (A% I1)

then
1Om(@)|  [SOm41(q)] m(m—1)
|GUL(¢m/2)]  |GU(g™/?)]

|IGOQH‘< < 2q

and we deduce that .
fpr(z) < 4 (q—(’l_> " < (¢ +2)71

One can check that the same conclusion holds when = = (A, I;y11).

A very similar argument applies when i is odd. If m < 2i then |Cq(z)| is maximal when
r = (A, A7, I, 9;) and we deduce that

1 . .
fpr(z) < 4 (q—i_> g im < gt
q

For m > 2i, one can check that the bound in (27) is sufficient unless n = 2m + 1 and
m € {2i,2i+ 1}. The analysis of these remaining cases is essentially identical to the argument
given above in the analogous cases with i even. We leave the reader to check the details. [

5.6. Even dimensional orthogonal groups. To complete the proof of Theorem 5.1, it
remains to handle the subspace actions of the even dimensional orthogonal groups.

Our main result is Proposition 5.26 below. Note that in part (v), we write z = (—1I,,_1, 1)’
to denote a semisimple involution such that Cy(x) = (v) has discriminant ¢ € {{J, X} (that
is, if @ is the defining quadratic form on V, then Q(v) € Fy is a square if 6 = [J and a
nonsquare if § = X). Also note that in part (ii), both (—=I,_1, I;)” and (—=I,,_1, I;)* have the
same number of fixed points on {2, so there is no need to specify a label.

Proposition 5.26. Let G < Sym(Q2) be a finite almost simple primitive permutation group
with point stabilizer H and socle Gy = P (q) with n > 8 even. Assume H is a subspace
subgroup of G. If x € G has prime order r, then either fpr(xz) < (r + 1)1, or one of the
following holds:
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(i) H=P,r=q=2, x = (Jo, J?_Q) and

; r(x) B 1 N 2n—2 o 6271/2—1 -9
PR = 3 T 32T o) (202 —¢)
(i) H=P,e=—,r=2,q=3,x=(—1I,-1,11) and
1 2
f =4+ —.
Pri@) = 3+ 3@z
(iii) H=P,e=—,r=3,q=2, 2 = (w,w !, I, o) and
1 3
fpr(z) = - +

4 40202 +1)
(IV) H = P27 (6,7’L, q) = (+7874)7 r= 5; T = (w>w_17[6) or (("‘)I47W_1I4); and fpr(a:) = 1/5
(v) H=Ny,r=2,q=3, 2 = (—I,_1,11)° and

1 4 .
3+ 3@ ife=+
fpr(x):{ s F s

1, 2B e
3 + 3n/271(3n/2+1) ’LfE -

where 6 =X if e = 4, otherwise § = .
(vif H=Ny,r=q=2,2= (JQ,J?_Q) and

. ( ) 1 N on/2—1 +e
r(x) = -+ —rn—.
P 37 3(2n/2 ¢
(vii) H=Ni,e=+,r=3,q=2, 2 = (w,w !, I, o) and
1 3
f =t —
priz) = + 4(2n2 _ 1)

The proof of Proposition 5.26 will be given in the sequence of lemmas presented below.
In the proofs, we will sometimes write ¢ to denote an orthogonal ¢-space of type n. For
example, if e = — then V =U L W =27 | (n—2)~ denotes an orthogonal decomposition
of V into nondegenerate spaces, where U is a plus-type 2-space and W is a minus-type space
of dimension n — 2.

Lemma 5.27. The conclusion to Proposition 5.26 holds if H = P;.

Proof. Identify 2 with the set of totally singular 1-dimensional subspaces of V' and note that

0 = SO5,(a)| _ @ @ o)
¢" 2805, 5(q)[|GLa(q)| qg—1

Let € G be an element of prime order r. If Gy = PQ{ (¢) then the maximality of H implies
that G' does not contain any triality automorphisms (see [29] or [7, Table 8.50], for example).
Since field and graph-field automorphisms can be handled in the usual manner, we may
assume = € PGO;,(¢) is semisimple or unipotent.

First assume r = p, in which case |Cq(x)| is equal to the number of totally singular 1-spaces
in Cy (). In particular, if dim Cy(z) < n — 3 then [Cq(z)| < (¢"2 —1)/(¢ — 1) and we
quickly deduce that fpr(z) < (g + 1)~!. Therefore, we may assume dim Cy (x) > n — 2 and
we will consider the cases p = 2 and p odd separately.

Suppose p = 2 and note that the condition dim Cy (x) > n—2 implies that x is of type by, as
or ¢ in the notation of [2]. First assume z = (Ja, JI'"2) is a by-type involution, which fixes an
orthogonal decomposition U 1. W = 2% 1 (n — 2)¢ of the natural module. Here Cy(z) = (u)
is nonsingular and we may assume Q(u) = 1. Then Cq(z) comprises the set of totally singular
1-spaces in W, together with the spaces (u+ w), where (w) C W is nonsingular and Q(w) = 1.
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It follows that |Cq(x)| coincides with the total number of 1-dimensional subspaces of W and
thus
n/2—1 _

€

fpr(z) = 4

' 28
e (25)

If ¢ > 4 then it is easy to check that fpr(z) < 1/3. However, it ¢ = 2 then fpr(z) > 1/3 and
this case is recorded in part (i) of Proposition 5.26.

Now assume = = (J3,J" %) is of type ag or ca. We claim that fpr(z) < 1/3. If = ag
then z fixes an orthogonal decomposition U L W = 4% 1 (n — 4)¢ with Cy(z) = (u1,uz)
totally singular. It follows that Cq(x) comprises the set of 1-dimensional subspaces of Cp(x),
together with every 1-space of the form (u + w), where u € Cy(z) and (w) C W is totally
singular. Therefore,

n/2—3 n/2—2 __
’CQ(x)’:qQ <(q +€)(g 6)) T+l
g—1
Similarly, if z = ¢ then z fixes a decomposition Uy L Uy L W =27 1 27 1 (n—4)"¢
with Cp,(z) = (u;) and Q(u;) = 1. Here Cq(x) comprises the spaces (A(u1 + ug) + w) and
(u+w'), where A € F, and w,w’ € W, u € (u1,ug) are vectors such that Q(w) = 0 and
Q(w") = Q(u) = 1. Let a be the number of totally singular 1-spaces in W. Then there are
1 + ga spaces of the form (\(u1 + ug) +w) and there are ¢((¢"~* —1)/(¢ — 1) — «) spaces of
the form (u 4+ w'), whence

n—4 1

In both cases, it is easy to check that fpr(z) < 1/3.

Next assume r = p > 2. Since we are free to assume dimCy(z) > n — 2, it follows
that 2 = (J3,J7%) or (J3,J73) because every even size Jordan block must occur with
an even multiplicity. First assume x = (J22, J{L_4), which fixes an orthogonal decomposition
ULW=4%1 (n—4)° with Cy(z) = (u1,us) totally singular. Then Cq(z) comprises every
1-dimensional subspace of (uj,u2), together with the 1-spaces (u+w), where u € (uy,u2) and
(w) C W is totally singular. Therefore, if o denotes the number of totally singular 1-spaces
in W, then |Cq(z)] = ag® + ¢+ 1 and it is easy to check that fpr(z) < (¢ + 1)~ Now
assume z = (J3, J'%), fixing a decomposition U L. W =3 L (n — 3) with Cy(x) = (u). Here
Ca(x) comprises (u) and (Au + w), where A € F, and (w) is a totally singular 1-space in W.
Therefore, |Co(z)| = q(¢"* —1)/(¢ — 1) + 1 and once again the desired bound holds.

For the remainder, we may assume r # p. Suppose r = 2 and note that the bound in
Theorem 4.5 is sufficient if ¢ > 5, so we may assume ¢ = 3. Here |Cq(z)| is maximal when z
is of the form (—1I,_1, I1); there are two such conjugacy classes and elements in both classes
have the same number of fixed points. We get |Cq ()] = (¢""2 —1)/(g — 1) and thus (28)
holds. One can now check that fpr(z) < 1/3 unless (¢, q) = (—, 3), which is the case recorded
in part (ii) of Proposition 5.26. Now, if (¢,q) = (—,3) and z is some other involution, then
|Cq(z)| is maximal when 2 = (—1I,,_9, I3) with a plus-type (—1)-eigenspace and we compute

Cala)] = 53727 + 1)E* 1),

which coincides with the number of totally singular 1-spaces in the (—1)-eigenspace of x.
Once again, it is easy to check that fpr(z) < 1/3.
To complete the proof, suppose r # p and r is odd. As usual, let ¢ > 1 be minimal such

that r divides ¢° — 1. Note that if i > 2 then |Cq(z)| is the number of totally singular 1-spaces
in CV (ZL‘)
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First assume i is even. By the previous observation, |Cq(z)| is maximal when x = (A, I,,_;),
in which case
(q(n—i)/Z—l _ 6)(q(n—i)/2 + 6)
qg—1
and one can check that this bound yields fpr(z) < (¢*/? +2)~! unless e = — and ¢ =i = 2.
Here r = 3 and we get

[Ca(z)| <

fpr(z) = = + ——

r(r)=-4+———.

P 47 422 41

This special case is recorded in part (iii) of Proposition 5.26. If ¢ = —, ¢ = i = 2 and

x is any other element of order 3, then |Cq(r)| is maximal when x = (A2, I,_4). Here
|Co(x)| = (27/273-1)(2"/2724+1) is the number of totally singular 1-spaces in a nondegenerate
minus-type space of dimension n — 4 and we quickly deduce that fpr(z) < 1/4.
Now assume i is odd. Here |Cq(7)| is maximal when x = (A, A™1, I,,_5;), in which case
|Cao(z)| = o + 8, where
(q(n72i)/271 + 6)(q(ani)/Z _ 6)

o =

q—1
is the number of totally singular 1-spaces in C’V'(:z:) and we set 8 = 2 if ¢ = 1, otherwise g = 0.
It is straightforward to check that fpr(z) < ¢7* and the result follows. O

Lemma 5.28. The conclusion to Proposition 5.26 holds if H = P, with 2 < m < n/2.

Proof. For m < n/2 we identify 2 with the set of totally singular m-spaces in V. On the
other hand, if m = n/2 then € = 4+ and we identify © with one of the two Gg-orbits on the
set of totally singular m-spaces (the actions of G on each orbit are permutation isomorphic,
so it does not matter which orbit we choose). Note that

SOL(9)]
gm(n=3m=D72[SO . (¢)[|GLm(q)]

n—2m

9 =

if m < n/2, whereas

1051 (9)]
2¢"("=2)/8|GLy 12 (q)]

9 =

if m = n/2. In particular, we have

1 q m(2n—3m—1)/2 2n—3m—1)/2
- — < |Q] < 4gmn=3m=1/ 29
3 (5 ) < 19 (20)
for all m. Note that if Gy = PQ)d (¢) then we may assume m € {2, 3} since the action of G on
each orbit of totally singular 4-spaces is permutation isomorphic to its action on the set of

totally singular 1-spaces, which was handled in the previous lemma.

Let x € G be an element of prime order r. As usual, we may assume x is not a field or
graph-field automorphism. If

(n,q) €{(8,2),(8,3),(8,4),(10,2), (12,2)} (30)
then the desired result can be checked directly using MAGMA, so for the remainder we will
exclude these cases from the analysis. By [27, Proposition 3.15] we have

pr‘((L’) < 2q7(n7272a)/2 +q7(n72a)/2 _i_qu’ (31)

where a = 1 if € = 4, otherwise a = 0. This bound immediately implies that fpr(z) < 1/3
and so we may assume r is odd. In addition, we note that fpr(z) < 1/4if n =8 and ¢ > 4,
which handles the special case where Gy = PQJ (¢) and z is a triality graph automorphism.
In particular, for the remainder we may assume x € PGOS (¢) is semisimple or unipotent.

If » = p > 2 then the bound in (31) implies that fpr(z) < (¢ + 1)~!, so we may assume
r # p and r is odd. Let i > 1 be minimal such that 7 divides ¢* — 1. There are two cases to
consider, according to the parity of i.
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First assume i is even. If m < i then |Cq(z)| is maximal when 2 = (A, I,,—;), in which
case |Cq(x)| is the number of totally singular m-spaces in the (—e¢)-type space Cy (z). By
applying the bounds in (29), we deduce that

1 , .
o) <8 (151 ) g < (g2 4
q
and the result follows. If m > i 4 1 then one can check that the bound in (31) is sufficient
(recall that we may exclude the cases in (30)). Therefore, we may assume m = i. If n > 2m+4
then (31) is sufficient unless m = ¢ = 2, in which case 7 = 3 and x = (A%, I,_o) for some
¢ > 1. In addition, we may assume n > 14 (see (30)). Let 8 be the number of totally singular
2-spaces in Cy (x ) If £ =1 then |CQ( )| = B and we compute
(211/273 _ 6)(211/272 _ 6) 1
< < =
as required. Now assume ¢ > 2. By arguing as in the proof of Lemma 5.7(ii) we deduce that
|Co(x)] < B+ (22 —1)/3 and once again we conclude that fpr(z) < 1/4.

To complete the analysis of the case i even, we may assume m =i > 4 and n € {2m, 2m+2}.
Suppose n = 2m, in which case z is of the form (A, I,), (A%) or (Al,Ag) (the latter two
possibilities only occur when € = +). Here x has fixed points on © if and only if = (A?), so let
us assume « is of this form. We may embed & as a scalar in a subgroup GU, (qm/ 2 < O;rm(q)
and we note that there is a bijective correspondence between the set of totally singular
m-spaces in V fixed by = and the set of totally singular 1-spaces in the natural module
for GUy(¢™/?). This implies that |Cq(z)| = ¢™/? + 1 and the bound fpr(z) < (¢™/? +2)~!
quickly follows. Similarly, if n = 2m + 2 then we may assume x = (A2, I3) and the result
follows since |Cq ()| = ¢"™/% + 1.

Now assume i is odd. If m < i then it is plain to see that |Cq(x)| is maximal when
= (A, AL, I,,_5;), in which case Cq(z) is the set of totally singular m-spaces in Cy (z) and
by applying the bounds in (29) we deduce that

1 . :
fpr(z) < 8 <q+) g < gt

q
and the result follows. Now assume m > 1. If i =1 then ¢ > 4 and one checks that the bound
in (31) implies that fpr(z ) ! Now assume i > 3 and note that r divides t = (¢'—1)/(g—1).

If n < 4i then z = (A, A1, I, 21) is the only possibility and we get |Cq(z)| = 28, where 3 is
the number of totally smgular (m—1)-spaces in Cy (), which is a nondegenerate (n —2i)-space

of type €. Therefore,
o) <8 (11 ) rienaneine
q

and we deduce that fpr(z) < (¢ + 1)1

To complete the proof, suppose ¢ > 3 is odd, m > i and n > 44¢. If m > ¢+ 1 then the bound
n (31) is sufficient unless (n,m,q,4) = (14,4, 2, 3), in which case r = 7 and # = (A, A7, Ig)
r ((A,A=1)2 I). With the aid of MAGMA, it is easy to check that fpr(z) < 1/8 in both
cases.

Finally, suppose m = 4. In this case, one checks that (31) is sufficient unless ¢ = 2 and
r = 2" — 1 is a Mersenne prime. Here we proceed as in the final paragraph in the proof of
Lemma 5.18. In particular, we first observe that |Cq(z)| is maximal when z is of the form
(A, A=Y, I,,_9pn¢) for some £ > 1 and we compute

2mt — 1
Catal <7 +2 (5t )

where v is the number of totally singular m-spaces in Cy (x). It is now routine to check that
this yields fpr(z) < 27 as required. O
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If Gy = PQé|r (¢) and G contains triality graph or graph-field automorphisms, then G has a
maximal parabolic subgroup H of type P 34. This special case is handled in the following
lemma.

Lemma 5.29. The conclusion to Proposition 5.26 holds if Go = PQ;(q) and H = Py 34.

Proof. Let x € G be an element of prime order r and note that

0| = |05 ()|
2¢'|GL2(q)||GL1(q)

The usual argument applies if x is a field or graph-field automorphism. Next assume xz
is a triality graph automorphism, so » = 3. If ¢ > 7 then the bound in Theorem 4.5 is
sufficient, so we may assume ¢ < 5. In each of these cases we can use MAGMA to show
that |Cqo(x)| < (¢% — 1)/(q — 1), which yields fpr(z) < 1/225, with equality if ¢ = 2 and
Ca,(x) = G2(2). (For ¢ = 5 we can construct H by observing that H = Ng(P), where P is a
suitable index-five subgroup of a Sylow 5-subgroup of Gy.)

g =@+ D@+ D g+

For the remainder, we may assume x € PGO;;r (q) is either semisimple or unipotent. Since
fpr(z) = |9 N H|/|z%|, it follows that fpr(x) is at most the corresponding fixed point ratio
for the action of z on totally singular 1-spaces. Therefore, our earlier analysis of the case
H = P, (see Lemma 5.27) immediately implies that fpr(z) < (r +1)~! unless ¢ = 2 and
x = by is a transvection. But here an easy MAGMA computation yields fpr(z) = 1/15 and the
result follows. O

Lemma 5.30. The conclusion to Proposition 5.26 holds if H = N1 and q is odd.

Proof. Here we may assume (2 is the set of nondegenerate 1-dimensional subspaces (v) of V/
with square discriminant (recall that we refer to such a subspace as a square 1-space). Note
that

= q
2[SOn-1(q)| 2
We may assume x € PGOY,(q) has prime order r, noting that the maximality of H implies
that G does not contain any triality automorphisms when (n,€) = (8,+).

|Q‘ _ |SOn(q)| _ 1 n/271(qn/2 _ 6).

First assume r = p and note that |Cq(z)| is the number of square 1-spaces in Cy (z). In
particular, if dim Cy (x) < n — 3 then |Cq(z)| < (¢"2 —1)/(¢ — 1) and it is easy to check
that fpr(z) < (¢ + 1)~!. Therefore, we may assume dim Cy (z) = n — 2, in which case z has
Jordan form (JZ, J7™*) or (J3, JP73). If = (J2,J"?) then

a 1SOn—1(q)] G SOy, (q)]
" NH|= , |7 = -
= a8, (@) 150, @ T @ T Spy()l1S05 (@)
and we deduce that
. gmD/2 _ ¢
pr(z) = W
Similarly, if z = (J3, J7"®) then
‘Sonfl(qn | G’| _ |SO761(Q)|

20" 2[8On—3(q)|

and we get
2qm9/2 41
fpr(x) < %
qv? — e

In both cases, one can check that fpr(z) < (¢ + 1)~! and the result follows.

Next assume r = 2. Here |Cq(x)] is equal to the number of square 1-spaces in the eigenspaces
of x on V. As a consequence, we see that |Cq(x)| is maximal when z = (—1I,_1, ;) fixes
an orthogonal decomposition V.= U L W with W = Cy(z). There are two cases to
consider, according to the discriminant of the defining quadratic form @ restricted to W.
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First assume this discriminant is a square, so = (—1I,,_1,I;)", W is contained in © and we
have |Cq(x)| = 1 + «, where « is the number of square 1-spaces in U. If Y C U is such a
subspace, then the orthogonal complement of Y in U is a nondegenerate (n — 2)-space of
type n and we get

1, o

If n = —, then it is easy to check that fpr(z) < 1/3. The same conclusion holds if n = 4+ and
q = 5. However, if n = + and ¢ = 3 then fpr(z) > 1/3 and this case is recorded in part (v) of
Proposition 5.26. Moreover, one can check that n = —e, so we only get fpr(z) > 1/3 when
€ = —. Similarly, if 2 = (—=I,_1, 1)¥ then |Cq(x)| = a as above with 7 = € and we deduce
that fpr(xz) < 1/3 unless (q,€) = (3,+). Again, this special case is recorded in Proposition
5.26. To summarize, fpr(z) > 1/3 if and only if ¢ = 3 and = = (—I,_1,1;)%, where § = K if
€ = +, otherwise § = [.

Finally, let us assume r # p and r is odd. As usual, let ¢ > 1 be minimal such that r
divides ¢° — 1 and note that |Cq(z)| is equal to the number of square 1-spaces in Cy (x). In
particular, if 7 is even then |Cq(z)| is maximal when = = (A, I,—;) and we compute

1 . ,
[Cal@)] < ¢ 2 "2 + o),

which implies that fpr(z) < (¢*/? + 2)~'. Similarly, if i is odd then |Cq(z)| is maximal when
r= (A A I, 9) and we get

L (n—2i)/2—-1/, (n—2i
Caf@)] < 5a™ 221 (g 2002 ).

This gives fpr(z) < ¢~¢ and the result follows. O
Lemma 5.31. The conclusion to Proposition 5.26 holds if H = N1 and q is even.

Proof. Here we identify € with the set of nonsingular 1-dimensional subspaces of V', whence

€27, (q)| /2—1(,n/2
Q) = L nf2=1gn/2 g,
= T8p, () A

Note that if Go = g (¢) then the maximality of H implies that G' does not contain any
triality automorphisms. Also note that if G = O%(q), then H = 2 X Sp,,_5(q) is the centralizer
of a bi-type involution.

Let x € G be an element of prime order r. As usual, we may assume z € O, (q) is semisimple
or unipotent. First assume r = 2. By arguing as in the proof of the previous lemma, we may
assume dim Cy (x) > n — 2 and thus z is an involution of type by, as or ¢z in the notation of
[2]. In addition, we may assume ¢ = 2 since the bound in Theorem 4.5 is sufficient if ¢ > 4. If

z = by then
1Spy—2(2)]

2C N H| =14 =2
2"73|Sp,_4(2)|

=2""2, 2% =0

and we deduce that o1
1 27 +¢
f =4 —.
prie) = 5+ 3o g
This special case is recorded in part (vi) of Proposition 5.26. Similarly, if = as then we
compute

Spn—2(2)] G 105(2)]
2“ N H| = 5m y 27 = o5 IO
227=9(Spy(2)[|Sp,—6(2)] 227=7[Sp,(2)]]05,_4(2)]
and this gives
/22 —e 1
- "<z
fpr(x) 5z . S

And for z = ¢y we obtain fpr(z) = 27/272/(2"/2 — €) and once again fpr(z) < 1/3.
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To complete the proof we may assume r is odd, so x is semisimple. Let ¢ > 1 be minimal
such that r divides ¢ — 1 and observe that Cq(x) is the set of nonsingular 1-spaces in Cy (z).
Suppose i is even. Then |Cq(z)| is maximal when x = (A, I,—;), in which case

Cafa)] = g2 (gm/2 4
and we deduce that fpr(z) < (¢”/? +2)~" unless € = + and ¢ = i = 2. Here r = 3 and we get

1 3
f =4+ ——
pr(w) =7 + 4272 1)
as recorded in part (vii) of Proposition 5.26. Note that if ¢ = 2 and x is any other element
of order 7 = 3, then |Cq(x)| is maximal when z = (A%, I,,_4) and it is easy to check that

fpr(x) < 1/4. Finally, if 7 is odd then |Cq(z)| is maximal when z = (A, A=, I,,_5;), so

Ca(a)] < ¢ (g"?~ )
and it is straightforward to check that fpr(z) < ¢~ O
Lemma 5.32. The conclusion to Proposition 5.26 holds if H = N,}, with 2 < m < n/2.

Proof. Here we identify 2 with an orbit of nondegenerate m-dimensional subspaces of V' of
type n. More precisely, if m is even then €2 is the complete set of subspaces of the given type
and either m < n/2, or (e,n) = (—,+) and m = n/2. On the other hand, if m is odd then
m < n/2, qis odd and we may assume that € is the set of nondegenerate m-spaces with
square discriminant. In all cases, let us observe that

1 q qm(n—m) < ‘Q| _ |On(q2’ < 2qm(n—m)’
4 +1 n n
q |Om(Q)HOn—m(Q)’

Let € G be an element of prime order r. As usual, the desired bound quickly follows if x
is a field or graph-field automorphism, while the maximality of H implies that G does not
contain triality automorphisms when (n,€) = (8,4). Therefore, for the remainder we may
assume x € PGO{,(¢q) is unipotent or semisimple. By inspecting [27, Proposition 3.16] we
deduce that

where € = nn'.

fpr(x) < 2q—(n—4)/2 +q—(n—2)/2 _|_q—m _'_q—(n—m—oz)/Q’ (32)
where o = 2 if m is even, otherwise o = 1. The groups with (n,¢) as in (30) can be handled
directly using MAGMA, so we will exclude these cases for the remainder of the proof.

First assume r = p = 2. If ¢ > 4 then the bound in Theorem 4.5 is sufficient, so we may
assume g = 2. As noted above, we may also assume that n > 14 and one can check that
the bound in (32) is effective unless (n,m) = (14,2). Here H = N, (as noted in [31], N, is
non-maximal when ¢ < 3) and |Cq(z)| is maximal when z = (J3, J{?) is a bj-type involution,
in which case

L 105,@2) ( )|
G
NH|<=|05(2 = 2083
and we deduce that fpr(z) < 1/3 since |2%| > 8128

Next assume r = p > 2. Here the bound in (32) is sufficient for n > 10, so we may assume
n =38 and g > 5. If m < 3 then (32) is good enough unless (m, q) = (2, 5). In fact, by carefully
inspecting [27, Proposition 3.16], we may assume that (e,7) = (+,—) and with the aid of
MAGMA one checks that fpr(z) < 1/620 (maximal if = has Jordan form (J3,J7)). Finally,
suppose (n,m) = (8,4). Here ¢ = — and we are free to assume that H = N, which means
that [27, Proposition 3.16] yields fpr(z) < 3¢ 2 +2¢~* < (¢+ 1)~ for ¢ > 5.

To complete the proof, we may assume r # p. If r = 2 then one checks that the bound in
(32) is sufficient (recall that we may assume ¢ > 5 when n = 8). Now assume 7 is odd and let
i > 1 be minimal such that 7 divides ¢’ — 1. As before, we note that |Cq(z)| is maximal when
x is of the form (Af, I,,_g;) (if i is even) or (A, A™1)¢, I, _op) (if i is odd) for some £ > 1.
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Suppose i is even. If m < i then Cq(x) is the set of n-type m-spaces in Cy (z), so |Cq(z)]
is maximal when x = (A, I,,—;) and we deduce that

fpr(z) < 8 (q—i—l

>q—mi < (qi/2 +2)—1
q

as required.

Now assume m > i (with ¢ even). If ¢ = 2 then one can check that (32) is sufficient unless

m = q =2 and n > 14. Here n = — (since H is a maximal subgroup of G), r = 3 and we
compute
SO, SO,
w0 p <o 150ma0) 50,_s(0)
IGUe1(9)[[SO5_9()] ] 1GUe(q)[[SO;_gp_(a)]

<9 q2n273€274 (2 g2 q741z)

1 2

G q Inb—302—¢
> = | — .

|z~ 5 <q 1>q

The resulting upper bound on fpr(z) is sufficient unless ¢ = 1. For ¢ = 1, we verify the bound
fpr(z) < 1/4 by working with the precise values for [% N H| and |2%].

and

Now assume m > i > 4 (we are continuing to assume that ¢ is even). If m < n/2 then
(32) is sufficient unless (n,m, q,i) = (10,4,3,4). Here r = 5 and = = (A, Is) or (A2, I5). For
x = (A, Ig) we get

05 (3)] 505 3)| .
cuo) Fanesose) <7

and the bound |z¢| > é329 is clearly sufficient. The case * = (A% I5) is similar. Finally,
suppose n = 2m, so € = — and we can slightly strengthen the bound in (32) by replacing the
term ¢~ ("=2)/2 by ¢~™/2 (see [27, Proposition 3.16]). Working with this modified bound, we
can now reduce the problem to the cases where (m,q,7) = (6,3,6) or (5,3,4), or m =i = 4.
In the latter case, r divides ¢> + 1 and = = (A, I4) since € = —. In particular, we calculate

fpr (z) :
pr(z) =

*(@* + ¢+ 1)(¢* +1)
and the result follows. The two other special cases that we need to consider can be handled
in a similar fashion.

|xGﬂH]<

<(P+2)7!

Finally, let us assume i is odd. If m < 2i then |Cq(z)| is maximal when z = (A, A~ I, _2)
and we deduce that
1 , ,
fpr(xz) < 8 (q—i—) g m < g
q
On the other hand, if m > 2i then one can check that the bound in (32) is sufficient, noting
that r divides (¢* —1)/(¢ — 1) if i > 3. O

This completes the proof of Proposition 5.26, which in turn completes the proof of Theorem
5.1 and our analysis of subspace actions of classical groups.

6. PRODUCT TYPE GROUPS

In this section, we complete the proof of Theorem 1 by handling the product-type primitive
groups. Here we have G < LS}, in its product action on Q = I'* where k > 2 and L < Sym(I")
is a primitive group of diagonal or almost simple type. In addition, if 7" denotes the socle of
L, then T* is the socle of G and the subgroup of Sj, induced by the conjugation action of G
on the k factors of T¥ is transitive. There are two cases to consider.
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Proposition 6.1. If L is a diagonal type group, then fpr(z) < (r +1)~! for all x € G of
prime order r.

Proof. Write x = (z1,...,25)7 € G, where y; € L and m € Sy. If 7 =1 then 2] =1 for all ¢
and at least one z; is nontrivial, whence

fpr(z H fpr(z;, ) < (r+1)7!

by Proposition 2.3. Now assume m # 1, in which case m has cycle-shape (rh, 1k_h") for some

h > 1. In this situation, a straightforward computation with the product action shows that
|Ca(z)| < |T|F~""=1 and thus

fpr(z) < [T|"07D <O < (r 1)
since |I'| > 60. O
Proposition 6.2. Suppose L < Sym(I") is almost simple with point stabilizer J and let
x=(x1,...,xp)T € G

be an element of prime order r. Then fpr(z) > (r+1)~! only if T = 1 and one of the following
holds (up to permutation isomorphism):

(i) L =5, or A, acting on (-element subsets of {1,...,n} with 1 <{ < n/2.
(ii) z is conjugate to (x1,1,...,1) and (L,J,x1) is one of the cases in parts (b)-(d) of
Theorem 1(1).

Proof. Suppose fpr(z) > (r + 1)~!. By arguing as in the proof of the previous proposition,
noting that |I'| > 5, we see that 7 = 1 and thus fpr(z) = [[, fpr(;,I'). In addition, we may
assume L is neither S, nor A,, acting on ¢-sets. If x; is nontrivial, then either fpr(z;,I") <
(r+ 1)1 or (L, J,z1) is one of the special cases arising in parts (b)-(d) of Theorem 1(i). By
Corollary 2, which is an easy consequence of Theorem 1 for almost simple groups (see below),
we see that
fpr(z1,T) - fpr(ze, ) < (r+ 1)t

if 21 and x5 are both nontrivial. Therefore, we conclude that x is conjugate to (z1,1,...,1)
and the proof is complete. O

This completes the proof of Theorem 1. Finally, let us prove Corollary 2.

Proof of Corollary 2. Let G < Sym(f2) be a finite primitive group and let z € G be an
element of prime order r. By Theorem 1, we may assume that G < L1 S), acts on Q =TI'*
with the product action, where L < Sym(T") is almost simple and & > 1 (note that the
desired conclusion clearly holds if G is an affine group since r + 1 < r2). In addition, we can
exclude the special case where L is permutation isomorphic to .S,, or A4,, acting on f-element
subsets of {1,...,n}. If k =1 then G is almost simple and the desired conclusion follows by
inspecting the special cases that arise in parts (b)-(d) of Theorem 1(i). Finally, by combining
this observation with Proposition 6.2, we conclude that fpr(z) < (r41)""/2 when k > 2. O

7. MINIMAL INDEX

Let G < Sym(2) be a primitive permutation group of degree m with point stabilizer H.
Recall that
Ind(G) = min{ind(z) : 1 #z € G}

is the minimal index of G, where

ind(z) =m —orb(z) =m — — Z |ICa(y

I:I?!
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is the index of x and orb(z) is the number of orbits of z on Q. If we wish to specify the set
Q, we will write Ind(G, ) and ind(z, §2).

Observe that if € G has order r, then orb(z) > m/r and thus ind(z) < m(1 —1/r). In
particular, if z is an involution then ind(x) < m/2, with equality if and only if = acts fixed
point freely on €. Consequently, if |G| is even then Ind(G) < m/2, with equality only if |H|
is odd (of course, if |H| is even then G contains involutions with fixed points).

In this final section we prove Theorems 6 and 7. We will also establish Theorem 7.4 in the
special case where |G| is odd. We begin with the following easy lemma.

Lemma 7.1. If Ind(G) = ind(z) then = has prime order.

Proof. Suppose otherwise, say |z| = pg with p a prime and ¢ > 1. Then z = 2¢ has order
p and each (z)-orbit is a union of (z)-orbits. Since Ind(G) = ind(x), it follows that every

(x)-orbit is a (z)-orbit and vice versa. But if {o,a?, ... ,azpil} is an orbit of (z) of length
p, then (aP) is the stabilizer of o in (x) and we deduce that orb(zP) > orb(z), which is a
contradiction. O

Next we handle two important special cases.

Proposition 7.2. Let G = S, or A, acting on k-element subsets of {1,...,n}, wheren =5
and 1 < k <nj/2. Then

(1) if G = S
Ind(G) - n n— n— n— .
{ - 200 - G0D) w6 =4
Moreover, Ind(G) = ind(z) if and only if
(i) G =S, and z is a transposition;

(ii) G = Ay, and z is a double transposition; or
(iii) G = Ay, k=1 and x is a 3-cycle.

Proof. If y € G has odd order, then ind(y) is minimal when y is a 3-cycle, in which case

wi) =5 () - (") - (s)

Now let = € G be an involution and observe that ind(z) is minimal when z is a transposition
(for G = S,,) or a double transposition (for G = A,,). If x is a transposition, then

ind(z) = <Z - f) < ind(y).

Similarly, if = is a double transposition then

mae) =5 (1)~ (") G 20) - (1)

and this is strictly less than ind(y) when k > 2. However, if k¥ = 1 then ind(z) = ind(y) = 2.
The result follows. 0

Proposition 7.3. Let G < Sym(2) be an almost simple primitive classical group of degree
m in a subspace action with socle Gy and point stabilizer H, where (G, H) is one of the cases
appearing in Table 6. Then the following hold:

(i) Ind(G) = ind(x) only if |x| € {2,3}.
(ii) Ind(G) = ind(z) for some involution x € G.

(iii) Ind(G) = ind(x) for some element x € G of order 3 if and only if G = Lo(8):3 and
H = Py, in which case m =9 and Ind(G) = 4.
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G H m Ind(G) Conditions

U4(2).2 Py 27 6

Sp,(2) O, (2) 27271272 1) 2n/2=2(9n/2=1 1) n > 6

0,(2) P (27271 —1)(27/2 +1) 2727220271 1) =8

or@2 m on/2=1(n/2 1) on/2=2(n/2=1 1) n >8
TABLE 8. The subspace actions in part (iv) of Proposition 7.3

(iv) Ind(G) < m/4 if and only if (G, H,m,Ind(G)) is one of the cases in Table 8. In each
of these cases, Ind(G) > 3m/14.

Proof. First observe that |H| is even (for example, see [35, Theorem 2]) and thus Ind(G) < m/2
as noted above. Let © € G be an element such that Ind(G) = ind(z), so = has prime order r
by Lemma 7.1. Seeking a contradiction, suppose r > 5.

If fpr(y) < 7! for every element y € G of order r, then

2
ind(z) > <1 _ 1> m> % > Ind(G)
T

and we have reached a contradiction. Therefore, we may assume fpr(y) > r~! for some y € G
of order 7. Then Corollary 3 implies that Gy = La(q), H = Py and r = ¢—1 > 7 is a Mersenne
prime. Here m = ¢+ 1 and |Cq(z)| = 2, so ind(z) = ¢ —2 > m/2 and once again this is a
contradiction. This proves part (i) and so for the remainder we may assume r € {2, 3}.

For r € {2, 3}, set

fr = max{fpr(x) : |z| =r}, m, = min{ind(x) : |x| =r}

)

and note that Ind(G) = min{msg, ms}. If f3 < 1/4 then ind(z) > m/2 > Ind(G) for every
x € G of order 3, in which case Ind(G) = ma2 (so (ii) holds) and (G, H) does not arise as
a special case in part (iii). In addition, if fo < 1/3 then ind(x) > m/3 for every involution
x and thus (G, H) does not appear in part (iv). Therefore, to complete the proof of the
proposition we may assume fo > 1/3 or f3 > 1/4, in which case (G, H, x) is one of the special
cases in Table 6 with |z| = 2 or 3. We now inspect each of these cases in turn, computing ma,
and also mg if f3 > 1/4.

Case 1. Gy = Ly(q).

Here H = P;, m = (¢" —1)/(¢ — 1) and we may assume ¢ € {2,3,4} or (n,q) = (2,8)
since we are only interested in the cases where fo > 1/3 or f3 > 1/4. If (n,q) = (2,8) then
G =15(8):3, m = 9 and Ind(G) = 4, with ind(z) = 4 if and only if = is an involution or a
field automorphism of order 3 (in particular, this is the special case recorded in part (iii)). If
q =2 then f3 < 1/4 and Ind(G) = mg = ind(z) with z = (Jy, J72). Here fpr(z) is recorded
in Table 6 and we compute Ind(G) = 2"~2 > m/4. Similarly, if ¢ = 3 then m3 = 2.3""2 and

1lion—1 :
CflEo) i (<1, D) EG
M= { 2(3"72 — 1) otherwise,

whence Ind(G) = mg > m/4. Finally, suppose ¢ = 4. Here f3 > 1/4 if and only if G contains
an element of order 3 of the form = = (w, I,—1) (modulo scalars), in which case ms = ind(x) =
2(4"~1 —1)/3. If € G is an involution, then ind(z) is minimal when 2 = (J, J{"?) is a
transvection and we compute mg = 22”73, We conclude that Ind(G) = my > m/4.

Case 2. Go =U,(q), n > 3.



FIXED POINT RATIOS FOR FINITE PRIMITIVE GROUPS 61

First assume H = Py, son > 5is odd, ¢ =2 and m = (2" +1)(2" ! —1)/3. Here f3 > 1/4
if and only if G contains an element x = (w, I;,—1) of order 3, in which case m3 = ind(z) =
2n=1(2n=1 —1)/3. If 2 € G is an involution, then ind(z) is minimal when = = (Jz, J7""2). By
inspecting the proof of Lemma 5.12, we see that [Cq(x)| = 4(2"72+1)(2"2 - 1)/3 + 1 and
thus mo = ind(x) = 22", In particular, Ind(G) = mg > m/4.

Now suppose H = P5, so n = 4 and ¢ € {2,3}. Here it is straightforward to check
that Ind(G) = mg < mg. More precisely, if ¢ = 2 then m = 27 and either G = Gy and
Ind(G) =10 > m/4, or G = Gp.2 and Ind(G) = 6 < m/4 (so the latter case is recorded in
part (iv)). Similarly, if ¢ = 3 then m = 112 and Ind(G) > 36 > m/4.

Finally suppose H = Ny, son > 4 is even, ¢ = 2 and m = 2" 1(2" —1)/3. If r = 3
then ind(x) is minimal when x = (w, I,_1) and we compute ind(x) = 2(2?"=3 — 272 — 1)/3.
Similarly, if 7 = 2 then ind(x) is minimal when x = (Jz, J7"?) and by inspecting the proof
of Lemma 5.14 we deduce that ind(z) = 2?"~%. Therefore, Ind(G) = 2?"~* > m/4 and
Ind(G) = ind(x) if and only if z = (Jo, J'2).

Case 3. Gy = PSp,,(¢), n > 4.

First assume H = P;, so m = (¢" — 1)/(¢ — 1) and we may assume ¢ € {2,3}. If ¢ = 2
then ind(z) is minimal when z = (Jo, JI"?) and we compute ind(z) = 2"~2. Therefore,
Ind(G) = 22 > m/4, with Ind(G) = ind(z) if and only if 2 = (Jo, J{'" ). Now assume
q = 3. 1f r = 3, then ind(x) is minimal when x = (Jo, J{"2) and we calculate ind(z) = 2.3"2.
For r = 2, we find that ind(z) is minimal when x = (—I, I,_2). Here the proof of Lemma
5.17 gives |Cq(z)| = (3"2 — 1)/2 + 4 and we deduce that ind(z) = 2(3"~2 — 1). Therefore,
Ind(G) =2(3"2 - 1) > m/4 and Ind(G) = ind(z) only if x is an involution.

Next suppose n > 6, ¢ = 2 and H = O, (2), so m = 2"/271(2"/2 4 ¢). Here f3 > 1/4 if and
only if e = —, in which case mg = 2%/21(2%/2=1 _1) (with ind(z) minimal if 2 = (A, I,_2)). If
r = 2 then ind(z) is minimal when z = (Ja, JI'"?) and we compute ind(z) = 27/272(2"/271 y¢).
Therefore, ind(G) = 27/272(27/2=1 4 ¢), which is less than m/4 if and only if € = — (note
that in this situation we have Ind(G) > 3m/14, with equality if n = 6). We also deduce that
Ind(G) = ind(x) only if z is an involution.

Case 4. Go = Qu(q), n > 7 odd, q odd.

Here ¢ =3, H = Py or Ny , and f3 < 1/4, so we may assume r = 2. First assume H = Py, so
= (3771 -1)/2.If G = SO,(3) then ind () is minimal when z = (—1I,_1, I)", in which case
ind(x) = 3(n=3)/2(3(=1)/2 _ 1) /2. Similarly, if G = Q,(3) and (~1I,,_1, 1)t & G then ind(x)
is minimal when « = (—I,_1,I;)” and we compute ind(z) = 3(=3)/2(3(»=1) /2 +1)/2. In
conclusion, if H = Py then Ind(G) = 3(»=3)/2(3(»=1/2_§) /2, where § = 1if (~I,,_1, ;)" € G,
otherwise § = —1. In particular, Ind(G) > m/4 and Ind(G) = ind(z) only if = is an involution.
Now assume H = N, so m = 3(n=1)/2(3(n=1)/2 _ 1) As in the previous case, we only need
to consider involutions of type (—I,_1,11)¢. If G = SO,(3), then ind(z) is minimal when
x = (I, 1,11)” and we get ind(z) = (372 — 2.3(»=3)/2 _ 1)/2. And if G = Q,(3) does not
contain (—1I,_1, 1), then ind(z) is minimal when z = (—1I,,_1,I1)" and we calculate that
fpr(z) = 1/3, which yields ind(z) = 3(»=3)/2(3(»=1/2 _ 1) /2. Therefore,

[ (32 —230/2 _1)/2 if (~I,_1,11)" € G
Ind(G) —{ 3(=3)/2(3(n=1/2 _1)/2  otherwise.

Once again we conclude that Ind(G) > m/4 and Ind(G) = ind(x) only if = is an involution.

Case 5. Gy = PQ5 (q), n > 8 even.
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First assume H = Pp, so m = (¢"/> " 4 €)(¢™* —€)/(q — 1) and ¢ € {2,3}. Suppose q = 3,

in which case ¢ = —, f3 < 1/4 and we may assume G contains a reflection x = (—1I,_1,11)
(otherwise fp < 1/3). Then we compute mo = ind(z) = 3/2-1(3"/2-1 —1)/2 > m/4.
Now assume g = 2. If » = 3, then we may assume € = —, in which case ind(z) is minimal

when z = (A, I,,_5). Here we compute ind(z) = 2"/2-1(2%/2=1 — 1). Now assume r = 2. If
G = 05(2) then ind(z) is minimal when = = (Ja, J7"~ %) is a by-type involution and we calculate
ind(z) = 2%/2-2(27/2=1 4 ¢). Therefore, if G = O%(2) then Ind(G) = 27/272(2%/2-1 4 ¢),
which is less than m/4 if and only if ¢ = — (note that if e = — then it is easy to check that
Ind(G) > 3m/14). Now suppose G = Q¢ (2). Here ind(z) is minimal when x = ag or co. If
x = ap then |Cq(z)| is given in the proof of Lemma 5.27 and we compute ind(z) = 3.2" 4.
Similarly, if # = ¢y then ind(z) = 27/272(3.2%/272 4 ¢). Since 3.2"* < 27/2-1(27/2=1 _ ),
we conclude that if G = Q¢ (2) then

3.271—4 if e = +
Ind(G) = { 277,/2—2(3'2”/2_2 —-1) ife=—

is greater than m/4 and Ind(G) = ind(x) only if z is an involution.

To complete the analysis of orthogonal groups, we may assume H = N; and ¢ € {2, 3}.
Note that m = ¢™?~1(¢"/? — ¢), where d = (2,¢ — 1).

First assume g = 2. If r = 3 then we may assume € = +, x = (A, I,_2) and we compute
ind(z) = 27/271(27/2=1 — 1). Now suppose r = 2. If G = O%(2) then ind(z) is minimal
when z = by, in which case ind(z) = 2%/2-2(2%/2-1 — ¢). So in this situation, we have
Ind(G) = 2/272(27/2=1 —¢), which is less than m /4 if and only if € = + (here one checks that
Ind(G) > 3m/14). Now assume G = §),(2). Here ind(x) is minimal when = = ag or c3. We
calculated fpr(zx) in the proof of Lemma 5.31 and we deduce that ind(z) = 3.2"7% if 2 = a
and ind(z) = 27/272(3.2%/272 — ¢) if = ¢y. Now 3.2"* < 27/2-1(2%/2-1 _ 1) and thus

3.2n4 if e = —
nd(G) = { /272320272 — 1) ife=+
and Ind(G) = ind(z) only if x is an involution. In addition, Ind(G) > m/4.

Finally, suppose ¢ = 3. We may assume r = 2 since f3 < 1/4. First assume € = + and note
that we may assume z = (—1I,,_1, ;)" € G (otherwise f» < 1/3). Then Ind(G) = ind(z) =

3n/2=1(37/2=1 _ 1) /2. Similarly, if ¢ = — then we may assume G contains z = (—I,_y, ;)"
and we deduce that ind(G) = (3772 — 1)/2. In both cases, Ind(G) > m/4 and the result
follows. O

With these two special cases in hand, we are now ready to prove Theorem 6.

Proof of Theorem 6. Assume |G| is even and recall that Ind(G) < m/2, with equality only if
|H| is odd. Let € G be an element of order r such that Ind(G) = ind(z). By Lemma 7.1, r
is a prime. Seeking a contradiction, suppose r > 5. By arguing as in the proof of Proposition
7.3, it follows that fpr(y) > r~! for some y € G of order r, so by applying Theorem 1 we
deduce that

(a) G is almost simple; or
(b) G < L1 Sy is a product type primitive group with its product action on Q = I'¥,
where k£ > 2 and L < Sym(I") is almost simple.
If G is almost simple then the possibilities for (G, H) are described in Corollary 3 and the
result follows via Propositions 7.2 and 7.3.

Now assume (b) holds and let y = (y1,...,yx)m € G be an element of prime order r > 5
with fpr(y) > r~!. Then Theorem 1 (also see Remark 1(c)) implies that 7 = 1 and either
L =S, or A, acting on ¢-element subsets of {1,...,n}, or y = (y1,1,...,1) up to conjugacy.
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In the latter case, we have fpr(y) = fpr(y;, ),
ind(y) = |T|*~! - ind(y1,T)

and Ind(L,T") < ind(y1,T") by the result for almost simple groups handled in case (a). Similarly,
if L =S, or A, acting on /-sets, then Proposition 7.2 implies that Ind(G) = ind(z) only if
has order 2 or 3.

We have now proved that Ind(G) = ind(x) only if |z| € {2,3}. To complete the proof of
Theorem 6, let us assume we have equality for some element x of order 3. If fpr(x) < 1/4 then
ind(x) > m/2, so we must have fpr(z) = 1/4, Ind(G) = m/2 and every involution in G acts
fixed point freely on €2 (otherwise there would be an involution y € G with ind(y) < m/2). In
particular, this forces |H| to be odd and we have Ind(G) = ind(y) for every involution y € G.

So to complete the argument, we may assume fpr(z) > 1/4, which implies that (G, H, x)
is one of the cases arising in Theorem 1.

If G is almost simple then by applying Propositions 7.2 and 7.3 we deduce that one of the
following holds (up to permutation isomorphism):

(i) G = A, in its natural action of degree n and Ind(G) = ind(z) = 2 with = a 3-cycle.
(ii) G = La(8):3, H = P;, m = 9 and Ind(G) = ind(z) = 4 with z a field automorphism
of order 3.

Next assume G = V:H is an affine group with socle (C),)? and point stabilizer H < GL4(3)
as in part (ii) of Theorem 1. Here p = 3, z € H is a transvection and fpr(z) = 1/3, so
ind(z) = 4m/9. Recall that we are assuming |G| is even, so H contains involutions. We claim
that H contains an involution y with dim Cy (y) > d—2. In particular, if H contains a reflection
y = (—1I1,15-1) then fpr(y) = 1/3 and ind(y) = m/3 < ind(z), whence Ind(G) = m/3 and
G does not contain an element of order 3 with Ind(G) = ind(z). On the other hand, if H
does not contain such an element, then ind(y) is minimal when y € H is an involution with
dim Cy (y) = d — 2, in which case ind(y) = Ind(G) = 4m/9. This is the case recorded in part
(ii)(b) of Theorem 6.

Therefore, it remains to justify the claim. To do this, we apply a theorem of McLaughlin
[42]. Recall that we are assuming H contains a transvection, so we can consider the normal
subgroup Hy generated by the transvections in H. Since H acts irreducibly on V = (F3)¢,
it follows that Hy is semisimple, preserving a direct sum decomposition V=V, & --- @ V.
Moreover, Hy acts on V' as a direct product Hy X - -+ X Hy, where each H; < GL(V;) is either
SL(V;) or Sp(V;). Therefore, Hy contains involutions of the form (—Is, I;_2) and the claim
follows.

Finally, let us turn to the product type groups in part (iii) of Theorem 1. Here G < LSy,
acts on Q = I'* with its product action and L < Sym(T') is one of the almost simple primitive
groups in part (i) of Theorem 1. Recall that we are assuming there exists an element € G
of order 3 with fpr(z) > 1/4 and we note that = is of the form (z1,...,2;) € L* (see Remark
1(c)). Therefore, up to permutation isomorphism, L is either S,, or A,, acting on /-element
subsets of {1,...,n}, or L is a classical group in a subspace action as in Table 6.

First assume L = S,, or A, acting on (-sets, where 1 < ¢ < n/2. If ¢ > 2 then Proposition
7.2 implies that Ind(G) = ind(x) only if z is an involution, so we may assume ¢ = 1. Now,

if z € G has order 3, then ind(x) is minimal when z = (z1,1,...,1) € (4,)* and 21 € A,
is a 3-cycle, in which case we compute ind(z) = 2m/n. If y € G N (S,)* is of the form
(y1,---,9¢,1,...,1) and each y; is a transposition, then

ind(y) = % (1 - (1 - i)t>

and we deduce that ind(y) < 2m/n if and only if ¢ € {1,2}, or if ¢ = 3 and n = 5. This gives
the conclusion recorded in part (d) of Theorem 6(ii).
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Finally, suppose L is a classical group in a subspace action. By applying part (iii) of
Proposition 7.3 we deduce that G = L P is the only possibility, where L = L3(8):3, T" is the
set of 1-dimensional subspaces of the natural module for Ly(8) and P < Sy is a transitive
subgroup. Here m = 9%, ind(G) = 4.9~! and Ind(G) = ind(z) if and only if = is conjugate to
(z1,1,...,1), where 21 € L is either an involution or a field automorphism of Ly (8) of order
3. O

Next we prove Theorem 7.

Proof of Theorem 7. As before, |G| is even and thus Ind(G) < m/2, with equality only if |H|
is odd. By Theorem 6, there exists an involution « € G with Ind(G) = ind(x). If fpr(z) < 1/2,
then ind(xz) > m/4, so we may assume fpr(z) > 1/2 and thus (G, H,x) is one of the special
cases appearing in the statement of Theorem 1. If G is almost simple, then by applying
Corollary 3 we reduce to the case where G is a classical group in a subspace action and the
result follows via Proposition 7.3(iv).

Finally, we may assume G < LS} is a product type primitive group with its product
action on Q = I'*, where k > 2 and L < Sym(I") is an almost simple primitive group with
point stabilizer J. In addition, we may assume L is not S, or A, acting on f-element subsets
of {1,...,n} (since this is covered by case (ii) in Theorem 7). Therefore, our involution z
with fpr(z) > 1/2 must be conjugate to (z1,1,...,1) in L* and thus

Ind(G) = ind(z) = |T|*~! - ind(zy, T).
It follows that 1
Ind(L,T) = ind(z1,T) < 1|F|
and thus (L, J, |T'|,Ind(L,T")) is one of the cases in Table 8.

Let T" denote the socle of L. If L = Sp,,(2) with n > 6 then L =T and thus G = L P for
some transitive group P < Sk. In the three remaining cases in Table 8, we have |L : T'| = 2,
but in each case every involution y € L with Ind(L,I") = ind(y,I") is contained in L\ T" (for
T = Uy(2), y is an involutory graph automorphism with Cr(y) = Sp,(2), while y is a b;-type
involution for the cases with 7' = Q¢,(2)). Therefore, G’ must contain L* and thus G = L} P
for some transitive group P < Sj. U

Finally, let us consider the minimal index of a primitive group G < Sym(f2) of odd order.
Here G is solvable by the Feit-Thompson theorem and thus G = V:H is an affine group with
socle V = (C,)? and point stabilizer H < GLg4(p) for some prime p and positive integer d.

Theorem 7.4. Let G = V:H be a primitive permutation group of odd order with socle
V = (C,)¢ and point stabilizer H. Then

o152 =1 vt )

where 1 is the smallest prime divisor of |G)|.

Proof. As previously noted, if x € G has order r, then orb(z) > m/r and thus

md(G) < ind(z) < m <1 _ 1) .

Next let z € G be an element of prime order s. We may assume fpr(z) > 0 (otherwise
ind(z) =m(1—1/s) > m(1—1/r)), so by replacing = by a suitable conjugate we may assume
x € H. Then fpr(z) = p¢~%, where e = dim Cy (z).

Suppose s = p. If e = d — 1 then x is a transvection, fpr(z) = p~! and we compute

ind(z) = m (1 - ;)2.
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On the other hand, if e < d — 1 then fpr(z) < p~2 and thus
24p—1 1\?
ind(m))m(l—pﬂ;> >m(1—> .
p p
Now suppose s # p. Then s < (p?=¢ — 1)/2 since p is odd and thus fpr(z) < 1/(2s +1). In
turn, this implies that

1 s—1 3 3
i >m(1-- (1 —m(1- >m(1-
ind(z) m( s( +2s+1)> m( 2s+1) m( 2r+1)

and the result follows. O
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