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Abstract

We propose the Factor Augmented (sparse linear) Regression Model (FARM) that not only ad-
mits both the latent factor regression and sparse linear regression as special cases but also bridges
dimension reduction and sparse regression together. We provide theoretical guarantees for the es-
timation of our model under the existence of sub-Gaussian and heavy-tailed noises (with bounded
(1 + ¥)-th moment, for all ¥ > 0) respectively. In addition, the existing works on supervised
learning often assume the latent factor regression or sparse linear regression is the true underlying
model without justifying its adequacy. To fill in such an important gap on high-dimensional infer-
ence, we also leverage our model as the alternative model to test the sufficiency of the latent factor
regression and the sparse linear regression models. To accomplish these goals, we propose the
Factor-Adjusted deBiased Test (FabTest) and a two-stage ANOVA type test respectively. We also
conduct large-scale numerical experiments including both synthetic and FRED macroeconomics
data to corroborate the theoretical properties of our methods. Numerical results illustrate the ro-
bustness and effectiveness of our model against latent factor regression and sparse linear regression
models.
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1 Introduction

Over the past two decades, along with the development of technology, datasets with high-dimensionality
in various fields such as biology, genomics, neuroscience and finance have been collected. One styl-
ized feature of the high-dimensional data is the high dependence across features that give rises to
near collinearity. A common structure to characterize the dependence across features is the approxi-
mate factor model [Bai, 2003, Fan et al., 2013], in which the variables are correlated with each other
through several common latent factors. More specifically, we assume the observed d-dimensional

covariate vector x follows from the model
x=Bf +u, (1.1)

where f is a K-dimensional vector of latent factors, B € R%*¥ is the corresponding factor loading
matrix, and u is a d-dimensional vector of idiosyncratic component which is uncorrelated with f.

To tackle the high-dimensionality of datasets, various methods have been proposed. Among these,
dimensionality reduction and sparse regression are two popularly used ones to circumvent the curse of
dimensionality. They also serve as the backbones for many emerging statistical methods.

In terms of dimension reduction, the factor regression model is one of the most popular methods
and has been widely used [Stock and Watson, 2002, Bai and Ng, 2006, Bair et al., 2006, Bai and Ng,
2008, Fan et al., 2017b, Bing et al., 2019, Bunea et al., 2020, Bing et al., 2021]. It assumes that the

latent factors drive both dependent and independent variables as follows:

Y = flv+e¢,
x=Bf +u. (1.2)

Here Y is the response variable and € € R is the random noise which is independent with the factor
f. When the factors are unobserved, one usually learns the latent factors based on observed & and
substitutes the sample version into the regression model (1.2). There are several methods for estimating
latent factors such as Principal Component Analysis (PCA) [Bai, 2003, Fan et al., 2013], maximum

likelihood estimation [Bai and Li, 2012], and random projections [Fan and Liao, 2020]. In particular,



when the leading Principal Components are used as an estimator for f, the sample version of (1.2)
reduces to the classical Principal Component Regression (PCR) [Hotelling, 1933].

As for sparse regression, a commonly used model is the following (sparse) linear regression:
Y=2'8+c¢. (1.3)

In the high dimensional regime where the dimension d can be much larger than the sample size n, it is
commonly assumed that the population parameter vector 3 € R? is sparse. Over the last two decades,
various regularized methods, which incorporate this notion of sparsity, have been proposed. See, for
instance, LASSO [Tibshirani, 1996], SCAD [Fan and Li, 2001], Least Angle Regression [Efron et al.,
2004], Dantzig selector [Candes and Tao, 2007], Adaptive LASSO [Zou, 2006], MCP [Zhang, 2010]
and many others. For more details, please refer to Fan et al. [2020b] for a comprehensive account.

In this paper, we introduce the Factor Augmented (sparse linear) Regression Model (FARM) (1.4),

which incorporates both the latent factor and the idiosyncratic component into the covariates,

Y =f'v+u'B" +¢,

x = Bf + u, (1.4)

where v* € R and 3* € R¢ are population parameter vectors quantifying the contribution of the latent
factor f and the idiosyncratic component wu, respectively. Obviously, the factor regression model (1.2)
is a special case of (2.1) in which 8* = 0. To better illustrate the difference between model (1.4) and

the sparse linear model (1.3), our model can be written in an equivalent form,
Y=flo"+a'B8" +¢, x = Bf + u, (1.5)

where ¢* = v* — BT 3* € R¥ quantifies the extra contribution of the latent factor f beyond the ob-
served predictor . Therefore, FARM expands the space spanned by « into useful directions spanned
by f. Itis clear that the sparse regression model (1.3) is also a special case of (1.4) with ¢o* = 0. Thus,
our model is general enough to bridge the dimensionality reduction and the sparse regression.

The motivation of our factor augmented linear model (1.4) comes from two perspectives.



1. Firstly, it origins from Fan et al. [2020a]. In order to get precise estimation of 3* based on highly
correlated variables, they study the sparse regression estimation by substituting (1.1) into (1.3)

and obtain
Y=(Bf+u)'8 +c=f"(B'8)+u'B" +e. (1.6)

We observe from (1.6), when the sparse linear regression is adequate, for a given 3*, the re-
gression coefficient on f is fixed at v* = B'3*. However, in reality, especially when the
variables are highly correlated, it is very likely that the leading factors possess extra contribu-
tions to the response instead of only a fixed portion BT (3*. This results in our proposition of
model (1.4), where we augment the leading factors into sparse regression that expands the linear

space spanned by « into useful directions.

2. Secondly, it origins from the factor regression given in (1.2). In reality, the leading common
factors f indeed provides some important contributions to the response, but it is hard to believe
that they will have fully explanation power, especially when the effect of the factors is weak. Be-
sides, in real applications, several examples illustrate the poor performance of factor regression
model or PCR, see Jolliffe [1982] for more details. Thus, completely ignoring the idiosyncratic
component uw will harm in model generalization. This also motivates us to propose model (1.4),
in which we augment the sparse regression by incorporating the idiosyncratic component « into

the original factor regression.

In this paper, we first study the properties of estimated parameters under the proposed model (1.4).
Specifically, we assume the factors given in (1.4) are unobserved and leverage PCA to estimate them.
Incorporated with penalized least-squares with the ¢/;-penaly, we derive the ¢5-consistency results for
parameter vectors v* and 3*. Going beyond the linear regression model and the least squares estima-
tion, our idea can be naturally extended to more general supervised learning models through different
loss functons. For instance, quantile regression [Belloni and Chernozhukov, 2011, Fan et al., 2014],
support vector machine [Zhang et al., 2016, Peng et al., 2016], Huber regression [Fan et al., 2017a, Sun

et al., 2020], generalized linear model [Van de Geer, 2008, Fan et al., 2020a] and many other variants.



In order to demonstrate the general applicability of our proposed methods, in our paper, we further
extend our model settings to robust regression. To be more specific, we only assume the existence
of (1 + ©J)-th moment of the noise distribution for some ¥ > 0. We adopt Huber loss together with
adaptive tuning parameters and ¢;-penalization to derive the consistency results for the parameters of
our interest. Besides the aforementioned extensions, it is worth to note that our model is also applica-
ble in the field of causal inference [Imbens and Rubin, 2015, Hernan and Robins, 2019]. To be more
specific, the latent factors f given in our model is able to be treated as the unobserved confounding
variables which affect both the covariate  and the response Y. From the causal perspective, we pro-
vide a methodology to conduct (robust) statistical estimation as well as inference of our model under
the existence of latent confounding variables.

The aforementioned works on factor regression and sparse linear regression mainly investigate the
theoretical properties based on the assumption that either of them is the true underlying model [Stock
and Watson, 2002, Tibshirani, 1996, Fan and Li, 2001, Zou, 2006, Bai and Ng, 2006, Zhang, 2010, Fan
etal., 2017b, 2020a, Bing et al., 2021]. However, whether a given model is adequate to explain a given
dataset plays a crucial role in the model selection step. This motivates us to fill the gap by leveraging
our model as the alternative one to perform hypothesis testing on the adequacy of the factor regression
model as well as the sparse linear regression model when covariates admit a factor structure.

For the hypothesis test on the adequacy of the latent factor regression model, we consider testing

the hypotheses
Hy:Y = f'v* +¢e versus H Y = f'v*" +u'B* +¢. (1.7)

This amounts to testing Hy : B3* = 0 under FARM model. To this end, we propose the Factor-
Adjusted deBiased Test statistic (FabTest) B A Which serves as a de-sparsify version of the estimator ,@ N
obtained under /;-regularization. The asymptotic distribution of the proposed test statistic is derived
by leveraging the high-dimensional Gaussian approximation. The critical value controlling the Type-
I error is estimated based on the multiplier bootstrap method. As a byproduct, we are also able to
conduct entrywise and groupwise hypothesis testing on parameter 3* by following similar de-biasing

procedure.



For validating the adequacy of the sparse linear regression model, we consider testing the hypothe-

SES
Hy:Y =a'B8" +¢c versus H :Y = flop* +a' B +¢, (1.8)

or ¢* = 0 under the FARM model. To tackle the testing problem, we propose a two-stage ANOVA
test. In the first stage, we use marginal screening [Fan and Lv, 2008] to pre-select a group of variables
which cope well the curse of high dimensionality. In the second stage, we derive the ANOVA-type
test statistic. Asymptotic null distribution and the power of the test statistic are derived. In addition,
we further extend the aforementioned two-stage ANOVA test to linear multi-modal models [Li and
Li, 2021], whose data framework has been well applied in a wide range of scientific fields (e.g multi-
omics data in genomics, multimodal neuroimaging data in neuroscience, multimodal electronic health
records data in health care).

In summary, our main contributions are as follows:

1. Motivated from the factor regression and sparse regression, we propose the Factor Augmented
(sparse linear) Regression Model (FARM) (1.4) [also (1.5)] and investigate in the parameter
estimation properties on v* and 3* given in (1.4). Our work serves as an extension of Fan et al.
[2020a] to a general setting with weaker assumptions. It augments the sparse linear regression

in useful directions of common factors.

2. To further demonstrate the wide applicability of our methods, we extend our model to a more
robust setting, where we only assume the existence of (1 + ©)-th moment (¢ > 0) of our noise
distribution. Leveraging the ¢;-penalized adaptive Huber estimation, we establish statistical
estimation results for our parameters of interest. Comparing with those closely related literature
[Fan et al., 2020a, 2021a], our assumption on the moment condition of the noise variable is the
weakest. Our robustified factor augmented regression also serves as an extension of Sun et al.

[2020] to a more general setting.

3. In terms of testing the adequacy of the factor regression, we propose the FabTest by incorpo-

rating the factor structure into the de-biased estimators [van de Geer et al., 2014, Zhang and
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Zhang, 2014, Javanmard and Montanari, 2014]. Accompanied with Gaussian approximation,
the asymptotic distribution of our test statistic is derived. As for implementation, we propose

the multiplier bootstrap method to estimate the critical value in order to control the Type-I error.

4. For testing the adequacy of sparse linear regression model, we propose a two stage ANOVA-type
testing procedure. Asymptotic distribution (under the null) and power (under the alternative) of
our constructed test statistic are investigated. In addition, we further extend the methodology to
the multi-modal sparse linear regression model [Li and Li, 2021], by testing whether the sparse

linear regression for some given modals is adequate.

5. We conduct large scale simulation studies for our proposed methodology using both synthetic
data and real data. Simulation results via synthetic data lend further support to our theoretical
findings. As for real data, we apply our methodology to the studies of the macroeconomics
dataset named FRED-MD [McCracken and Ng, 2016]. The experimental results also illustrate
the high efficiency and robustness of our model (FARM) against latent factor regression as well

as sparse linear regression.

1.1 Notation

For a vector ¥ = (V1,...,7m)' € R™, we denote its £, norm as |v[, = -, [7|)%, 1 < g < o0,
and write |7, = maxj<s<m |7¢|- For any integer m, we denote [m| = {1, ..., m}. The sub-Gaussian
norm of a scalar random variable 7 is defined as |Z|y, = inf{t > 0 : Eexp(Z?/t?) < 2}. For a
random vector - € R"™, we use ||y, = supj,,; [|v €], to denote its sub-Gaussian norm. Let I{-}
denote the indicator function and let I; denotes the identity matrix in R®*¥. For a matrix A = [A4;;],
we define Al = />, A% [ Allmax = max;y |Ajx] and [ Al = max; 33, [Ajx| to be its Frobenius
norm, element-wise max-norm and matrix ¢,,-norm, respectively. Moreover, we use Apnin(A) and
Amax(A) to denote the minimal and maximal eigenvalues of A, respectively. We use |.A| to denote
the cardinality of set .A. For two positive sequences {a,},>1, {bn}n>1, We write a,, = O(b,,) if there
exists a positive constant C' such that a,, < C' - b,, and we write a,, = o(b,,) if a,,/b,, — 0. In addition,

a, = Op(b,) and a,, = op(b,) have similar meanings as above except that the relationship of a,, /b,
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holds with high probability.

1.2 RoadMap

The rest of this paper is organized as follows. We study the parameter estimation properties of our
proposed model (FARM) in section 2, where theoretical results of both regular and robust estimators
are analyzed. In section 3, we construct a de-biased test statistic to test the adequacy of latent factor
regression model. In addition, in section 4, we construct a two-stage ANOVA test to study the adequacy
of sparse linear regression under the setting with highly correlated features. Moreover, to corroborate
our theoretical findings, in section 5, we conduct exhaustive simulation studies. Last but not least, we

apply our methodology to study the real data FRED-MD in section 5.4.

2 Factor Augmented Regression Model

The primary objective of this section is to propose a regularized estimation method for our factor
augmented sparse linear model and investigate the corresponding statistical properties. Suppose we
observe n independent and identically distributed (i.i.d.) random samples {(x;, Y;)}7_, from (z,Y),

which satisfy that
x,=Bfi+u, and Y, = £y +u/B +¢e, t=1,....n, 2.1)

where fi,...,f, € RE, uy,...,u, € R?and ¢1,...,¢, € R are i.i.d. realizations of f, u and &,

respectively. To ease the presentation, we rewrite (2.1) in a more compact matrix form as follows,

X =FB'" +U,
Y=F~y+UB" +¢, (2.2)

where X = (z1,...,2z,), F = (f1,...,f), U = (uy,...,u,)", Y = (V1,...,Y,)" and
& = (e1,...,6,)". Throughout the whole paper, we assume we only get access to observations

{(x, Yy)}i-,. Both the latent factors F' and the idiosyncratic components U are unobserved and need



to be estimated from the observed predictors X. Thus, in the following, we shall first illustrate how to

estimate F' and U and then proceed with the regularized estimation for model (2.2).

2.1 Factor Estimation

Since only the predictor vector x is observable, the latent factor f and the corresponding loading
matrix B are not identifiable under the factor model (1.1). More specifically, for any non-singular
matrix S € RE*X wehave £ = Bf + u = (BS)(S™'f) + u. To resolve this issue, we impose the

following identifiability conditions [Bai, 2003, Fan et al., 2013]:
Cov(f) = I and B'B is diagonal.
Consequently, the constrained least squares estimator of (F', B) based on X is given by

(F,B)= argmin |X - FBT|32
FE]R"XK,BERdXK

1
subject to —F'F = I; and B'B is diagonal.
n

Elementary manipulation yields that the columns of F /+/n are the eigenvectors corresponding to the
largest K eigenvalues of the matrix XX and B = (FTF)"'F'X = n~'F'X. Then the least
squares estimator for U is givenby U = X — FBT = (I, —n'FFT)X.

Before presenting the asymptotic properties of the estimators {ﬁ’ , B , ﬁ} we first impose some

regularity conditions.
Assumption 2.1. There exists a positive constant ¢y < oo such that | f|4, < co and |u/y, < co.

Assumption 2.2. There exists a constant 7 > 1 such that d/7 < Apin(B"B) < A\uax(B"B) < dr.

Moreover, we assume 7 log® n = O(d).
Assumption 2.3. Let ¥ = Cov(u). There exists a constant T > 0 such that | B|,.x < T and
Elu'u — tr(2)|* < Td>

Assumption 2.4. There exist a positive constant x < 1 such that £k < Apin(2), |X]; < 1/k and

minlgk,ggd Var(ukw) = K.



Remark 1. Assumptions 2.1-2.4 are standard assumptions in the studies of large dimensional factor

model. We refer to Bai [2003], Fan et al. [2013] and Li et al. [2018] for more details. L]

We next summarize the theoretical results related to consistent factor estimation in the following

proposition which directly follows from Lemmas D.1 and D.2 in Wang and Fan [2017].

Proposition 2.1. Assume that d = o(exp(n)). Let H = n='V'FTFBT B, where V € REXK js
a diagonal matrix consisting of the first K largest eigenvalues of the matrix n=* X X ". Then, under

Assumptions 2.1-2.4, we have
1. |F—FHT|% = Op(n/d + 1/n).
2. ForanyT < {1,2,...,d}, we have maxyer Yy, |t — uw)?® = Op(log |Z| + n/d).
3. |HTH — Ig|2 = Op(1/n + 1/d).
4. maxgeq [br — Hby|2 = Op{(log d)/n}.

Remark 2. In practice, the number of latent factors K is typically unknown and it is an important
issue to determine K in a data-driven way. There have been various methods proposed in the literature
to estimate the number K [Bai and Ng, 2002, Lam and Yao, 2012, Ahn and Horenstein, 2013, Fan
et al., 2022]. Our theories always work as long as we replace /K by any consistent estimator K ,l.e. we

only require
P(K=K)—1, as n— 0.

Thus, without loss of generality, we assume the number of factors K is known throughout all the
theories developed in this paper. As for the application part, throughout this paper, we utilize the
eigenvalue ratio method [Lam and Yao, 2012, Ahn and Horenstein, 2013] to select the number of
factors. More specifically, we let A\, (X X ") denote the eigenvalues of the Gram matrix X X " and the

number of factors is given by

~ Me(XXT)
K =argmax—————, (2.3)
Rok M (XXT)
where 1 < IC < n is a prescribed upper bound for K. [

10



2.2 Regularized Estimation

Under the high dimensional regime where the dimension d can be much larger than the sample size n,
it is often assumed that only a small portion of the predictors contribute to the response variable, which
amounts to assuming that the true parameter vector 3* is sparse. Then the regularized estimator for
the unknown parameter vectors 3* and v* of our factor augmented linear model is defined as follows:
(Bn3) = engmin { ¥ ~ 05— Pyl + Al | 24
BeRd yeR
where A > 0 is a tuning parameter.

Welet Y = (I, — 13)Y denote the residuals of the response vector Y after projecting onto
the column space of ﬁ’, where P = n'FF7 is the corresponding projection matrix. Recall that
U = (I, — 13)X . Hence FTU = 0 and it is straightforward to verify that the solution of (2.4) is
equivalent to

B = arguin { 1% ~ OBI3 + N8l .
BeRd n

P P 1A
A=(F'F)'F'Y =-F'Y.
n

For any subset S of {1, ..., d}, we define the convex cone C(S,3) = {§ € R? : |ds.

log d log d
m¢=@+¢% +¢”%. 2.5)
d n d

To investigate the consistency property of (B \» ), we impose the following moment condition on the

1< 3“(55”1} For

simplicity of notation, we write

random noise €.
Assumption 2.5. There exists a positive constant ¢; < oo such that ||y, < ¢;.

Theorem 2.2. Recall p* = v* — B'3* € RE. Under Assumptions 2.1-2.5, we have
~ 1 1 1 log |S,| 1
— H~*lls = Op { — 4 * * —
H’Y 7”2 P{\/ﬁ_'—( n+\/g)|902+18”1< n +\/a )
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where S, = {j € [d] : B; # 0} and |S.| is its cardinality. Furthermore, if |S, | (‘&d 4 1) = o(1), then,

n

by taking A\ = (Zo/n)|UT (Y — UB*)| s for some constant Iy > 2, we have Br— B e C(S.,3) and

B — Bl = O ( /|s*r7llogd L Vudle n\m/w*r) | 06

Remark 3. In most of literature investigating the regularized estimation of sparse linear regression

model (1.3), it is commonly assumed that the observed covariate vector x is a sub-Gaussian ran-
dom vector with bounded sub-Gaussian norm ||x|,,. See, for instance, Loh and Wainwright [2012],
Nickl and Van De Geer [2013], van de Geer et al. [2014], Zhang and Cheng [2017] and many others.
However, such assumption can be unreasonable in the presence of highly correlated covariates. To
see this, suppose now both f and w are Gaussian random vectors and the underlying x satisfies the
factor model (1.1). Then @ is also a Gaussian random vector with Cov(z) = BB' + X. Under
the pervasiveness condition (Assumption 2.2) and Assumption 2.4, it is straightforward to verify that
|2y = \/8/3A\max(BBT + %) = d, which violates the assumption on bounded sub-Gaussian norm.
In contrast, our model can circumvent such issue because we decompose the covariate x into (f,u),
and we only need impose sub-Gaussian assumption on (f,u). As the sparse linear regression model
serves as a special case to our model, our model serves as a more robust choice to conduct parameter
estimation comparing with using linear regression directly, even if the sparse linear regression model

is adequate. [

Remark 4. Theorem 2.2 substantially generalize the results in Fan et al. [2020a] with weaker as-
sumptions. First, we did not impose the irrepresentable condition on the design matrix U, only the
lower bound on ¥ = Cov(u) is required. In addition, although Fan et al. [2020a] also decompose
the covariate @ into (f,w) in order to get precise estimator for 3*, they mainly focus on the linear
model Y = x'[3* + ¢ which corresponds to the special case with ¢* = 0 in our results given in

Theorem 2.2. O]

Remark 5. Our study is different from the related work by Fan et al. [2021a], although they also
study one kind of factor augment linear regression model. First of all, they do hypothesis testing for

covariance matrix of the idiosyncratic component whereas we focus on testing the adequacy of factor
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regression and sparse regression and address also robustness issue. Secondly, their study focuses on

panel data and concerning more on prediction rather than the inference. 0

2.3 Factor Augmented Robust Linear Regression

In reality, datasets, especially collected from the field of finance, are often contaminated by noises with
relatively heavy tails. To resolve such issue, we leverage the adaptive Huber regression to study the
parameter of interest in our FARM under the existence of heavy-tailed noise [Sun et al., 2020].
Let p,,(-) denote the Huber function,
22/2, if 2] <w,

pu(z) =
wz — w2, if 2] > w,

where w > 0 is the robustification parameter which balances robustness and bias. As an robust version

of (2.4), our factor augmented adaptive Huber estimator for (3*, ) is given by
o e . 1 - ~
(Br,An) = argmin {— S puly— @) B— fT) + Allﬁll} , 2.7)
BeRd ~eRE T =1

where A > 0 is a tuning parameter and w depends on sample size, dimenality, and noise level. For
simplicity of notation, we write ¢, = (B}Tﬁ/}j )T e RYK and ¢ = (8*7,37)7 € R¥K, where

vy = ﬁTB* + n_lﬁ‘TFgo*. The following theorem establishes the statistical consistency of $h.

Proposition 2.3. Assume that E|e|'*?

1 YAl
1+(9Al) 1 1+(9Al)
w = " and \ = ogd .
log d n

Furthermore, we assume that (|S,| + K)(log d)*? = o(n),

< oo for some constant ¥} > 0. Let

logn
n+\/g

Then, under Assumptions 2.1-2.4, we have
logd\ 0D
~ ~ Og + A
|¢h_¢1:O]P{(|S*‘+K)< o ) }

13
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We establish the /;-statistical rate for the parameters in model (1.4)[also (1.5)] by only assuming
the existence of (1 + 1J)-th moment of the noise distribution. Specifically, when ¢ > 1, the results
reduce to the same rate as the sub-Gaussian assumption of . Our result serves as an extension of Sun
et al. [2020], who study the robust estimation for high-dimensional linear regression, to a more general

setting by incorporating latent factors.

Remark 6. It is worth noting that the statistical errors we obtained throughout section 2 are non-
asymptotic, in the sense that the results always hold as long as n is greater than some fixed constant.
As our learned covariates contain statistical errors, novel analysis analysis is required for downstream

statistical estimation and inference under both scenarios with light and heavy-tailed noises

3 Is Factor Regression Model Adequate?

The latent factor regression is widely applied in many fields as an efficient dimension reduction
method. A natural question arises is whether the model is adequate and FARM (1.4) serves naturally

as the alternative model. To be more specific, we consider testing the hypotheses
Hy:B8=0 versus H, : 3" #0 (3.1)

in FARM (1.4). As the penalized least-squares estimator ,@ A 1s used for estimating (3*, it creates biases

and make it difficulty for inferences. Thus, we first introduce a de-biased version of B A\ given in (2.4).

3.1 Bias Correction

We begin with the construction of bias-corrected estimator for 3* following similar idea of Zhang
and Zhang [2014], van de Geer et al. [2014] and Javanmard and Montanari [2014]. Specifically, let
© € R be an approximation for the inverse of the Gram matrix > = n 'U'U, the de-biased

estimator for 3* is then defined as

e 1A A
By = B+ ﬁ@UT(Y —UpBy). (3.2)

14



The rationale behind such construction is that we are able to decompose estimation error as

~ 1 ~ ~ 1 ~ ~ ~~ o~
5A—ﬁ*=—®U¢5+ﬁ@U*F¢ﬂ+ug—@zxﬁx—ﬁw, (3.3)

n

after we expand Y according to (2.2) and replace X by X = FB + U. The first term on the right
hand side of (3.3) quantifies the uncertainty of our estimator B \ and the last two terms are biases which
will be shown to be of smaller order.

One observes that constructing the de-biased estimator BA given above requires an estimator e.
There are many methods for estimating such precision matrix, for example, the node-wise regression
proposed in Zhang and Zhang [2014] and van de Geer et al. [2014], and the CLIME-type estimator
given in Cai et al. [2011], Javanmard and Montanari [2014] and Avella-Medina et al. [2018]. In
our work, we do not restrict © to be any specific one, but require to satisfy the following general

conditions.

Assumption 3.1. Let © = X! with X defined in Assumption 2.3. There exist positive A and A,

such that
11y — O |max = Op(Amax) and [© — O] = Op(Ay).
Without loss of generality, here we assume that A, < |©||4.

Remark 7. To give a concrete example, under the mild conditions therein, Assumption 3.1 is satisfied

with

Apax = O( log d + 1) and A, = O(max\é}-\ logd + 1),
n d jeld] n d
by using node-wise regression [Zhang and Zhang, 2014, van de Geer et al., 2014], where |S;| =
22:1 I{©;; # 0} quantifies the sparsity of j-th column of the precision matrix ® foreach 1 < j < d.
In Appendix ??, we will provide a detailed analysis on estimating 3! via node-wise regression and

establish precise theoretical upper bounds for the statistical rates given in Assumption 3.1. [
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3.2 Gaussian Approximation

The goal of this section is to derive the asymptotic distribution of HB » — 3" | in the high dimensional
setting. To this end, we apply the Gaussian approximation result given in Chernozhukov et al. [2013,
2017, 2020] for high dimensional random vectors. More specifically, we let Z = (Zy,..., Z)" € R?
be a zero-mean Gaussian random vector with the same covariance matrix as that of n=20QU T &, that
1s,

Cov(Z) = Cov <%@UT5> = 0°0. (3.4)
We next present the theoretical results on Gaussian approximation of our test statistics under some

mild conditions.

Theorem 3.1. Recall * = v* — B'3* € RE. We assume that (log d)®/n — 0,

log d

(Amax|Su| + Ay) logd — 0 and (Vn,d\go*g + \/g + 4/log d) 19| — 0, (3.5)

with V,, q. Then under Assumption 3.1, we have
sup B (VB ~ 80 < x) — (|2 < )| 0.
>

For any a € (0, 1), let ¢;_,, denote the (1 — «)-th quantile of the distribution of | Z .. Theorem 3.1

leads to an approximately level « test for (3.1) as follows:

Yoo = L{ValBls > 1} (36)

3.3 Gaussian multiplier bootstrap

The critical value ¢;_,, depends on the unknown o2 and ©, which can be estimated by the following

Gaussian multiplier bootstrap.

1. Generate i.i.d. random variables &1, ..., &, ~ N(0,1) and compute
~ 1 A~ A~
L= _nHGUTEHOOa where 5 = (517527 cee 7fn)T-

Tn
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2. Repeat the first step independently for B times and obtain El, e ,i p. Estimate the critical

value c;_,, via 1 — o quantile of the empirical distribution of the bootstrap statistics:

1, [+
Clq =inf{t > 0: Hg(t) > 1 —a}, where Hg(t) = EZH{L” < t}.
b=1

Reject the null hypothesis Hy when +/72]|3x]|.0/8 > 21—, for a given consistent estimator & of o. To

validate the procedure, we need some additional conditions on © and 5.
Assumption 3.2. There exists a A,y > 0 such that [© — O ||max = Op(Amax)-
Assumption 3.3. There exists a0 < A, < 1 such that [0/0 — 1| = Op(A,).

Remark 8. The estimation of o2 for high dimensional linear regression has been studied in the lit-
erature. For example, Fan et al. [2012] proposed refitted cross-validation to construct a consistent
estimator with clearly quantified uncertainty of & in ultra-high dimension. In addition, Sun and Zhang
[2012] and Yu and Bien [2019] derived scaled-Lasso and organic Lasso respectively for estimating o.
Like our case of estimating ®, we also do not restrict estimating o by any fixed method mentioned

above, our theory works as long as the general condition of Assumption 3.3 holds. 0

Let P*(-) = P(-|X,Y") denote the conditional probability. In the following theorem, we establish

the validity of the proposed bootstrap procedure.

Theorem 3.2. Let Assumptions 3.1-3.3 hold. Assume that

1
Anax|Olloo + Apax + Ay =0 . (3.7
log d

Then, under conditions of Theorem 3.1, we have

P (Villps - 87 < 2) P (L <) B0

sup
>0
Remark 9. Following the same de-biasing procedure as given in (3.2), we are also able to construct

entrywise [Javanmard and Montanari, 2014] and groupwise [Zhang and Cheng, 2017, Dezeure et al.,
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2017] simultaneous confidence intervals for 3*. For each 1 < j < d, a (1 — «)-confidence interval for

. - 6. « 6.
CIa(ﬁj)z 5j,,\—021—a/2 %, ﬁj,,\—Uzl—aﬂ % )

where 2,_q/» is the (1 — /2)-th quantile of standard normal distribution. By choosing this cut-off

pB; is given by

value, we obtain a tighter confidence interval comparing with using c¢;_. For simultaneous groupwise

inference of 3*, let G be a subset of {1, ..., d} of interest and consider testing the hypotheses
Hog: B; = pB; forall jeG versus Hyg: 8] # 3] forsome je G.

In particular, when 37 = 0 for all j € G, this reduces to testing the significance of a group of parame-
ters. We obtain that the asymptotic distribution of maxjeq 1/n |§] » — B} converges to the distribution
of max;eq | Z;| by leveraging the Gaussian approximation. The remaining steps follow directly by

conducting the Gaussian multiplier bootstrap. [

4 Is Sparse Linear Model Adequate?

Sparse linear regression, which serves as the backbone of high dimensional statistics, has been widely
applied in many areas of science, engineering, and social sciences. However, its adequacy has never

been validated. This section focuses on testing the adequacy of the sparse linear model.

4.1 Main Results

As mentioned in introduction, the proposed model (1.5) contains the sparse linear regression model as

a special case. Thus, we consider testing the hypotheses
Hy:Y =a'B" +ecversus H :Y = flop*+x' 8" +¢, 4.1)

which is equivalent to test whether * = v* — BT3* = 0. Since B is an unknown dense matrix,

simultaneously testing this linear equation will suffer from the curse of dimensionality.
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On the other hand, for any set S < [d] with S, = S, we have Bi3% = B'3*. Hence, it suffices

to compare the following two linear models in reduced dimension:
Hy:Y =xiBs+e versus Hy Y = flop* + 565 + €. 4.2)

This hinges applying a sure screening method to reduce the dimensionality. There exist several meth-
ods which lead to the sure screening property. Among those, the commonly used one is the marginal
screening method [Fan and Lv, 2008, Fan and Song, 2010, Zhu et al., 2011, Li et al., 2012, Liu et al.,
2014, Barut et al., 2016, Chu et al., 2016, Wang and Leng, 2016].

We propose an ANOVA-type test for (4.1) with two stages. In the first stage, the data set is split
into two data sets (Y ), X)) and (Y'?), X ?)), with sample sizes m and n — m, respectively. We use
(YW X M) to screen variables. Let S, denote the set of variables selected. In the second stage, we
leverage the selected 3’1 and remaining data (Y ®), X)) to perform hypothesis testing based on the
ANOVA-type test statistic for low-dimensional model (4.2) with S replaced by §1. As the first step is
based on marginal screening and is relatively crude, the sample size m is relatively small in comparing

with the second step. We impose a general assumption on the set §1.
Assumption 4.1 (Sure screening property). There exists an s,, > 0 such that
P(\S\l] <s, and S, §1> — 1, as n — .

A simple procedure that satisfies the above assumption is the follow factor-adjusted marginal

screening based on the data (Y, X 1)),

1. Estimation. Compute the latent factor estimator FO, idiosyncratic component U based on

XD and YO = (I, - FO(FOTFW)-1FOT)Y D) the residual after factor regression.

A~

2. Marginal regression. Compute the least square estimate BZ,M = UE(I)TIN’(U / (ﬁe(l)Tﬁz(l)) for
eachl </ < d.
3. Screening. Let Sy := §¢, ={lel[d]: |357M] > ¢} for some prescribed ¢ > 0.

Here U, 4(1) e R? stands for the ¢-th column of the matrix U, We next provide a sufficient condition

for the Assumption 4.1 to hold.
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Proposition 4.1. Assume that m = o(dlogd) and

o(12ke 1 g E0) < < 0 i) @3)

d m te[d]

where BZ M= E;B* /Y. Here 3y denotes the (-th column of 3. Then, under the Assumptions 2.1—

2.5, we have

P(S*cg(b)—»l, as m — .

Furthermore, we assume that minegs, |0} ;| = c.m™" for some positive constant . < 1/2. Then for

any ¢ = com™ " with ¢, < ¢./(1 + ¢), we have

~ 02m2n|‘2/6*”2
PLS,| < =2 2V 1 — 0.
R B

Remark 10. From the conclusion of Proposition 4.1, we obtain sure screening property by using our
first data set with sample size m = n® for some a < 1 as long as the signal satisfies minges, |57 ,,| =
c,m~". Thus, the size of the remaining data set for constructing the test statistic in our second step is
n —n® ~ n. It is worth to note that this does not lose any efficiency in terms of the asymptotic power

in our hypothesis test when n goes to infinity. O

Remark 11. Fan et al. [2020a] proposed a similar sure screening estimator which is a special case of
our Proposition 4.1 with ¢* = v* — BT(3* = 0. Moreover, we also provide an upper bound for the
number of selected variables whereas Fan et al. [2020a] only provided a sufficient condition for the

sure screening property. [

Next, we proceed to the second stage of our hypothesis testing. In this step, we construct an

ANOVA test statistic for (4.2) with S replaced by §1, which is given by

Qw(f) = ’ (In—m - X(})) Y(Q)

S1

2

4.4)

2
— H <In_m — Ppo) — Pﬁ@) Yy ®
2 S

1

2

We then summarize our results on the asymptotic behaviors of Qg) in the following Theorem 4.2.
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Theorem 4.2. Let Assumptions 2.1-2.5 and Assumption 4.1 hold with

Sy, (logd + %) — 0 and A, — 0.

n

We obtain

sup [P (Q < 26%|Hy) — P(x3 < )| >0, as n — o.
>0

Theorem 4.2 yields a level « test for (4.1) , with critical region {Qg) > 5?2 X%{,l—a}’ where x%;_,

is the (1 — «)-th quantile of y2-distribution.

Remark 12. Under stronger conditions such as irrepresentable condition [Zhao and Yu, 2006] or
RIP condition [Candes and Tao, 2007], the S achieved by certain explicit regularization [Zhao and
Yu, 2006, Fan and Lv, 2011, Shi et al., 2019, Fan et al., 2020a] or implicit regularization accompanied
with early stopping and signal truncation [Zhao et al., 2019, Fan et al., 2021b] enjoys variable selection

consistency IP’(§ = &,) — 1. In this scenario, we take the test statistic as
2
Q. = |(Pr+ o, ~ Px) ¥,

without using sample splitting. Under Assumptions 2.1-2.5, we obtain

sup |IP (Qn < .:1:82]H0) —P(x% < 3:)’ -0, (4.5)
>0
by following similar proof idea with Theorem 4.2. [

We now present the power of the test statistic (4.4).

Theorem 4.3. Define

2
Dia. 0) — RE - n|e| > 02(2 + §) (2 2
(OK, ) {SO € 1+ KSnHB”?nax/)\mm(E) g ( + )(XK,lfa + XK,lfG) )

where > (0 is some constant, s,, is the size of selected set from the first stage and K is the number of
factors. In addition, parameter 0 is a threshold such that for any ¢* € D(«, 0), the power of the test

is larger than 1 — 0. To be more specific, we assume that

Il (/n/d +1/3n) = 0. (4.6)
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Then, under the conditions of Theorem 4.2, we have

inf P(, = 1|H;) =1—6,
poond (¥ |H1)

where 1, = ]I{

Q>3 o}

Remark 13. Dataset with multiple types are now frequently collected for a common set of experimen-
tal subjects. This new data structure is also called multimodal data. It is worth to mention, the above
hypothesis test can be further extended to test the adequacy of multi-modal sparse linear regression

model [Li and Li, 2021]. Interested readers are referred to Appendix F.4 for more details. [

5 Numerical Studies

5.1 Accuracy of Estimation

For data generation, we let number of factors A = 2, dimension of covariate d = 1000, v* =
(0.5,0.5), the first s = 3 entries of 3* be 0.5 and remaining d — s entries be 0. Throughout this
subsection, we generate every entry of F', U from the standard Gaussian distribution and let every
entry of B be generated from the uniform distribution Unif (—1, 1). We choose the noise distribution
of € given in model (2.1) from (1) standard Gaussian, (ii) uniform, and (iii) ¢3 distribution respectively.

Distributions (i) and (ii) have sub-Gaussian tails. For these two cases, we select sample size n
so that s\/w takes uniform grids in [0.15,0.5] . Then we generate n response variables from
model (2.1) and estimate our parameters via (2.4). The results are shown as the red lines in Figure 1.
They lend further support to our theoretical findings given in section 2 as the statistical rates there
are upper bounded by O(s\/m). Moreover, we also show the estimation results by using Lasso
directly on measurements (X, Y"). Results are shown as the blue lines given in the first two figures in
Figure 1. Using Lasso directly on (X, Y") leads to much worse results due in part to the inadequacy
of the model. In addition, as shown in Fan et al. [2020a], even when the sparse regression model is
correct, we still have better estimation accuracy using factor adjusted regression.

Distribution (iii) has only the bounded second moment, but no third moment. Likewise, we select

corresponding number of observations n so that (s+ K')+/log d/n takes uniform grids in [0.4, 0.7]. The

22



dist(By, B”)

144 —— FA_Lasso —— FA_Lasso

1.6 —— Robust_FA_Lasso
— Lasso — FA_Lasso

—— Lasso
1.2 0.8 1.4
—
0 *
. Q1.2
~ 0.6 -
8 ~<
<QQ_ 1.0
-
i
0.4 1 L os
©
’ 0.6
0.24
0.2

dist(Bx, B")

0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.40 0.45 0.50 0.55 0.60 0.65 0.70

Sylogd/n Sy/logd/n (S +K)ylogd/n
(a) (b) (©)

Figure 1: Accuracy for 3, with dist(8y, 3*) := |3 — %[ based on 500 replications. The light color
regions indicate the standard errors across the simulation. Figure (a) and (b) depict the estimation
results of model (1.4) with noise ¢ following the standard Gaussian and uniform distributions respec-
tively. In (a) and (b), the red lines denote the estimation results using the method (2.4) (labeled as
FA Lasso in the figure) and the blue lines represent the results using Lasso with data (X,Y’). In
Figure (c), the noise ¢ follows ¢3-distribution. The red line in (c) represents the result of robust factor
adjusted regression (Robust_FA Lasso) via adaptive Huber estimation together with ¢;-penalty given

in (2.7) and the blue line represents the result achieved by using FA Lasso.

reduced sample sizes help reduce the computation cost on the regularized adaptive Huber estimation
using cross-validation to choose the parameter w. We compare the results for the robust estimator (2.7)
with that of the factor adjusted regression (2.4). The results are shown as the red and blue lines in part
(c) of Figure 1 respectively. They provide stark evidence that it is necessary to conduct the robust

version of factor adjusted regression (2.7) when noises have heavy tails.

5.2 Adequacy of Factor Regression

Data Generation Processes. We choose n = 200, K = 2 and d either 200 or 500 and the matrix

X = FB" + U using the following two models with entries of B generated from Unif(—1, 1).
1. We generate every row of F' € R™*X U e R"* from N(0, I¢) and N(0, I,) respectively.
2. We let the t-th row f, € RE of F € R™X follow f, = ®f,_; + & where ® ¢ RE*K with
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®;; = 0.5 j e [K]. In addition, {£;}~1 are drawn independently from N(0, I;c). We
generate every row of U from N (0, X) where 3, ; = 0.6/ 4, j € [d].

The response vector follows Y = F~* + UB* + £ in (4.1) with every entry of £ € R" being
generated independently from either from N (0,0.52) or uniform distribution Unif (—+/3/2,/3/2).
We set v* = (0.5,0.5) and B8* = (w,w,w,0,--- ,0), where w > 0. When w = 0, the null hypothesis
Y = F~* + £ holds and the simulation results correpond to the size of the test. Otherwise, they
correspond to the power of the test.

For n = 200, K = 2, d € {200,500} and all w € {0,0.05,0.10,0.15,0.20}, we generate the
data from each model and compute the testing results based on procedures in §3 and 2000 simulatons
with o = 0.05. For every replication, we conduct bootstrap 2000 times to compute the critical value
C1_q given in §3. The results are depicted in the Table 1. The column named Gaussian(i), i € {1, 2}
represents the simulation results under model 7 with Gaussian noise. Similar labels applied to the

uniform noise distribution.

Gaussian (1)|Gaussian (2)|Uniform (1) |Uniform (2)

w=20 0.044 0.047 0.046 0.048

w = 0.05 0.067 0.119 0.065 0.108

p =200 |w = 0.10 0.326 0.714 0.311 0.653
w=0.15 0.859 0.989 0.854 0.984

w = 0.20 0.998 1.000 0.996 1.000

w=20 0.043 0.040 0.048 0.436

w = 0.05 0.067 0.080 0.059 0.071

p =500 |w = 0.10 0.253 0.632 0.237 0.563
w = 0.15 0.787 0.974 0.780 0.962

w = 0.20 0.993 1.000 0.987 1.000

Table 1: Simulation results of section 3 under different regimes.

Table 1 reveals that our test gives approximately the right size (subject to simulation error; see the
rows with w = 0). This is consistent with our theoretical findings given in section 3. In addition,

when 0 < w < 0.2, the power of our test increases rapidly to 1 which reveals the efficiency of our test
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statistic.

5.3 Adequacy of Sparse Regression

This subsection provides finite-sample validations for the results in section 4. We take the number of

data used for screening m = [n"%|

Lv, 2008, Saldana and Feng, 2018, Zhang et al., 2019] to select 3’1 and apply the refitted cross-

, use Iterative Sure Independence Screening method [Fan and

validation [Fan et al., 2012] to estimate o2. The size and the power of the test are computed based

on 2000 simulations.

Data Generation Processes. We let n = 250, K = 3 and d be either 250 or 600. The noises ¢
are i.i.d from N(0,0.52) or Unif (—+/3/2,4/3/2). The covariate X € R"*¢ follows the factor model
X = FBT + U. We generate F, U and B in the same way as those in section 5.2. In addition, the
response variable follows Y = Fp* + X 3* + £ in (4.1) with 8* = (0.8,0.8,0.8,0.8,0,---,0) and
@* = v- 1k for several different values of v > 0. The case v = 0 corresponds to the null hypothesis

and it is designed to test the validity of the size.

Results. For n = 250, K = 3, d € {250,600} and v € {0,0.04,0.08,0.12,0.16}, we implement the
proposed method for every model in section 5.2. The simulation results are depicted in Table 2. The
column named Gaussian (or uniform) (i), i € {1, 2} represents the results under model : with Gaussian
(or uniform) noise mentioned in section 5.2. When v = 0, the null hypothesis holds, our Type-I error
is approximately 0.05 which matches with the theoretical value. In addition, when we increase the size
of v from v = 0.04 to v = (.16, the power of our test statistic increases sharply to 1, which reveals its
efficiency.

We next discuss the necessity of using sample splitting. Suppose we do not split samples and
use the whole dataset to do sure screening and construct the test statistic. This will result in the high
correlation between the selected set S and covariates when S is not a consistent estimator of S,. In
this case, the asymptotic behavior of our test statistic is hard to capture. To demonstrate this point,
we simulate the null distribution of the test statistic constructed without using sample splitting and

compare it with the asymptotic distribution (%) via the quantile-quantile plot in Figure 7 in appendix
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Gaussian (1) | Gaussian (2) | Uniform (1) | Uniform (2)

v=20 0.051 0.054 0.056 0.053

v=0.04 0.215 0.278 0.233 0.286

v =0.08 0.659 0.740 0.655 0.750

p =250 v=0.12 0.965 0.993 0.965 0.996
v=0.16 1.000 1.000 1.000 1.000

v=20 0.051 0.052 0.050 0.052

v =0.04 0.208 0.362 0.197 0.353

v =0.08 0.624 0.802 0.604 0.785

P=0001 12| oom 0.994 0.934 0.999
v=20.16 1.000 1.000 0.999 1.000

Table 2: Simulation results of section 4 under different regimes.

§B.2. Figure 7 reveals that the test statistic constructed without using sample splitting has heavier right
tail than that of the x% distribution. The sizes of the test are much larger than the results in Table 2
when v = 0.

We summarize the numerical results as follows. In terms of statistical estimation, our estimated
parameters of FARM behave much better than those estimated parameters via sparse linear regression
model due to mis-specification. As for prediction, we also conduct additional simulations on compar-
ing FARM with the latent factor regression and sparse linear regression model. Interested readers are
referred to §B.1 for more details. For high-dimensional inference, as illustrated in §5.2 and §5.3, when
the null hypothesises hold, the size of the test is well-controlled. On the other hand, when the null

hypothesises do not hold, the power of our test statistics grow rapidly to 1 even for weak signals.

5.4 Empirical Applications

In this section, we use a macroeconomic dataset named FRED-MD [McCracken and Ng, 2016] to
illustrate the performance of our factor augmented regression model (FARM) and investigate whether
the latent factor regression model and sparse linear model are adequate.

There are 134 monthly U.S. macroeconomic variables in this dataset. As they measure certain
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aspects of economic health, these variables are driven by latent factors and hence correlated. They
can be well explained by a few principal components. In our study, we pick out two variables named
"HOUSTNE’ and *GS5’ as our responses respectively and let the remaining variables be the covari-
ates. Here "THOUSTNE’ represents the housing starts in the northeast region. Studying the number of
housing starts helps one to understand the residents’ life condition and economic environment. ‘GS5’
is correlated with many important variables such as interests rates, inflation and economic growth. It
is an important indicator on the financial condition and economics environment of a country.

There exist significant structural breaks for many variables around the year of financial crisis in
2008 which makes our data non-stationary even after performing the suggested transformations. Thus,
we analyze the dataset in two separate time periods independently. Specifically, we study the monthly
data collected from February 1992 to October 2007 and from August 2010 to February 2020 respec-
tively after examing the missingness and stationarity of the data.

We next compare the performance of our proposed FARM against several benchmarks presented
in a few related references which study the same or similar datasets. In specific, we compare the
forcasting results of FARM with Lasso (sparse linear regression), PCR (latent factor regression), Ridge
(Ridge regression), El-Net (Elastic Net) used in Coulombe et al. [2021b], Smeekes and Wijler [2018],
Hall et al. [2018], RF (Random Forest) used in Goulet Coulombe [2020], Coulombe et al. [2021a],
Bianchi et al. [2021] and FarmSelect (Factor adjusted Lasso) used in Fan et al. [2020a]. For every
given time period and model, we perform the prediction by using the moving window approach with
window size 90 months. Indexing the panel data from 1 for each of the two time periods, for all
t > 90, we use the 90 previous measurements {(a; oo, Yi_00), -, (®4_1,Y;—1)} to train a model
(FARM, sparse linear regression model, latent factor regression model, ridge regression, elastic net,
factor adjusted Lasso, random forest), and output a prediction }?; as well as the in-sample average
Y, = % 22;2_90 Y; (the detailed implementations for different methods are presented in the appendix

§B.3). We measure the prediction accuracy by using out-of-sample R:

R2 =1— Z:g:—!)l(}/;t B }?)2’
Zt=91 (Yt - Yt)2

where 1" denotes the number of total data points in a given time period. Table 3 presents the out-
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of-sample R? obtained by the aforementioned several models in the two time periods for predicting
"HOUSTNE’ and *GS5°.

From the results, we observe that FARM outperforms all other benchmarks. In specific, in compar-
ison with PCR, our performance is better. This is due to the possibility that the latent factor regression
did not adequately explain the data. Additionally, applying traditional penalized regression methods
like Lasso or Elastic Net (El-Net) directly will result in an erroneous estimator B and worse prediction
outcomes when the covariates have a factor structure (highly-correlated). Fan et al. [2020a] propose
a factor-adjusted lasso estimator (FarmSelect) to mitigate the impact of latent factors, but they still
assume the sparse regression as a sufficient method. From this point of view, their model could be
misspecified and performs worse than ours. In terms of the Ridge regression, it assumes the underly-
ing signal 3* is dense instead of sparse. From the outcomes, we conclude that the dense model may
not explain this dataset. Finally, our FARM also outperforms the random forest, a well-used model for

making predictions via machine learning.

Time period Data FARM Lasso PCR Ridge El-Net RF FarmSelect

HOUSTNE | 0.769 0.684 0.372 0.221 0.699 0.497  0.741
GS5 0.720 0.702 0.056 0.249 0.699 0.557  0.709
HOUSTNE| 0.743 0.374 0.079 0.125 0.348 0.421  0.569
GS5 0.681 0.650 0.032 0.342 0.653 0.557  0.626

02.1992-10.2007

08.2010-02.2020

Table 3: Out-of-sample R? for predicting 'HOUSTNE’ and *GS5’ data using different models in
different time periods. In this table, the values in the FARM column denote the prediction results
through the factor-augmented linear regression model. In addition, we also compare the prediction
results with several benchmarks, Lasso (sparse linear regression), PCR (latent factor regression), Ridge

(Ridge regression), El-Net (Elastic Net), RF (Random Forest), and FarmSelect (Factor adjusted Lasso).

We next conduct the hypothesis testing on the adequacy of latent factor regression and sparse linear
regression respectively by using FARM as the alternative model. As computing the bootstrap estimate
of the null distribution is expensive for testing the adequacy of the factor model, we only conduct the

hypothesis testing using the data in the entire two subperiods: 02.1992-10.2007 and 08.2010-02.2020.
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The P-values for the tests are given in Table 4. Taking the significant level 0.05, the hypothesis testing
results indicate that in most of the cases, the latent factor regression and sparse linear regression, are

not sufficient to explain the dataset. These results match well with our prediction results.

Time period Data LA _factor SP_Linear

HOUSTNE| < 1073 <1073
GS5 1.5-107% 4.73-1073

HOUSTNE| <1073 1.64-107!
GS5 1.98 107 2.94-1072

02.1992-10.2007

08.2010-02.2020

Table 4: p-values for testing the adequacy of the latent factor regression and sparse linear regression
models to explain "THOUSTNE’ and *GS5’ data in two different time periods. The LA _Factor and

SP_Linear have the same meaning as those in Table 3.

6 Conclusion and Discussion

In this paper, we propose a model named Factor Augmented (sparse linear) Regression Model (FARM),
which contains the latent factor regression and the sparse linear regression as our special cases. The
model expands the space spanned by covariates into useful principal component directions and hence
use additional information beyond the linear space spanned by the predictors. We provide theoretical
guarantees for our model estimation under the existence of light-tailed and heavy-tailed noises respec-
tively. In addition, we leverage the FARM model as the alternative one to test the adequacy of the latent
factor regression model and sparse regression model. We believe that the study is among the first of
this kind in high-dimensional inference. The practical performance of our model estimation and our
constructed test statistics are proven by extensive simulation studies including both synthetic data and
real data. Moreover, it is worth to mention that our model and methodology can be extended to more
general supervised learning problems such as nonparametric regression, quantile regression, regres-
sion and classification trees, support vector machines, among others where the factor augmentation

idea is always useful.
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Next, we provide some discussion with several related works. First, we make comparison with
Luciani [2014]. It is worth noting although our work shares similar idea with Luciani [2014] in terms
of incorporating factors into sparse regression, our framework is more general, systematic and con-
tains theirs as special case. Moreover, our intuition is different. To be more specific, they provide a
conceptual idea without specifying any statistical model and do not provide any theoretical guarantees.
In contrast, we provide a thorough study of the factor augmented sparse regression model (FARM),
from the perspective of (robust) estimation to uncertainty quantification with well established method-
ology and theoretical results. We further utilize our model to test the goodness-of-fit of two important
models, namely, factor regression and sparse regression. More importantly, the starting points of de-
riving our FARM is different from that in Luciani [2014]. Specifically, our model is intuitive from the
inadequacy of factor regression and sparse regression in many situations, whereas they mainly focus
on using past factors and idiosyncratic components to forecast time series data.

Next, we discussion our connection with the sparse and dense model proposed by Giannone et al.
[2021]. They consider the model

Y =B+ 2/ ¢ +¢

where z; is a low-dimensional vectorwhose regression parameter ¢* is considered to be dense and x;
is a high-dimensional covariate whose regression coefficient 3* is considered to be sparse. It is worth
noting that their model acts as a special case to our FARM when we assume the factor is observable
with z; = f; and x; possess factor structure. Moreover, they aim at identifying explainable regres-
sion variables and degree of sparseness using tools from Bayesian statistics and empirical illustration,
whereas we provide consistency estimation results and also conduct hypothesis testing on 3* elemen-
twisely or groupwisely via both theories and numerical studies. Last but not least, it is mentioned in
their paper, when they analyze the macroeconomic data, although their posterior sparse level is low,
the heat map shows high uncertainty on whether certain predictors should be included in the model
due to high colinearity of predictors. In such a scenario, conducting regression directly using their
method will fail to recover the true support of the covariates [Zhao and Yu, 2006] and thus results in
unstable estimation results. To remedy this issue, one needs to decompose covariates into the factor

and idiosyncratic component and run factor adjusted regression via FARM. This showcases the neces-

30



sity of estimating this sparse and dense model using FARM instead of ordinary linear regression under
strongly correlated covariate.

It is worth mentioning that, we also discuss the connections with several other related literature, such
as Lin and Michailidis [2020], Kneip and Sarda [2011], discuss the model selection consistency, and

test the contribution of a particular a; to Y. Due to the space limit, we put them in the appendix §A.
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Supplement material for ‘“Are Latent Factor Regression and
Sparse Regression Adequate?”’

A  More Discussion

1. Comparison with related work

e Comparison with Kneip and Sarda [2011]. Kneip and Sarda [2011] study a similar problem by
incorporating factors into sparse regression under stronger assumptions. Their model requires
the idiosyncratic component u; to be uncorrelated, which is quite a strong assumption in the
high dimension, whereas we only require the conditional number of the covariance of u; to be
bounded. In addition, they require the noise distribution to be Gaussian, whereas our framework
not only allow for general sub-Gaussian noises but heavy-tailed noises as well. Most impor-
tantly, in addition to estimating the parameters of interest, we also focus on high-dimensional
inference: testing the goodness of fit of two important models, factor regression and sparse
regression which are not considered in Kneip and Sarda [2011].

* Connection with Lin and Michailidis [2020]. Lin and Michailidis [2020] study factor model
x; = Bf, + u; where factors, idiosyncratic component following certain vector autoregression
(VAR) model. In this case, they predict the current covariate x; by augmenting factors to past
covariate x; ;. Compared with them, we study different objectives in a sense that we focus on
high-dimensional inference for regression problems with general responses. It is worth to note
that when our Y; = x;;, € [d], their model becomes our special case.

2. [Model Selection Consistency] Model selection consistency (recovering the true support of 3*)
plays an essential role in model prediction, especially if the dataset is in high dimension but the under-
lying model is sparse. However, when the features are strongly co-linear, the irrepresentable condition
fails, and we can not achieve model selection consistency [Zhao and Yu, 2006]. Just as the case men-
tioned in Giannone et al. [2021], one may delete the actual important variables but involve useless ones
while making predictions. However, it is worth noting that even when sparse regression is adequate,
if one decomposes X into (F',U), which are two less correlated ones, one will eliminate the high-
colinearity across the features and thus obtain model selection consistency [Fan et al., 2020]. Thus,
even if the sparse model is adequate, FARM still has many merits in the sense that we can achieve
model selection consistency while preserving mean square errors.

3. Contribution of a particular x; to Y. There are two ways for x; to influence the response Y.

The first is through idiosyncratic component w; and the other is indirect effect through f;. To test the
first effect, we leverage the debiasing idea given in section 3 to test whether 3 = 0.

For the indirect influence of x; on Y through f;, this procedure is more involved. This is equiva-
lent to testing whether the ¢-th row of the B is zero or not. Recall that in our model formulation,
we have the eigenspace with respect to spiked eigenvalues of Cov(x) is spanned by columns of B.
Thus, testing whether the ¢-th row of B is zero is equivalent to testing whether the i-th row of spiked
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eigenvectors V; . of Cov(x) is zero. To accommodate this issue, we leverage the recent development
on doing statistical inference on eigenspace [Yan et al., 2021]. They derive asymptotic distribution
for V,, R—V,. - N(0,Xy;). Here V; . € R is the i-th row of the estimated spiked eigenvectors
of X, R € RE*K is a rotation matrix and Yy, 1s a covariance matrix that can be estimated via data.
Under the null hypothesis, we have V;. = 0. In this scenario, we have ‘A/i7.RRT‘A/Z.7T — | Z]3 with

Z ~ N(0,%y;). Thus, the hypothesis testing can be done by comparing ‘A/;‘A/;T with 1 — « quantile
of the distribution of | Z |3, which can be estimated via bootstrap.

B Additional Numberical Results

B.1 Model Prediction

In this subsection, we provide a detailed simulation study on the prediction performance of latent factor
regression and sparse regression with respective to FARM when our FARM is the true underlying
model. First, we demonstrate how latent factor regression and sparse regression behave when the they
have different levels of misspecification.

As for data generation, we let n = 200, K = 5, dimention of covariate d = 1000, ¢* = 0.8 -1g, B* =
(v- 19,0, _59) " with the magnitude of v varies uniformly from 0 to 1.20. Throughout this subsection,
we generate every entry of F' and U from the standard Gaussian distribution and let every entry of B
be generated from uniform distribution with Unif(—2, 2). The noise distribution € is given by standard
Gaussian distribution. The experiment is repeated 500 times and we record the out-of-sample MSE.
We then illustrate our comparion with factor regression in Table 1. As for our comparison with sparse

18|l 110.00]0.20]0.40]0.60 | 0.80 | 1.00 | 1.20
FA Reg[[0.251.02[3.69 | 8.33 | 13.42 | 18.74 | 28.14
FARM [[0.27]0.65]0.69]0.67] 0.65 | 0.74 | 0.96

Table 1: Out-of-sample MSE of our model (FARM) with factor regression (FA Reg).

regresssion, we adopt the aforementioned setting, except that we fix 3* = (0.8 - 14, 0;_20)T and let
@* = v - 1k, with v ranges uniformly from 0 to 1.20. We summarize the comparison results in Table
2.

l¢*loe | 0.00]0.20]0.40 | 0.60 | 0.80 | 1.00 | 1.20
SPReg [ 1.04[2.14[2.152.37|2.24 | 2.40 | 2.54
FARM [[0.55|0.59[0.610.62]0.59]0.60 | 0.61

Table 2: Out-of-sample MSE of our model (FARM) with sparse regression (SP Reg).

Finally, we illustrate the model prediction performances of factor regression and sparse regression



with respective to our FARM when the same size n increases. All settings are the same with those
mentioned above, except that we fix 8* = (0.8 - 15,,0] )" and let ¢* = 0.8 - 1. The out-of-
sample MSE are recorded below in Table 3. In addition, we also compare FARM with the other two
models (Sparse regression and Latent factor regression) using huber loss when there exist heavy-tailed
noise. We keep all the aforementioned settings except for changing the noise distribution from standard
Gaussian distribution to t5 distribution. The simulation results are summarized in the following Table
4.

n 200 | 229 | 257 | 286 | 314 | 343 | 371 | 400
FAReg [ 13.59[12.03 [ 14.37 | 11.81 | 12.27[13.20 | 11.79 | 12.46
SPReg || 225 | 1.86 | I.87 [ 1.63 | 1.59 | 1.49 | 1.36 | 1.38
FARM || 0.58 | 0.48 | 0.45 | 0.39 | 0.35 | 0.39 | 0.34 | 0.31

Table 3: Out-of-sample MSE of our model (FARM) with sparse regression (SP Reg) and factor regres-
sion (FA Reg) when n varies.

n 200 | 229 | 257 | 286 | 314 | 343 | 371 | 400
FAReg [ 16.39 | 18.00 [ 16.60 | 14.37 | 15.12 [ 15.97 | 18.19 | 14.85
SPReg [ 13.73]15.06 | 14.07 [ 12.63 | 13.22[ 13.90 | 16.67 | 13.14
FARM || 6.67 | 5.99 | 4.71 | 4.04 | 4.02 | 3.53 | 4.77 | 2.93

Table 4: Out-of-sample MSE of our model (FARM) with sparse regression (SP Reg) and factor regres-
sion (FA Reg) when n varies when heavy-tailed error exists.

B.2 Additional Plots

B.3 Implementation Details of Empirical Applications

In this section, we describe the implementation details of different methods used in Empirical Applica-
tions. For the implementation of Lasso [Tibshirani, 1996], Ridge, Elastic Net [Zou and Hastie, 2005]
we use glmnet package in R directly to conduct the numerical studies. The tuning parameters A\ and «
in the models are chosen via leave-one-out cross-validation (by definition, the parameter « only needs
to be tuned in Elastic Net). For the stableness of the algorithms, for FARM, PCR, FarmSelect [Fan
et al., 2020], throughout this empirical application, we use PCA to estimate the factors, as suggested
in §2, and let the number of factors be the maximum number of (2.3) and 2. For the implementation
of FARM, FarmSelect, their first steps of estimating [ are the same. In specific, we decompose the
covariate X into factor and idiosyncratic component [F', U] and then use Lasso to estimate the load-
ings BAas we described in §2. The prediction procedures are different, namely, we use covariate &y
and [ foew, Unew| to make prediction, for FarmSelect and FARM, respectively. In terms of using Ran-
dom Forest, we use the package randomForest in R to implement the model estimation and prediction
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Figure 7: Quantiles of the y2 distribution against those of the test statistic without sample splitting.
The x-axis represents the quantiles of the test statistic whereas y-axis is the quantiles of x% distribution.

directly. For more details of our implementation and reproduction, we put the relevant codes in github
path given in the ACC form.

C Technical Lemmas

Recall that & = n~'U U and C(S,3) = {v € R? : |vs|; < 3|vse|} for any subset S = [d]. First,
we introduce the following Lemma C.1. In this Lemma, when the RSC condition is satisfied, we are
able to achieve some certain /,-statistical rates for ,3 \ and U,B A

Lemma C.1. Assume that A > (2/n)|UT (Y — UB")| and for some positive constant r(S,, 3),

v Yo

T =Y k(S.,3).
o ToE  F(S3)

Then we have ,3,\ — B* € C(S.,3),

InA?|S,|

- O W T L
1By~ 01 < gl and 103, - )13 < 2 S

K(Sx, 3)

Proof of Lemma C.1. Write § = ,@ \» — B*. Following the proof of Theorem 7.2 in Bickel et al. [2009],
we obtain d € C(S,, 3) and

k(S 3)[0]5 < 6738 = —HU5H2 3.1

< 3AVIS[9]2-




Then we have

B[S N onN2(S, |
Oz < d 2 < 3nA O] < ———.
I3l < 7y and 10613 < 3AVIS 18l < e

]

In the next Lemma C.2, we prove that under quite mild conditions, the RSC condition given in
Lemma C.1 holds with high probability.

Lemma C.2. Under Assumptions 2.1-2.4, for any set S < {1, ..., d} with
logd 1
S| ( 2T 3) — 0, (C.1)

there exists a constant k(S,3) > 0 such that

B
IP’( min U)/«;(S,3))—>1, as n — .

0+veC(S.3) |v|3

Proof of Lemma C.2. For any vector v € R? such that |vs:|; < 3||vs|1, we have
[vli < 16]wst < 16]S]vs|z < 16]S][v]3.
which implies that

T3 T SRS 2 T

v'Yv v'Yv DI v v'Yv ~ A
= — — | H“;a"H Iy > — — 16/S]|2 — 2/ max, (C.2)
lvl3 lvl3 lvl3 lvl3

where & = n~LUTU. Combining this with Lemma C.6 and (C.1), we obtain
ad - >\min X
P(&) =P <16|SH2 — 3 max < T(>> — 1, as n — .

For ¢ > 0, define the sparse set K(¢) = {v € R? : |v|o < ¢, |v|. < 1}. Taking ¢, = 128|S|. It
follows from (C.1) that ¢, = o(n/logd). Then, by Lemma 15 in Loh and Wainwright [2012] and
Assumption 2.1, it follows that

< /\max by

P(&): =P sup |[v'(Z—X)v|< Amar(2) — 1, as n — .
veK(2¢s) 54

Under the event &, by Lemma 13 in Loh and Wainwright [2012],

A (D) Amin(2) Amin(2) 16[S| Amin (X)
v 3o > 5 [v]5 - 5 [v]i = 5 \|vH2—¢—||vH§-




Combining this with (C.2), under & n &, we obtain

v S A min (2)
5 =
|3 2

1618 win (Z) _ Amin(S)

CAOISIIE — e - >
6151 - 5 - !

Lemma C.3. Under Assumptions 2.1-2.4, for any vector ¢ € RE with ||, = 1, we have
|UTF | = Op(Voa)- (C.3)

Proof of Lemma C.3. Define £, = {A\nin(H " H) > 1/2}. It follows from Lemma 2.1 that P(€y) — 1.
Since F'U = O, under &£,, we have

U F¢| = [UT(F - FH ")¢|, < |(U-U)(FH' — F)H " ¢|.,
+|[UN(FH — FYH "] = A° + A°.

We first bound A°. By Lemma 2.1 and the Cauchy-Schwarz inequality, it follows that

. 1/2
A° < (maXZ |0 — utj|2> |F — FH'|p|H "],

jeld] &

— Os {\/(logd + g) (% + %) } = 0:(Vo).

We now bound A°. Recall that H = n~ 'V 'FTFBTB and FV = n~' X X F. Hence

F-FH = %FBTUTI?‘Vl + %UBFTI?‘Vl + %UUTﬁVl.
By the triangle inequality, it follows that
A° < %<|UTFBTUT17“V—1H—T¢||OO + |[UTUBFTFV'H "¢,
+ |\UTUUTﬁ‘V‘1H‘T¢Hoo> = A7+ A + A,

By Assumptions 2.1 and 2.3, we have E|B'U |2 = ntr(B"XB) and

E|B"UTF|} = nE|B ul3| £I} < ny/EIBTuliy/EIf]} = Ona).
Consequently, by Lemma 2.1, it follows that
IBTU'F|s < |BTU(F—FH )|z + |BTU FH |

6



<|B'U'|s|F - FH | + |H|;|B'U F|x

~0n {5+ ) + v - 0 (- i),

Combining this with max;e(q) |€] UTF|3 = max;e(q) | X/, ue; fi|3 = Op(nlogd), we obtain

A) = max—|eTUTFBTUTFV 'H "¢

]G

< max —HeJTUTFHzHBTUTFHFHV_IH2HH_TH2
jeld] n

= Op {\/(logd)/d + \/nlogd/d} :

Write B = (by,...,byx) € R>X. By Assumptions 2.3 and 2.4,

Y

mlh%

max max | (ujuTbk) = max max EJ b < max max 1211 16100 <
ke[K] je[d] ke[K] jeld] ke[K] jeld]

where ¥; € R? denotes the j-th column of the covariance matrix X. Moreover, by Assumption 2.1,
for each k € [K], {usju/ b}, is a sequence of i.i.d. sub-exponential random variables with

max max Jussud Billy, < max 1t max e by, < € max [bill2 < TV,
J

Hence, it follows that

T T
B| < E( Eo(usju) B)| = O ( dlogd)
max Z%Ut L < nmax [E(u;u” B)|, + max ; o(uju )2 Oz (n ++/ndlogd) .
where Eq(-) = - — E(+). Consequently, we obtain
A = max Zut]ut BZ fS 1H_Tc;5|

| _
< VL IH

max

Z fof!
s=1 2

= Op {n/d + n(logd)/d} :

.
U u, B
e[d] ; t ™

2

By the triangle inequality,

o 1 -~ _ _
A; < — <max le; UTUU"FH'"|; + max |e;U UU " (F — FHT)2> Vo[ T2
n \ jeld] jeld]

7



=: A3, + A,

By Assumptions 2.3 and Lemma 2.1, it follows that

n
t=1

Combining this with the fact that max (g HejTUTFﬂg = Op(nlogd), we obtain

2
< nE|Eo(u'w) £ + n°Eluj uafol; < n'd.
2

n

|3 Bl

|| V= o T

2

pi Jus) f T EH T

— Op {ngd /n 4 wl/d} .

Similarly, by Lemma 2.1, we have A3, = Op(n/d + 1/n + 4/n/d). Putting all these pieces together,
we obtain (C.3). ]

Lemma C.4. Under Assumptions 2.1-2.5, we have

(O~ U)T€|lp = Os <4 Nog d + g) .

Proof of Lemma C.4. Recall that U=X-FB". By the triangle inequality,

(U -U)"€|lw <|(B-BH)FE|p+ |[BH(F—FH")E|
+|B(H'H — Ig)FE| =: Ay + Ao + As.

By Lemma 2.1 and the Cauchy-Schwarz inequality, we have
Ay < max B, — Hb, o FT€] = Op (viogd)
J
8o < max [b o H[o| (F — FHT)TE], = Op (1/v/n + /n/d)
J

Dy < max by || HTH — I ¢ |FT€]s = Oe (14 /n/d).
J

Lemma C.5. Under Assumptions 2.1-2.5, we have
[T (Y = 0B = O (Vrlogd + Vaale'l2)

8



Proof of Lemma C.5. By Lemmas C.3 and C.4, we have |[UT Fo*||., = Op(Vo.a|¢*|2) and
[O7€e < 10 = U) €| + U E s = 05 (V/nlogd)
Consequently, as ﬁT(}N’ — ﬁﬁ*) ~UTE+ 0TFQO*, it follows that

[0 (¥~ 08") oo < |07 E o + [07F* e = Op (v/logd + Vialee'])

Lemma C.6. Under Assumptions 2.1-2.4, we have
IUTU — UTU | = Os (g + log d) .
Proof of Lemma C.6. By the triangle inequality, we have
[UT0 = UTU s < 2J0T (0 = U)nae + [T = U) (U = U
Recallthat X = FBT + U = FBT + U and F'U = O. Hence, it follows from Lemma C.3 that

PPN ~ ~ n
[UNU = U)lnax = |[UTFB |inax = gré%l)]( |UFbj|o = Op(Via) = Op <_

¥ +logd> :

Similarly, by Lemma 2.1,

~ n n
(@ ~U) (O ~ Ul < m 2|utj—utj\2=op (5 +10gd).

D Proof of Results in Section 2

D.1 Proof of Theorem 2.2
Proof of Theorem 2.2. Recall that FTU = O and 4 = n~'FTY. Hence

. 1~ 1~ ~ A
4—-H~=-F'€+-F'(F-FH)p*+(B' -HB")3"
n n

By Proposition 2.1, we have

|FT(F - FH)¢ |, < |Fls|F — FH|s|¢" ] = Os { (\F+ 7) " }

9



log |S.
(B~ BH")8]; < max b, Hbjaﬁ*lll—OP<llﬂ oy 22 d)'

Combined with the fact that [ FTE|, = Op(1/n), we obtain the bound for |5 — H~*| by the tri-
angle inequality. We now bound || By — B*|2- Applying Lemma C.1 with Lemmas C.5 and C.2, we
obtain (2.6).

O

D.2 Proof of Proposition 2.3

Proof. We introduce several key ingredients for proving Proposition 2.3 in the following several Lem-
mas. First, the following Lemma D.1 provides upper bounds for several key terms. Here we let
= (a) >ft )" e RTK.

Lemma D.1. Under Assumptions 2.1-2.4, we have

~ ~ 1
max [V = Op (Vlogd) and max |e; (I, — P)F¢*| = Op ( oen ™2 )
te[n] te[n] +/d

Furthermore, under the assumption, for any positive constant T < oo, we have
n
I%%Z I{|e¢| > 7w} |y |* = Op(log d).
TR =1

Second, we provide an upper bound for the first order derivative of our loss function p,,(-) evaluated
at the global optimizer. In the following, we let zpw( ) be the first-order derivative function of p,(-) and
letS, =S, u{d+1,...,d+ K}. Recall that ¢, = (Bh,'yh) eR“E and p = (B8*7,57)T € RHK,
where ¥ = BT3* + n_lFTFgo Hence we have Y — Fy — UB* = (I, — P)Fy* + €.

Lemma D.2. Assume that n = O(dlogd) and E|e|**? < o for some constant ¥ > 0. Then, under
Assumptions 2.1-2.4, we have

n

2,y ~ 21 )0

= Op (Vn,ngo*Hg + \/nwlf(‘“l) log d + wlog d) )

o0

Third, we prove the local strong convexity of our loss function p,,(-) in the following Lemma D.3.
LemmaD.3. Let T\, = n ' Y7 I{|e,| < w/3}0,0, . Assume that |S,|logd = o(n) and Ele|'*? < o
for some constant ¥ > 0. Then, under Assumptions 2.1-2.4, there exists a constant oq > 0 such that
v'T,v

min ————— = 0p. D.1
0rvel(Se3) OB~ @®-b

10



For some constant ko > 0, we define

En = {max e/ (I, — P)Fy*| <

te[n]

=M, ;.
te[n] 36(1 + /‘io))\’8<>| }

w|E

~ w
} and &, = {max 154 < g0

Next, we prove that P(€a) — 1 and P(€,) — 1. By Lemma D.1 and (2.8), we have

~ logn
T * *
max |e, (I, — P)F¢*| = O @ = op(w).
tein] ‘ t ( ) ‘ P <7”L \/&H 2) P( )

Therefore P(Ea) — 1. As maxepy) [|Pi]o = Op(y/log d) and |S,|(log d)*? = o(n), then

maXrefn] [Veo _ On (A\So!vlogd>
W

MV = O]p(].).

Hence P(&,) — 1.
By the choice of w, we have

i% (yt - ﬁ;%) 2
t=1

Combining all conclusions given above, we conclude the proof of Proposition 2.3 by the following
Lemma D 4.

= Op (Vn,ngo*Hg + /w0~ log d + wlog d> = Op(wlogd).

0

2
n

Lemma D.4. Assume that E|c|'*™ < o for some constant ¥ > 0, and maxe[n [Pt < M, for some
M, = 0. Let

and w > 3max |e; (I, — 13)Fcp*|. (D.2)

-
n te[n]

Zn:¢w (yt - ’%TQ;) vy
=1

Furthermore, we assume that there exists a constant gy > 36AM,|S,|/w such that

0e]

va‘n’v
. v D.3
U#vlerél(gm?’) H'U”g % .

Then we have H(,‘Eh — (,‘Zﬂl < 128, |/ 0o

11



D.3 Proof of Lemma D.1
Proof. By Lemma 2.1,

~ ~ logn
< max |H —Hf = 0s (/1 — 0r (Viogn) .
x| Fle < max [HE Al + max |y = AL = O (Viogn + 27 = 0n (viogn

Decompose u;, — @, = (B — BH)(f,— Hf,) + (B— BH \)Hf, + BH'(f, — Hf,). Then,
by Lemma 2.1,

max g = @l < K|B — BH |pos|[F — FH | s
teln

+ VE|B = BH | H > max | £

+ K| H ] Bmax | F — FH |y
— Op (\/(log d)(log n) /n) — Op («/log d) .

Consequently, by Assumption 2.1, we have

rtrel[ax [t < m[ax w0 + m[ax |ty — ui|oo = Op <«/log d) :

We now bound maxiep,) |/ (I, — P)Fy*|. Observe that (I, — P)F = O. Hence

m[aX!et (I, - P)F¢*| < mﬁX|et (I, — P)(FH' — F)H "¢|
te
~ 1 AN A~
<max|(fi— Hf) H "o*| + max—|f] F'(FH' — F)H "¢"|
te[n] te[n] N
~ _ « 1 -~ a -~ _ *
< max|f, - Hfi| H Malle*]l2 + gixﬁ\\ft\\z!\F\\mllFHT — Flg| H™ 2]

logn logn
oS ( s+ 1ylogavi £+ Sl \2> - 0r (2.
Recall that n~ ' FT F = Ix. Hence

n ~ n ~ nKE‘€|1+(’l9/\1)
E <maX I{le:] > Tw}!ftk\2> <E (ZH{M > Tw}ft”%) S o)A

kelKl i =1

Then it suffices to bound maxe[q) 2, > If|ee] > Tw}u; as maxera ) (U —uy;)* = Op(log d+
n/d). By Assumption 2.1, we have E exp(u;;/cj) < 2 uniformly for j € [d]. By Jensen’s inequality
and

1 n d 1 n
E (rjl;%l)]{— Z]I{|5t| > Tw}ut]> < log {ZEexp <6—22]1{|5t| > Tw}u?J) }

e =1 j=1 0 ¢=1

12



2 n
< log [dmax {Eexp (u—;> P(le] > Tw) + P(le| < Tw)} ]
Jjeld] Gy

nE|6|1+(19A1)

lOgd + W

D.4 Proof of Lemma D.2
Proof. Recall thatY — ﬁﬁ* — ﬁ‘%/ =&+ (I, — 13)Fgo*. Hence, by Taylor’s formula,

2 Z/t—atwl//\ Z (e0) (D — 1y +wa5t
=1 =1 1 )
+Zet . — P)Fyo* th ]I{|5t+setT(In—P)F<p*| <w}ds

0
=: A1 + Ay + Ag,

where o, = (u/], fTHT)T € R¥*X, Note that E|¢),,(¢)|> < Ele|' T2 D!=(~1) Hence, by Lemma 2.1

and the Cauchy-Schwarz inequality,

‘Alnoo ;{% max (l//\t]‘ — th)Q = Op {nwl_w’\l) <logd + %) } .

1<j<d+K
AR

By Lemma C.6 in Sun et al. [2020] and Lemma 2.1, we have

|Az]e = Op (\/nwl—(”“) logd + wlog d> .

Decompose
1
Az = Z e] (I, — P)Fp*'p, — Z e ( P)Fcp*ﬁtf I {|€t + se, (I, — P)Fy*| > w} ds
t=1 0
= A31 + Az

Observe that 30", e] (I, — P)F* f, = F'(I,, — P)Fp* = 0. Hence, by Lemma C.3,

|As1]0 = [T (I, — P)F* |0 = Op(Vad 0" 2)-

Since
2 _ T 22 T2 12 1 n *|2
Zlet P)Fo'* < |[FH' — FR|HT|3|¢"[3 = Op etz

13



Combined with the fact that P(|e;| > 2w/3) < (log d)/n, we obtain

n

o 2w *|2 Vﬁ,d
A32 = Z |€t| > |et (In - )FSO | = op logd .

t=1

Consequently, by the Cauchy-Schwarz inequality and Lemma D.1,

1/2
o S 2w .
[ Azl < <A g{é}gﬁgﬂ{\é‘t\ >3 }v) = or(Vaal#’[2).

D.5 Proof of Lemma D.3

Proof. For simplicity of notation, write

1 1 ¢ w
- 5 {\&ttl }thjt and T, nZH{|gt\ < g}VtVtT»

t=1 t=1

3

where v, = (u/, f,')T € R™X. For any v € C(S.,3), we write v = (v, v{ ;)" € R7™, where

viq) € R? and vj_q) € R*. We first bound supg ,ec(s, 3) [V (T, — I',,)v|. Decompose

vT(f‘n ~T,)v =

L) 2000 + Ao,

Let D = diag{D1, ..., Dy,} € R™*™ denote an identity matrix, where Dy, = I{|e;| < w/3} for each
€ [n]. Then, for any v € C(SQ, 3),

Ai(v) = vly (0"DU - U'DU ) vy

T _ A~ A~
vl (070 ~UTU ) vy + vy (0~ U) DU +vjy0"D (T -U) vjg
A ( ) + Alg(’v) + Alg(’l)).

14



where D = diag{l — D1;,...,1 — D,,} € R**" By Lemma C.6, we have

[An(v)] |[UTU — U'U|wax| via |17
sup —4—5— < sup 5
0£veC(So,3) lv]3 0£veC(So,3) lvl3

< 328,||UTU = UTU | sax = Op(|S,| log d).

By the Cauchy-Schwarz inequality and Lemma D.1,

|Ap(v)]
sup @ ——5—
0£veC(Ss,3) |vl3

n

2]1{|5t| > }atj(aw — )
t=1

n 1/2
32‘8 |1£n%><<d [ZH |‘€t| > _}U’j Z {|€t| > —} ’U/t[ — ut[)2]

t=1

< 32|, | max

" 1/2
=OP{|SQ|(log ) (10gd+d> }=OP(|SO|logd).

Similarly, we have supq_,cc(s, 3){|A13(v)|/[v[3} = Op(|S.logd). We now upper bound |A,(v)].
Decompose

As(v) = vfy (0TDF ~U'DFH" ) vy
— vlyU FH v g + vl (0 ~U) DFH vy + 00" D (F~ FH ) v g
= Agl(’v) + AQQ(’U) + Agg(’v).
By Assumption 2.1 and the Cauchy-Schwarz inequality, it follows that for any 0 # v € C(S., 3),
[Axi(v)] _ v |1 [UT FH ™ 0_g

lol3 [v]3

Zut]f
Zut].ft

+ 3V K v_q)2) [vi-q |2

[v]3

nﬂmwﬂz%gm@m@)

max

‘HTH 4\/|S H’US*

< 7Tmax
jeld]

Similarly, we have

n

Y{led > S} @y — up)fi| |H /IS
t=1 2

_ 0, {\/rsoulogd) (1oga + g)} ~ or (v/n[S.T1ogd)

15
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and Supgzyee(s, 5){|A2s(V)|/[v[3} = op(y/n|Ss[logd). Therefore supg,yec(s, 3 {|A2(v)l/[v[3} =

Op(4/n|S,| log d). Decompose

Ay(w) = vl (F'DF - HF'DFH" ) v 4

~ T _

vlg (nIx ~ HF'FH ) v+ vl 4 (F -~ FH') DFH v
+ ’U[T_d]ﬁ‘TD (ﬁ — FHT> V[—q]
= Agl(’U) + AgQ(’U) + Agg(’v).

By Lemma 2.1, we have

[As1(v)| |nIx — HFTFH || v_q]3
sup — o S sup 5
0+£veC(Ss,3) lv]3 0+£veC(Ss,3) lv]3

<n|Ix — HH' | + |H|2|nIx — F'F|2|H" |
= Op (\/ﬁ + n/\/g> )

Ass(v $ Wl p
o 2NN {6 > S (- HA) AT 1T
0rvec(s.3)  ||V[3 = 3 2
§ . 1/2
WY~ w
<\ Xt{ll= A -EHREY =l > SRR ) 1HT
(2 el > YU~ HAE Y {led > S} 102 ) 1

= op <\/E+n/\/a> :

and supg_ec(s, 311 Ass(v)|/|v]3} = op(v/n + n/+/d). Putting all these pieces together, we obtain

T fn - f‘n S<> 1 d SQ 1 d 1
sup ul > ol _ g, (1S1load W+ = op(1).
0#£veC(Ss,3) |v|3 n n N+ Vd

For any v € C(S.,3), write ¥ = (v, v[_yH)" € R* . Define €y = {Aun(H H) > 1/4}. Tt
follows form Lemma 2.1 that P(£y) — 1. Under y, we have

1 < 3||vs,

|[Uselly = [lvse 1+ 3|vgl < 3lvs. |1 + 6VE | H vi_g i < 6VEK|s, 1.

Combined with the fact that

~ 1 1
1315 = v + [H op-a 3 = ol + 7ol = 0],
we obtain
T 5T.5 5.5
inf 2> o LT g Znd
0£veC(S0,3)  ||v]|3 0£0eC(So.6vE) | V|3 0£5eC(So,6vVE) 4|3
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Observe that I{|e;| < w/3}v; € R*E + = 1,... n, are i.i.d. sub-Gaussian random vectors. Hence,
similar to Lemma C.2, P(|e| < w/3) > 1/2 and )\min{COV(Vt)} > (Amin(X) A 1), we obtain

v'T,v
IP’{ inf o >
0-£5eC(S, 6vE) | D]3

Dmin (Z) A 1)} Sl

ool —

Putting all these pieces together, we obtain (D.1). 0

D.6 Proof of Lemma D.4
Proof. By the definition of (3,4y), we have

1 ¢ T A~ 1 ¢ AT R
=Y (=2 ) + MBul < = Yo (= 97 6) + NS (D4)
t=1 t=1

Letd, = ggh — qz Since p,,(-) is convex, it follows from (D.2) that

n

1 A
AB L= ABeks > 7 30 (v = 518) 218 > 5 18ohs

Observe that ||04 se[1 = Hémgf = |¢s. 1. Hence
~ ~ A A
0 < Algs. i = Alns.llr = Mdsssli + 51001 + 510655 ]
A A
S Assollr = 50,5l + 519651

= 5 19s.5.1 = 5 10s.5¢ ]
Therefore d,4 € C(S.,, 3) and it follows from (D.3) that
8,184 = 00043 (D.5)
Since maxep,) [ < M, and maxe,, e/ (I, — )F(p | < w/3, for each t € [n], we have
n{ygt + e/ (I, - PYFy* + 50, 8y| < w}

>1 {|et| ma o] (5, ~ PP | + lo| max |9 18s]1 < w}
W

R s A e

o] < {" 3MV|6¢||1}
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Combined with (D.4) and (D.5), we obtain

Soos =~ Y (D76, f (1= )1 {|e + €] (I = P)F@" + 50/ 8,| < w] ds
t=1
1 W v
> - 11{ <—} ) QJ 1—s)d
Wl < 5@ | (1= 5)ds
S PP 1Zn{|g|<”}(aﬂs 2
= AN - x 5
2 3M,[6y] ) n= U = 3 e
Qo w 2
> —(1A——")]|0
(1 sty 10
S <1 R w ) 195,517
2 12M,[6p.s.[1 /) IS

If 12M, 64,5, [1 < w, then |45, [l1 < 3A|Ss|/00. Consequently, since wgy > 36AM,|S,|, it follows
that

W 3/\|S<>\} 3A[S,|

0s.5, <min{ :
195,51 12M," 0o 00

Otherwise, if 12M,, 04 s.|[i > w, then 36AM,|S,| = wpo, which contradicts to the assumption that
00 > 36AM,|S,|/w. O

E Proof of Results in Section 3

E.1 Example with node-wise regression

Example E.1. In this example, we use node-wise regression in van de Geer et al. [2014] to estimate
©. More specifically, for each j € [d], we first get

A~ . 1 - ~ A~
w; = arg min {2— Z |Utj - wTut,fj|2 + AJ"""HI}
[

weRd—1

with components of w; = {@;¢;; ¢ = 1,2,...,d,{ # j}, where \; > 0 is a tuning parameter. We next
obtain

SRR o TP O

D7 = = iy — @]ty + N[ @

Then the estimator for © is given by © = (0;,) € R, where ©;; = 1/07 and O, = —Wje/V? for
j#L.
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We shall first impose a sparsity assumption on the columns of the precision matrix ®. To be more
specific, for each k € [K|, welet S; = {¢ # j : O, # 0} denote the support of the j-th column of ©.
We then define the population parameter

w} = argmin E|u; — w'u_;> and v =Elu; — wj*-Tu_j\Q.
weRd-1
In addition, for each j € [d], let &} denote the d-dimensional vector with components &%, = 1 and

The following proposition provides theoretical guarantees for the estimator ® constructed above.

Proposition E.1. Let Assumptions 2.1-2.4 hold. Assume that

logd 1
sy (504 ) Yot fis1BTE5 1, — 0. 1)

Jjeld] n Jeld]

Then, with suitably chosen \; = n_l\\ﬁjjﬁ&;Hoo uniformly for j € [d|, we have

n Vd o jeld n

A~ logd 1 Vh.d ~
18 = ©lwe — O maX\/\Sj\ (257 3) + a2 ls 1870 r)

~ log d 1 V, ~ %
1Ly — O3 e = Op [ /2% + — + max 24| BT & uz),

Jeld]

logd 1 I
Og—l— mavd

|6 - 0|, = 0: max |5, x - |sj|\BTa;2> . (E.2)

E.2 Proof of Proposition E.1
Lemma E.2. Under Assumptions 2.1-2.4, uniformly for j € [d], we have

N n ~x
HU_Tjij oo = Op ( nlogd + — + Vn,dBijZ) .

Vd

Proof of Lemma E.2. By the triangle inequality, for each j € [d],
|ULU&] | < U x5l + [ULU = V)& oo + (U = U) " x50
where x; = Uwj. By the definition of &} and Assumption 2.4, it follows that

" b B A (2) 1
2 < Amin(z) B @‘jjAmln(E) )‘min(z) '%2.

[N



Hence {u, @5}, are i.i.d. zero-mean sub-Gaussian random variables with |u, &% |, < co/x and for
. T ~x 1N .o o. . . . T ~
any { # j, {uyu, &3}, arei.i.d. zero-mean sub-exponential random variables with maxy..; |uyu, &7 |, <

/K. Consequently, by Lemmas 2.1 and C.3, we obtain U123 = Op(nlogd), Hﬁ_Tj(ﬁ -
U)&} | < [UTFB'@} |0 = Op(Vy,a| B'@]|2) and
n

n 2
16 =~ )51 < Dl ma 33y = g = s (o + 7 ).
t=1

O

Proof of Proposition E.1. Following the proof of Lemma C.2, under (E.1) and Assumptions 2.1-2.4,
there exists a positive constant % such that

_ , KWUTU ;b

P | min inf —— 5 —=2K| —>1, as n— o
jeld) hert—t|hse1<3lhs, s n|h3

Then, by Lemma C.1, we have |&; — w1 = Op()\;|S;]) and [&; — w}|l2 = Op(A;4/|S;]) uniformly

forall j € [d]. Similar to the proof of Theorem 2.4 in van de Geer et al. [2014], we obtain |7} — 7| 50
uniformly for j € [d]. Putting all these pieces together, we obtain (E.2). O

E.3 Proof of Theorem 3.1

Proof of Theorem 3.1. We first derive a Gaussian approximation result for n="/2@U " €. To this end,
we shall apply Theorem 2.1 in Chernozhukov et al. [2017] and verify the conditions therein. By
Assumption 2.4, we have A\ (3) < |X|; < 1/k. Hence minjeg©;; = A\uin(®) = & > 0.
Combined with Assumption 2.1, for each j € [d], {©]ue,}}-, are i.i.d. zero-mean sub-exponential
random variables with Cov(@©; u,e;) = 0°0;; > 0’k and

CoC1
e < e < —.
max 19 wiei]y, < max 19 willy, <

Then, by Theorem 2.2 given in Chernozhukov et al. [2020],
P = su;o) P (n_1/2HG)UT8HOO <z)—P(|Z], < 2)| - 0.
x>

Next, we will quantify the difference between our test statistics and n~*@U ' €. We first introduce
Lemma E.3 below.

Lemma E.3. Assume that V, 4l|¢*|2 < v/nlogd. Then, under Assumption 3.1 and conditions of
Theorem 2.2, we have

[n(Bx ~ B7) — OU €|, = Op (AmaslS.1/010g d + Vo al Ol )

IOUTE —OUTE|, = Op <|@OM [log d + % + Agn/nlog d) .
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By Lemma E.3, we have /1] 8, — 8* — n ' OUTE|,, = Op(A,.4), where

V0hdl Ol ll0* loed 1
A = Ava|S.|/Tog d + Ll V’ﬁ”‘P 2 o), fosd 1 A viogd

It follows from (3.5) that A,, 4v/log d — 0. Taking An,d = \/A,.4/(log d)"/, then we have

A,nav/logd — 0 and P (\/ﬁuﬁA B —nleuTEl, > An,d> 0.
Consequently, by Lemma in Chernozhukov et al. [2017] and Lemma E.3, we obtain
sup [P (VB — Bl < ) — B(n?|OUTE |, < )]
<P (\/HHBA B —nteu’El, > An,d) + 20"+ supP(r < | 2o <+ Ana)

<P (\/ﬁu@ B —nleuTE|, > An,d) +20% + CA, 40/log d — 0.

E.4 Proof of Theorem 3.2

Proof of Theorem 3.2. By Theorem 3.1, it suffices to prove that

p*i=sup|P(|Z|, < z) —P* (lAl < :l:)‘ 5.
>0

Note that n~/2@U T¢ is a zero-mean Gaussian random vector with covariance matrix
Cov* (iéfﬂg> _ 6507
Vn
By (3.7) and Assumptions 3.1-3.2, we have
67050 — 070 |uux < 3°|OF — Liflmax 8] + 37| — O ax +15” — 0| ma
= Or(hun @l + B+ 8,) = O ().

Then it follows from Lemma 2.1 in Chernozhukov et al. [2020] that p* Eo.
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E.S Proof of Lemma E.3
Proof of Lemma E.3. By (3.3) and the triangle inequality,

[n(By — B) — OUTE|,, < |OUTFe*|y, + n|(I; — OF)(Br — B)]oo-

Since V, 4|¢*|l2 < v/nlogd, it follows from Theorem 2.2 that HéA — B*|1 = Op(|Ss|+/(logd)/n).

Combining this with Assumption 3.1, we obtain

n

5\ (3. _ 3+ S 1A, _ g* logd
(I = ©%)(Br = B)|ee < [Ta = OX|max[Br — 871 = O (Amax’5*| ) :
By Assumption 3.1, we have [O]l, < [© — O]y, + [|©]x = Op(|©|s). Then, it follows from
Lemma C.3 that
[OU ' Fo*|s, < [O]x|UFe* o = Op(Vial© ol 2)-
By Lemma C.4 and Assumption 2.1, we have [UTE|2% = Op(nlogd) and

|©@UTE —OUTE|y, < |0 (U ~U) Ellw + [|© — O |UTE|

=Op (G)\cm [logd + g + Am«/nlogd) :

F Proof of Results in Section 4

F.1 Proof of Proposition 4.1

Proof. For each ( € [d], let 3;,, € R denote the corresponding population version of the marginal
least square estimator /3, 5/, that is,

NCH
Br o = argmin E(Y — u,B3)* = B :
’ BeR e
For each ¢ € [d], we have
2 * 1 TANEY y 7 2% FrTT7 T * 7T *
Burt = B = e AOT(V =0 + (070 —me]2) 8" + (0] 0c ~ m) B}
¢ Y

=: 041 + 0g2 + 03
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Let Uy = (uyy, ..., Upe) | € R™ denote the /-th column of the design matrix U. By Assumption 2.1,
Ug, - - -, Ume are i.i.d. sub-Gaussian random variables with |uy/|4, < c¢o. Hence, for any x > 0, by
Bernstein’s inequality,

2
P (max U,/ U, — mXy| > 913) < 2dexp {—cmin (x—zl7 %) } :
Here ¢ > 0 is an absolute constant. Combined with Lemma 2.1, we obtain that
Izpﬁff \lAngUg mYg| < maX |U€ Ug U'Uj| + Ignﬁl)]( U U, — mXy| = Op («/mlogd) )
€ €
Since logd = o(m), we have
Le[d] 2 te[d]

P(&y) =P <m1n Ug Ug > min E”) — 1.

Under &y, it follows from Lemma C.5 that

Uy -0 20T (Y - UB* Vind . log d
max](Sg < U ( Bl AU Y —UB)w _ Op [Vt or 4 4/ 224
te[d] mingeq U U, m Minge[q) Y m

Similarly, by Lemma C.6, we have

max 5.2 < N — UTU s B°1 + 2UTUS* — mSB.,
Le[d] 0,2 mminge[d] EM

log d log d
(ug ===+ 8] "g),

and
max 605] < maxefq) |U, Us — M| Bl _ 1] 10gd
e P mmingepq) e * '

Putting all these pieces together, it follows from (4.3) that maxe[q |BE,M — B¢ m| = o(6), which implies
that

P(&) =P (gng\@,M — Bl < 5¢> — 1, as m — 0.
EO0x
Under &, by (4.3),

min| 5| > min|67| — max| B — Bl = (1+ 0o — 26 = 0.
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Consequently, we obtain

P (s* c §¢> >P <Ilp3gn Bot| > ¢) > P(E,) — 1

Under &, elementary calculations show that

d d
|§¢>| = ZH{|§£,M| > Cb} Z {maXWeM 5@M| + 1600l > ¢}
= =1

ZH“B ‘> 1_ ¢} i |6€M|2
4,M 2¢2

(=1

1283 _c mz’”‘HEB |5
T MBI -2 ()1 -0

F.2 Proof of Theorem 4.2

Proof. Before proceeding to the proof of the theorem, we first introduce the following Lemma.

Lemma F.1. Let S be an estimator for S, such that P(|S\ Sp) — Land P(S, < S) — 1. Moreover;
we assume that S is independent of (X, Y) and

logd 1
s ( ed —> 0. (F.1)
n d

Then, under Assumptions 2.1-2.5, we have that as n — 0,

- STP & 9
b= mplp (55 <) P <9 0.~ Pre
By Lemma F.1, we have
Q(2)
pg = sup [P —n2<:c —P(x3% < )| — 0 (E.2)
x>0 g

Hence, it suffices to prove that

po = SUp

x>0

(2) (2)
IP(C%; <x>—P(QZ <I)‘—>O.
o o

After conducting some elementary calculations, we obtain

(2)
pg<IP< - %—1‘ «/A)+supIP’(a:<XK T +/A >+2pK—51+52—|—2pK

0'2 x>0

As A, — 0, we have 0, — 0. Moreover, by Assumption 3.3, we have |¢%/5? — 1| < |0/0 — 1| =
Op(A,). Combined with (F.2), we obtain §; — 0. Thus, we claim our conclusion of Theorem 4.2. [J
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F.3 Proof of Lemma F.1
Proof. As S is independent of (X, Y), it follows that

-
P(é’ Ps& -

o2

Pk <P(S| > s,)+ sup sup
Sc[d]:|S|<sn >0

Since P(|S| > s,,) — 0 as n — oo, it suffices to prove that

.
P (5 Pst < x) —P(x% < )

o2

p°i= sup sup
Sc[d]:|S|<sn >0

For any set S < [d] such that |S| < s,, and S, S, we define

A~ A
AS = {)\mln(USTUS) = %} .

Then by Theorem 1.1 given in Bentkus [2005], it follows that

ETPsE
P52 <o) - RO <)

sup
x>0

< P(A45) + CEle, P K 'E (mﬁc\/Ps,tQ I{As}, (F3)
te(n

where C' > 0 is an absolute constant. Now we proceed to prove (F.3). Recall that Ps = Py + Py, —

Px is a projection matrix onto the linear space generated by the columns of F = (I, — sz)ﬁ’ €
R™ X Hence, under Ag, we can write

Ps=F(F'F)'F' = F(F'F)"*(F'F)'?FT == Ww ",

where W = (wy, ws, ..., w,)" € R"™X, Therefore,

ETPsE=ETWW'E =

2
)
2

n
S
t=1

which further implies that for any x > 0,

P (ETPSE < JJ) =P (i WyEL € BK(\/E>> )

t=1

where By (r) denotes the K -dimensional ball centered at the origin with radius » > 0. Observe that

Cov (Z 'wtat) = watw; = WTW — (ﬁTﬁ)fl/QﬁTﬁ(ﬁTﬁ),l/Q _ I
t=1 t=1
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To apply Theorem 1.1 in Bentkus [2005], let Z € R be a zero-mean Gaussian random vector with
covariance matrix Cov(Z) = Iy, then | Z]? ~ x% and

sup |P (€T Ps€ < 2| X) — P(x% < )|
>0

P (Zn: wE, € BK(T)]X> -P(Ze BK(T))‘

< cK'V ) Elwies = K'Y wi3Ele

t=1 t=1

= sup
r>0

< CK1/4E\€I3H1&X w2 Z w2
t=1

Observe that the diagonal elements of the matrix Ps are ||w[3, . .., |w,|3. Hence

Z |w,|5 = tr(Ps) = K and rtrel[a)]( w2 = max 4/ Ps 4.

te[n]
Consequently, we obtain

sup [P (€7 Ps€ < 2] X) = P(xj < 2)| < cK*'Elef’ max /Po.s,

>0

and

x>0

sup [P (T PsE < ) — P(xk < )| < cK*E[¢]’E (Itn[a}i(«/Pg’ttH{Ag}) + P(AS). (F.4)
€|ln

Recall that both Py + Py — Px, and Px are orthogonal projection matrices. Hence

max P = max (Pﬁ + Py, — sz>tt S max P, +max Py,

By Lemma 2.1, it follows that

te[n] te[n] M

1 ~ 1.~ 1 logn
i Py, = o L2 < w1y - A+ max DHBIAE - 0 (PE1). )
Now we bound maxe[y Pﬁs - Under event Ag, we have

1
max Py, < ——=—=— maxz |G| < maXZ |Tge]?.
te[n] S )\mm(U U te[n te[n
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Recall that U = (I, — 13)X = (I,— 13)FBT + (I, — 13)U and FTU = O. Hence, under the event
£, we have

A~ A~

U=(,-P)(FH'-F)H 'B"-PU-U)+U.
Consequently, it follows that

rtrelaXZ]utg\ <max2\et .—P)FH'" — F)H "b,?

(U. ~-U.
+£{_}ﬁxz|€t ¢ )2 +max2|utg|

— AL+ AL+ AL

By Lemma 2.1, we have

S|, ISln
<|FHT—FI3|H T3 b5 = Op( P8,
les
151 logd 1
A< 7teaxHﬁH?maxzwsf_usf‘ = Op ¢ [S[logn n Tall

and A} = Op(|S| + logn). Therefore, under event Ag, we have

2 logn
fsrel[aa(PUstt n)\ maXZ|utg| _OP( /\d+ n )

Combined with (F.5), we obtain

n 1
max Psy = Op(w,), where w, = i + s T
te[n] nad n

Note that @,, — 0 by (F.1). As Ps is an orthogonal matrix, we have maxe[,] Ps < 1 and conse-
quently

sup E <max Ps tt) KAs} <\wn,+ sup P (max Ps, > wwn) -0
Sc[d]:|S|<sn te[n] Sc[d]:|S|<sn ten]
In view of (F.3), we obtain p® — 0 once we prove that
c T 17 n>\0
sup PAS) = sup PR Au(UgUs) < — ¢ — 0. (F.6)
Sc[d]S|<sn Sc[d]|S|<sn 2

Next, we will prove (F.6). Recall that Y =n0Uand = n 'U'U. By Weyl’s theorem on
eigenvalues, it follows that

~ o~ by ~ -~ A
sup P{)\mm(UgUs) < u} < sup P (’233 — 233“ > —0>
Sc[d]S|<sn 2 Sc[d]:[S|<sn 4
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& & A
+ sup ]P)<|235—253 > —D) =: T + Ma.
Scl[d]:|S|<sn

We first bound ;. By Lemma C.6 and (F.1),

splogd s,
+ _
n d

swp [Sss - Sssl < sup SIS - Sl = 05 (
Sc[d]:|S|<sn Sc[d]:|S|<sn

) = op(1).  (F7)

Hence m; — 0 as n — c0. Now we bound 7,. For any subset S < [d] such that |S| < s,,, by Lemma
LS, 1,02 T
— Z(ut v)"—v v
n

5.4 in Vershynin [2012] and Assumption 2.1,
/\0>
> JR—
t=1 8

< 2exp {|S]log 9 — C'min (nA§, nAg) } . (F.8)

P (ﬁss — Yss| > &> <9 sup P <

4 'UESdill'Usc =0

Consequently, by (F.1), we obtain
< sup  2exp (|S|log9 — Cnmin{A3, Ao})
Scld]:|S|<sn
< 2exp (s, log 9 — Cnmin{A3, Ao}) — 0.

Lemma F.2. Assume that
"1z (v/n/d + 1/3/n) = 0. (F9)
Define

2
0) — RE . n|el3 > 02(2 + §) (2 2
M) = {i e B o B 02 4 6) 0+ ¥ )

for some 6 > 0. Then, under the conditions of Lemma F.1, we have

PyY |}
inf P ( sl > xi,l_a) >1-9. (F.10)

w*eH(a,0) o2

Proof of Lemma F2. RecallthatY = Fo*+ X3*+& =Y = Fp* + Xgﬁ} + £. Hence PzY =
Ps£ + P;F p*. Without loss of generality, we assume that o = 1. By the Cauchy-Schwarz inequality,

1 *
|PsY[5 = 5| PsFe"[; — | PsE
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Therefore, for any * € H(«, ), we have

1 .
P(PSYIE > haoa) > P 5IPF0E > xhora + IPsE13)

We first bound | Pz F¢*|3. By Lemma 2.1 and the Cauchy-Schwarz inequality, for € > 0,

* - * 1 -~ *
IPsFE > (1 O PPH 3 - (1 —1) IPo(F -~ PRSI
As P is a projection matrix, it follows from Lemma 2.1 and (F.9) that

\PS(F ~ FH)¢'|s < |F — FHIsl¢"|s - O (16" lox/n/d + "o/ = o
Recall that Pz = P + Pﬁg — Px and 3 = n~'UTU. Hence

A~

~ —1
|PsFH@" |2 = n(Heg*)T {IK ~ Bl (B Bl + z§§> Bg} (Hp")

— n(He")T (I + B] ~~B>

— ng*T {(HTH)—1 + H‘1B§E§§B§H‘ } o = n TW 1o

Let W = Iy + BTEMB We first upper bound HW W|. For any h € RIS! with |h|2 = 1, we
decompose hT(W W)h = U, + Uy + Uy + Uy, where

U, =h"(H'H)' (Ix—H"H)h,

~ T | A

U, —h"H (B~ BgH') SLBsH h,

Wy = T BIS L (S5 — Sgs) TihBsH Th,

v~ h'BiS;L (Bs~ BsH' ) H 'h.
By Lemma 2.1, we have |H"H — Ix|r = op(1) and P{\in(H "H) > 1/2} — 1. Therefore

|H"H — Iy

Uy < = op(1
! )\min<HTH) OP( )

and P(|H~Th|2 < 2) — 1. Since P(|S| < s,,) — 1, it follows that

B o8 - logd 1
(B~ Botr™) 1 h" < 3, — by T — 00 s, (K224 D)L
jeld] n d
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Combining this with (F.1) and the fact that [ Bgh|* < K |S|K2, we obtain
B:H "h| |/ A
w, < 1BsH_hl |(Bs—BsH") H Th| = os (12).
>\min(2§§>
Similarly, by (F.7) and (F.8), we have |25 — Zss]2 = op(1),

< |BshlZ3s ~ Zsgla| BsH ™ h|| _

Wy = op (32/2) .
/\min(zgg))\min(zg‘g)
and
HB§hH N T -T 1/2
Uy < — st ‘<B~—B~H )H hH:W sb2Y.
4 )\min(zgg) S S ( )

Consequently, we obtain HW — W/l = op(4/5n). Combining this with the fact that

2
P{)\max(W) <1+ %} Ny

/\min<2>
we obtain
= Ks,| Bl
P — <14+ ———ax — 1.
{1 -l < e (14 5200
Note that
* |2 *||2
)\maX(W) Amax(w) + HW - WH2
Hence

X P
P! |PsFHp*|? > — 1.
{” SFHE T 2 a1+ Ko |BPow han(E))

Putting all these pieces together, we obtain (F.10).

F.4 Application to multi-modal sparse regression model

Dataset with multiple types are now frequently collected for some mutual experimental subjects. This
data structure is called as multimodal data and is becoming more and more popular in many fields.
Factor analysis is commonly used in integrative analysis of multimodal data, and is particularly useful
to overcome the curse of high dimensionality and high correlations. Recently Li and Li [2021] study
sparse linear multi-modal regression model with factor structures. However, the hypothesis testing

30



problem on whether sparse regression for a given modal (a certain group of modal) is adequate hasn’t
been investigated.

Thus, in this subsection, we extend our results given in the last subsection to the multi-modal sparse
regression model. Our observations are (Y, X, X5, -+, X/) in which we assume covariate X; is
generated from i-th group (modal). Moreover, for every i € [M], X; is assumed to have its own factor
structure X; = FZ-BiT + U,. We next consider the hypothesis test as follows:

L M L M
Hy: Y =) Xi3 + >, Xiff + & versus H: Y = Y (F} +UB)) + > XiB] +E&.
i=1 i=L+1 i=1 i=L+1
Here we aim at simultaneously testing whether the sparse regression is adequate for the first L modals.
L is assumed to be any fixed number in [ M]. The hypothesis testing problem in the previous section
is a special case to this with L = M = 1.
In order to proceed the hypothesis testing procedure, similar to section 4, we separate our dataset
into two parts with size m and n — m respectively. We let Xi(j ) and Y j e {1,2} denote the
i-th modal and our response respectively in the j-th part of our splitted data. Next, we decom-

pose every XZ-(l) into (FA’Z-(I), ﬁi(l)) and then use sure screening to select (§1, Sy, Sy, - - ,§M) by using
(Y™, Ul(l), U2(1), ce US), Uﬁzl, e U](\})). Here we also make an assumption that
Assumption F.1. Here we assume
R M
P(forallie [M], S cS; and2|5i\ <sﬁ4> - 1. (E.11)
i=1

Next, we also impose an assumption on the covariance of our factors and idiosyncratic components

Assumption F.2. We assume

COV(fl,ta f2,t7 te 7fM,t> = Ik, COV(ul,t:UQ,ta T 7uM,t) = Y,

with 0 < A\pin(Z4), Amax(24) < C with C being a absolute constant. Moreover, (fi+, ..., fut),t €
[n] is assumed to be uncorrelated with (w4, ..., unrt), Where f;; and u;; are the ¢-th row of F; and
U, respectively.

Next, we use the second part of the data to construct our test statistic. For simplicity we denote

_ 2 . 2 72 7@ 0 p@ 7@
Zl - (X§17 7X§L7FL+1aU§L+1a 7FM ’U§M)
and (2) 772 (2) 772 ®2) (2) (2) 72
~(2) £¥(2 ~(2) £5(2) (2 (2 =(2) £¥(2
ZQZ(Fl 7U§1,"' 7FL ,U§L7FL+1,U§L+1,"’ 7FM7U§]W).

The test statistic is given by
Qurs = T = P2) YO, = (L = Po) YO, = |(Pr — P2 )Y

We finally summarize the asymptotic behaviors of our test statistic in the following Corollary F.3.
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Corollary F.3. Let Assumptions 2.1-2.5 and Assumption F.1 hold with

1 1
3M<Ogd+a)—>0 and A, — 0,

" n

where A, is given in Assumption 3.3. Then we have

sup ‘IP’ (Qf}\/[/c? < m|H0> —P (Xf(* < x)‘ — 0, as n — o,
>0 ’

in which K* = Zle K;. In addition, we define o = (p1, @2, , 1) and

x K . n)e|? 2 2 2
D (CK, 9) = {‘P e R™: 1 + K*S%T2/)\min(2 ) =0 (2 + 5)(XK*,1—01 + XK*,l—Q) ’
where § > 0 is some constant. Then when sM = o(n'/%), we have
inf Py, =1|H;)>1-6 F.12
UL (va = 1|Hy) : (F.12)

in which

F.5 Proof of Corollary F.3

Proof. Here we assume (§1, e ,§M) are independent with (X,---, X/, Y).
First, Pz, — Py, is a projection matrix onto the space of

(I — Pgz,)Z,.
Recall that
—_(7? ;7@ . 5@ 7@ 5@ 7@ 5@ 772
Z2—(F1 ’U§17 7FL 7U§L7FL+1,U§L+1, ’FM7U§A4).

Note that foreach 1 <[ < L,
=(2) £5¥(2 (2 2 2 2
(I = Py (B, 0F) = (I - Po)(F”. X — YV B)).
For any vector ¢, if we there exists an $ such that Z,¢p = Zg(g, we obtain col(Z) < col(Z,).

Thus, we have PS?CI := Py, — Py, is a projection matrix onto the column space spanned by F* =
(I,—Pgz,)(F,, - Fy) e R”K" inwhich K* = Y K. F* := (I,—Pg))(F,,- - , F,) e R™K",
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Similar with the proof of Lemma F.1, we are able to write Ps: = W*W*T and we also obtain

sup [P(€" Ps: £ < x| X) —P(x}? < z)| < CK*1/4]E’€t|3ItI€1€%( |wy | Z |y |?

x>0

with maxep, [|w} | = maxiepn /Pss it
Recall we have Pg« := Pz, — Pz, and

L p® FO 50 FO R0 FO 5O A
Z2_ (Fl ) §1 ) y LT, 7U§L7FL+17U§L+17 7FM 7U§M)'
‘We first denote the event \
n
AZQ = {Amin<Z;—Z2) = 70}7

in which )\ is a absolute constant. We know from (F.4), in order to prove Corollary F.3, we only need

to prove (i). E[maxe(n) o/ Psz, 11 Az — 0 and (ii). P(A%,) —
Next, we prove the term @i).
Since Pz, is a projection matrix with Pz, 4 > 0 for any ¢ € [n], we have

maX A/ SFVI 0t < maX A/ PZg,tt

The next step is prove that E[maxic[n] \/ Pz, 14 2,1 = 0. We first prove that

maXPZQ,tt < m Z |f l)’2 + Z Z ‘Ut€|

te[n] i1 s,
1
< ———————max f 2+ rnax u
)\mln(ZTZQ tE ;‘ t | 221628 | tf‘

Leveraging similar techniques given in section F.3, we have

E [max \/%]IAZQ] <E [rtrel%(\/PZQ,tt]IAZQ] — 0

te[n]

Next, using certain concentration inequalities given in section F.3, we prove that there exists an positive
constant \g such that

. T
P(AZ,) =P (Amm(? Z) ”20) —0.

Thus, we claim our conclusion for the first part of Corollary F.3.
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We now prove (F.12). The proof details are the almost the same with the proof of Lemma F.2, so
we only describe the outline here. We let

2 ~(2) §7(2 2
Z,= (P, F) 0D, UD)

Note that Pz, = Pz,. Hence it is equivalent to bound maxe[,] Pz, ;. Let

A~ A~ A A

Z = (Xg,.... X, Us, o Ug, . Frin,... Fup).
Then Pz,— Pz, = Pz,— Pz, whichis a projection matrix onto the column space of (I—Pxz, ) (ﬁ’l, e ﬁ’L) =:
(I — PZI)IF Here we denote I := (Fl, . FL)

Under the alternative hypothesis, Y = Z (Fopr + X,8:)+ 30 1 (Fner, + X00,) +€
We have,

M M
|(Pz, = Pz,) Y (Fuip + XuBy)° = (P2, — Pz,) ). Fug|
m=L+1 m=L+1

= o(1) + |(Pz, = Pz)) Y| FnHu@},| =o(1)

m=L+1
and
H(PZQ - PZ1>5H2 ~ X%{*?
where K* = Zle K. According to the definition of Z;, we obtain
2 =(Xg,....X5,,Us, ... Us, . Froa,..., Fy)
:(Ugl’ USL U$L+ U F+1,...,FM)
T
A~ ~ BL§1 ' A~ AN
+ (F, ..., Fyp) 0 O|=U+FB'
RT
L,Sr

In addition, we let F := (F}, ..., Fy)and H = (Hy, ..., Hy). We obtain

M=

L
|(Pz, = Pz,) ) (Fugy, + X8y |* = |(Pz, = Pz,) Y Fugpp|® = (P2, — Pz, )Fe*|?
m=1

o(1
(1

1

||ﬁ

) + [ (Pz, — Pz,)FHe* |* = o(1) + (He*)'F' (Pz, — Pz, )F(He")
) + (He*) 'F' (I — Pz,)F(He")
@) TFT(I - FBT(BF'FBT + UTU) 'BFT)F(He")

= (H
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= (He")"F' (I + FBT(UT0)'BF ") 'F(He")
| F(He™) |* o A (ETF) 2

- ORT(OTIMN=1RRETY Amax (BTB) Amax (FFT) °
1+ A (FBT(OT0) " BFT) ™ 1 4+ 2B Bl

The remaining proof steps follow the same procedure of Lemma F.2. 0

References

S. Basu and G. Michailidis. Regularized estimation in sparse high-dimensional time series models.
The Annals of Statistics, 43(4):1535-1567, 2015.

V. Bentkus. A lyapunov-type bound in R?%. Theory of Probability & Its Applications, 49(2):311-323,
2005.

P. J. Bickel, Y. Ritov, and A. B. Tsybakov. Simultaneous analysis of lasso and Dantzig selector. Ann.
Statist., 37(4):1705-1732, 2009.

V. Chernozhukov, D. Chetverikov, and K. Kato. Central limit theorems and bootstrap in high dimen-
sions. Ann. Probab., 45(4):2309-2352, 2017.

V. Chernozhukov, D. Chetverikov, and Y. Koike. Nearly optimal central limit theorem and bootstrap
approximations in high dimensions. arXiv preprint arXiv:2012.09513, 2020.

Y. Deshpande, A. Javanmard, and M. Mehrabi. Online debiasing for adaptively collected high-
dimensional data with applications to time series analysis. Journal of the American Statistical
Association, pages 1-14, 2021.

J. Fan, Y. Ke, and K. Wang. Factor-adjusted regularized model selection. J. Econometrics, 216(1):
71-85, 2020.

D. Giannone, M. Lenza, and G. E. Primiceri. Economic predictions with big data: The illusion of
sparsity. Econometrica, 89(5):2409-2437, 2021.

F. Han, H. Lu, and H. Liu. A direct estimation of high dimensional stationary vector autoregressions.
Journal of Machine Learning Research, 2015.

A. Kneip and P. Sarda. Factor models and variable selection in high-dimensional regression analysis.
The Annals of Statistics, 39(5):2410-2447, 2011.

Q. Li and L. Li. Integrative factor regression and its inference for multimodal data analysis. J. Amer.
Statist. Assoc., 113(521):1-15, 2021.

35



J. Lin and G. Michailidis. System identification of high-dimensional linear dynamical systems with
serially correlated output noise components. IEEE Transactions on Signal Processing, 68:5573—
5587, 2020.

P.-L. Loh and M. J. Wainwright. High-dimensional regression with noisy and missing data: Provable
guarantees with nonconvexity. Ann. Statist., 40(3):1637-1664, 2012.

R. P. Masini, M. C. Medeiros, and E. F. Mendes. Regularized estimation of high-dimensional vector

autoregressions with weakly dependent innovations. Journal of Time Series Analysis, 43(4):532—
557, 2022.

Q. Sun, W.-X. Zhou, and J. Fan. Adaptive Huber regression. Journal of the American Statistical
Association, 115(529):254-265, 2020.

R. Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical
Society: Series B (Methodological), 58(1):267-288, 1996.

S. van de Geer, P. Biihlmann, Y. Ritov, and R. Dezeure. On asymptotically optimal confidence regions
and tests for high-dimensional models. Ann. Statist., 42(3):1166-1202, 2014.

R. Vershynin. Introduction to the non-asymptotic analysis of random matrices. In Compressed sensing,
pages 210-268. Cambridge Univ. Press, Cambridge, 2012.

K. C. Wong, Z. Li, and A. Tewari. Lasso guarantees for S-mixing heavy-tailed time series. The Annals
of Statistics, 48(2):1124—-1142, 2020.

W.-B. Wu and Y. N. Wu. Performance bounds for parameter estimates of high-dimensional linear
models with correlated errors. Electronic Journal of Statistics, 10(1):352-379, 2016.

Y. Yan, Y. Chen, and J. Fan. Inference for heteroskedastic pca with missing data. arXiv preprint
arXiv:2107.12365, 2021.

P. Zhao and B. Yu. On model selection consistency of Lasso. J. Mach. Learn. Res., 7:2541-2563,
2006.

H. Zou and T. Hastie. Regularization and variable selection via the elastic net. Journal of the royal
statistical society: series B (statistical methodology), 67(2):301-320, 2005.

36



	Introduction
	Notation
	RoadMap

	Factor Augmented Regression Model
	Factor Estimation
	Regularized Estimation
	Factor Augmented Robust Linear Regression

	Is Factor Regression Model Adequate?
	Bias Correction
	Gaussian Approximation
	Gaussian multiplier bootstrap

	Is Sparse Linear Model Adequate?
	Main Results

	Numerical Studies
	Accuracy of Estimation
	Adequacy of Factor Regression
	Adequacy of Sparse Regression 
	Empirical Applications

	Conclusion and Discussion

