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ABSTRACT. We consider the Nernst-Planck-Navier-Stokes system in a bounded domain of R?, d = 2, 3 with
general nonequilibrium Dirichlet boundary conditions for the ionic concentrations. We prove the existence
of smooth steady state solutions and present a sufficient condition in terms of only the boundary data that
guarantees that these solutions have nonzero fluid velocity. We show that all time dependent solutions of
the Nernst-Planck-Stokes system in three spatial dimensions, after a finite transient time, become bounded
uniformly, independently of their initial size. In addition, we consider one dimensional steady states with
steady nonzero currents and show that they are globally nonlinearly stable as solutions in a three dimensional
periodic strip, if the currents are sufficiently weak.

1. Introduction

We consider the Nernst-Planck-Navier-Stokes (NPNS) system in a connected, but not necessarily simply
connected bounded domain 2 C R? (d = 2, 3) with smooth boundary. The system models electrodiffusion
of ions in a fluid in the presence of an applied electrical potential on the boundary [22, 24]. In this paper,
we study the case where there are two oppositely charged ionic species with valences 1 (e.g. sodium and
chloride ions). In this case, the system is given by the Nernst-Planck equations

Orc1 +u - Ve =Dqdiv (Vcl + 01V¢>)

1
Orca + u - Veg =Dodiv (VCQ — CQV(I)) M

coupled to the Poisson equation
—6A<I>:Cl—02:p (2)

and to the Navier-Stokes system
Ou+u-Vu—vAu+Vp=—-KpVd, divu=0. 3)

Above c; and ¢ are the local ionic concentrations of the cation and anion, respectively, p is a rescaled local
charge density, v is the fluid velocity, and @ is a rescaled electrical potential. The constant X' > 0 is a
coupling constant given by the product of Boltzmann’s constant kp and the absolute temperature Tk . The
constants D; are the ionic diffusivities, € > 0 is a rescaled dielectric permittivity of the solvent proportional
to the square of the Debye length, and v > 0 is the kinematic viscosity of the fluid. The dimensional
counterparts of ® and p are given by (kpT}/e)® and ep, respectively, where e is elementary charge.

It is well known that for certain equilibrium boundary conditions, (see (5) and (7) below) the NPNS
system (1)-(3) admits a unique steady solution, with vanishing velocity u* = 0, and with concentrations c;
related to ®* which uniquely solves a nonlinear Poisson-Boltzmann equation

—eAD* =] — 5
& =2zte 4)
=25 12"
with Z; > 0 constant for ¢ = 1,2. The equilibria of the Nernst-Planck-Navier-Stokes system are unique

minimizers of a total energy that is nonincreasing in time on time dependent solutions [6]. For equilibrium
boundary conditions it is known that for d = 2 the unique steady states are globally stable [3, 6] and for
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d = 3 locally stable [8, 28]. The equilibrium boundary conditions include the cases where ¢; obey blocking
boundary conditions

(8ncl + Clanq))wﬂ = (anc2 - C2an(I))|BQ =0 (5)
(here, O, is the normal derivative) and ® obeys Dirichlet, Neumann, or Robin boundary conditions. Also in-

cluded is the case where ¢; obey a mix of blocking and Dirichlet boundary conditions and ® obeys Dirichlet
boundary conditions in such a way that the electrochemical potentials

p1 =loger + @, pg =logey — @ (6)

are each constant on the boundary portions where ¢; obey Dirichlet boundary conditions. That is, if ¢; satisfy
Dirichlet boundary conditions on S; C 92 (possibly S; = 0£2), then boundary conditions such that

fi1)s, = constant, fiz|g, = constant (N

yield an equilibrium boundary condition. In general, arbitrary deviations from such situations can produce
instabilities and even chaotic behavior for time dependent solutions to NPNS [10, 16, 21, 25, 26, 27, 32].
Furthermore, steady states in nonequilibrium configurations are not known in general, and not known to
always be unique [18, 19].

The various boundary conditions for ¢; and ® all have physical interpretations, and we refer the reader
to [3, 6,9, 10, 18, 29] for relevant discussions. In this paper, we consider only Dirichlet boundary conditions
for both ¢; and ®, together with no-slip boundary conditions for w,

CGilpo =7 >0, 1<i<2
u|39 =0.

For simplicity, we assume ~;, W € C'*°(9f), but we do not restrict their size, nor do we require them to
be constant. For ¢;, the Dirichlet boundary conditions model, for example, ion-selectivity at an ion-selective
membrane or some fixed concentration of ions at the boundary layer-bulk interface. Dirichlet boundary
conditions for ® model an applied electric potential on the boundary.

There is a large literature on the well-posedness of the time dependent NPNS system [3, 6, 8, 9, 12,
17, 20, 28, 29], as well as the uncoupled Nernst-Planck [1, 2, 4, 13, 15, 18] and Navier-Stokes systems
[5, 30]. Some of the aforementioned studies, in addition to [7, 14, 19], study several aspects of the steady
state Nernst-Planck equations including existence, uniqueness, stability, and asymptotic behavior.

Thus far, in the context of NPNS, steady states have mostly been studied in the case of equilibrium
boundary conditions. In these cases, the corresponding steady states are the unique Nernst-Planck steady
states, together with zero fluid flow ©* = 0. In this paper in Section 2, Theorem 1, we prove the existence of
smooth steady state solutions to the NPNS system (1)-(3) subject to arbitrary (large data) Dirichlet boundary
conditions (8). In addition, we derive a sufficient condition, depending solely on the boundary data such
that the steady state solution has nonzero fluid flow u* #Z 0 (Theorem 2). Thus the two main results of
Section 2 give the existence of steady states for NPNS that are not obtained by existing theory for Nernst-
Planck equations, and include in particular the steady solutions with nonzero flow for which instability and
chaos have been observed experimentally and numerically.

In Section 3 we consider the time dependent solutions of the Nernst-Planck-Stokes system in 3D and
show, using a maximum principle that solutions obey long time bounds that are independent of the size of
the initial data. This result is also valid for the NPNS system in 2D and the NPNS system in 3D under the
assumption of globally bounded smooth velocities. The maximum principle is for a two-by-two parabolic
system with unequal diffusivities. The bound applies for situations far away from equilibrium, when the
solutions have nontrivial dynamics, and establishes the existence of an absorbing ball. This is a first step in
proving the existence and finite dimensionality of the global attractor, a task that will be pursued elsewhere.

In Section 4, we consider the Nernst-Planck-Stokes (NPS) system in the periodic channel Q = (0, L) x
T? with piecewise constant (i.e. constant at + = 0 and = L, respectively) boundary conditions. In
this case, we derive sufficient conditions, depending only on boundary data and parameters, such that NPS
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admits a one dimensional, globally stable steady state solution that corresponds to a steady (nonzero) current
solution with the fluid at rest. These are non-Boltzmann states (whose currents identically vanish). The
stability condition can be thought of as a smallness condition on the magnitude of the ionic currents or,
equivalently, as a small perturbation from equilibrium condition. The main result of Section 4, Theorem 4,
is preceded by an analysis of one dimensional steady currents.

1.1. Notation. Unless otherwise stated, we denote by C' a positive constant that depends only on the
parameters of the system, the domain, and the initial and boundary conditions. The value of C' may differ
from line to line.

We denote by LP = LP(§) the Lebesgue spaces and by WP = WsP(Q), H® = H*(Q) = W*? the
Sobolev spaces. We denote by (-, -) the L(2) inner product, and we write dV = dz dy dz for the volume
element in three dimensions, and dz in one dimension. We write dS for the surface element.

We denote by 0, 0y, 0., 0; the partial derivaties with respect to x, y, z, t, respectively, and also use 0,

to mean % in a one dimensional setting.
We denote z; = 1, z9 = —1 for the valences of the ionic species.

2. Steady State Nernst-Planck-Navier-Stokes

We consider the steady state Nernst-Planck-Navier-Stokes sytem

u-Vep =div(Vey + 1 V) ©

u-Veg =div(Veg — oV P) (10)
“Ad=ci—co=p (11)
u-Vu—Au+ Vp=—pVd (12)
divu =0 (13)

on a smooth, connected, bounded domain 2 C R? (d = 2, 3) together with boundary conditions

Cipo =7 >0, 1<i<2 (14)
Do =W (15)
ujpn =0 (16)

with v;, W € C°°(0f2) not necessarily constant. In the above system, we have taken D; = e =v = K =1,
as the values of these parameters do not play a significant role in the results of this section. In this section
we first prove the existence of a smooth solution to (9)-(13) with boundary conditions (14)-(16). Then, we
derive a sufficient condition depending on just ; and W and their derivatives that guarantees that any steady
state solution (¢}, ®*, u*) of (9)-13) with (14)-(16) has nonzero fluid flow i.e. u* # 0.

THEOREM 1. For arbitrary boundary conditions (14)-(16) on a smooth, connected, bounded domain
Q C R (d = 2,3), there exists a smooth solution (c;, ®,u) of the steady state Nernst-Planck-Navier-Stokes
system (9)-(13) such that c; > 0.

REMARK 1. For the steady state Nernst-Planck system, any regular enough solution is necessarily

nonnegative (i.e. c¢; > 0) if we assume ~y; > 0. This follows from the fact that the quantities c1e®, coe™®

each satisfy a maximum principle (see Section 4.1). However, in the case of steady state NPNS, where such
a maximum principle does not hold, the nonnegativity of c; must be built into the construction.

REMARK 2. In general, it is unknown whether steady state solutions of the two or three dimensional
NPNS system, with Dirichlet boundary conditions for c;, are unique. Given the available nonuniqueness
results for the Navier-Stokes equations in some special cases [23, 30, 31], it is reasonable to expect that
uniqueness for NPNS does not hold in full generality. Nonetheless, uniqueness holds in some perturbative
regimes, see for example Theorem 5, where the argument is given for the Nernst-Planck-Stokes system.
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PROOF. Throughout the proof, we assume d = 3. Some steps are streamlined if we assume d = 2, but
the proof for d = 3 nonetheless works for d = 2.

The proof consists of two main steps. We first show the existence of a solution to a parameterized
approximate NPNS system. Then, we extract a convergent subsequence and show that the limit satisfies the
original system.

Step 1. The approximate system. The approximate system is given by:

0 = div (V] + xs(c)) VP — u’x5(c))) (17)
0 = div (Ve — x5(c3)VP® — udxs(ch)) (18)
—AP° = x5(ch) — xs(c3) = p° (19)
u’ - Vud — Au® + Vp® = —p° v d (20)
divu’ =0 Q1)
with boundary conditions
c;5|aQ:%>0, 1<i<?2 (22)
g0 = W (23)
w50 = 0. (24)
Here, s is a smooth cutoff function, which converges pointwise to the following function as § — 0,
l:yb—>{g: zzg‘ (25)
We define s by first fixing a smooth, nondecreasing function y : R — R™ such that
x:yH{g: z;l) (26)

Then, we set x5(y) = 0x(¥). We state below some elementary properties of xs:
Dxs 20

2) xs(y) =y fory > 6, x°(y) = 0fory <0
3) xs is nondecreasing

4) |x5(y)| < a where a = sup X" and so x5(y) < alyl, [xs(z) — xs(¥)| < alz —yl.
The existence of a solution to (17)-(24) follows as an application of Schaefer’s fixed point theorem [11],

which we state below:
PROPOSITION 1. Suppose X is a Banach space and E : X — X is continuous and compact. If the set
{ve X|v=AE(v)forsome 0 <\ <1} (27)
is bounded in X, then E has a fixed point.

Step 2. Fixed point reformulation. In order to apply this fixed point theorem, we first reformulate the
problem (17)-(24). Letting I'; be the unique harmonic function on {2 satisfying I'; 5o = i, and introducing

¢ =c—Ty, 1<i<2 (28)
we rewrite (17)-(19),
—Ag) = div (—uxs(c)) + x5(c)) V(= Aw) )
—Agh = div (—u’xs(ch) — x5(c3) V(= Aw) ™' p’)
where (—Ay)~! maps g to the unique solution f of
—Af=ginQ, flgo =W (€20

R{(¢%,¢5,u°) (29)
RY(S, 8, u?) (30)
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Above we view R? as functions of ¢¢ and u°, with ¢ and p° related to ¢} via (28) and p° = x5(c3) — x5(c3).
Thus we write (29)-(30) as

0= (=Ap) 'R0, g3, ud), 1<i<?2 32

4; ( D) z(qlvq27u)7 1> (32)

where —A p is the Laplace operator on 2 associated with homogeneous Dirichlet boundary conditions. As
for the Navier-Stokes subsystem, we first project the equations onto the space of divergence free vector
fields using the Leray projection [5]

P:(L*(Q)3 - H (33)
where H is the closure of
V= {f € (C5° ()’ div f = 0} (34)
in (L2(Q))? and is a Hilbert space endowed with the L? inner product. Then (20), (21) is given by
Au® + B(ud,u’) = —P(p° V&%) (35)
where
A=P(-A):D(A) = (H*(Q)*NV - H (36)
V = closure of Vin (H(Q))® = {f € (H}(Q))? | div f = 0}. (37)

As it is well known, the Stokes operator A is invertible and A~! : H — D(A) is bounded and self-adjoint
on H and compact as a mapping from H into V. The space V' is a Hilbert space endowed with the Dirichlet
inner product

(v = [ Vi Vgav. (38)
For f,g € V, B(f,g9) =P(f - Vg) and B may be viewed as a continuous, bilinear mapping such that

B:(f,g)EVxV»—><h€Vr—>/(f~Vg)-th>GV’ (39)
Q

where V is the dual space of V. We note that we may also view A as an invertible mapping A : V' — V.
It is with this viewpoint that we write (35) as

u’ = AR (g}, 45, u”) (40)
R(q},45,u’) = —(Bw’,u’) + P(p"V(=Aw)'p%)). (41)
Thus, setting
X = H}(Q) x HY(Q) xV (42)
and
E=Ei x Ey x Ey: (f,9,h) € X = ((=Ap) "' R{(f,9,h), (=Ap) "' R3(f,9,h), A" RY(f, 9, h()é)m

we seek to show the existence of a weak solution (G1, G2, %) = (9,35, %°) € X to (29), (30), (35) by
verifying the hypotheses of Proposition 1 for the operator £ and showing that E' has a fixed point in X.

Step 3. Continuity and compactness of F. First we prove that E' indeed maps X into X and does so
continuously and compactly.

LEMMA 1. The operator E = E7 X Fy X F,, : X — X is continuous and compact.

PROOF. We start with compactness. Since (—Ap)~! (and A~!) maps L2 (resp. (L2)3) continuously
into W22 N HY (resp. (W22)3 N V), by Rellich’s theorem, the maps (—Ap)~! : L2 — H and A~L :
(L% )3 — V are compact. Thus for compactness of F, it suffices to show that

(f.9:h) € X = R)(f.g.h) € L3, 1<i<2

t 44
(f.9.h) € X = R(f.g,h) € (L) e
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are bounded. To this end, we compute

IRY(f. 9. W)l g <IIBllLolVxs(f +T)lle

+ Vs (f + D22 [V(=2w) ™ (xs(f +T1) = Xs(g + T2))l|s
+ s (f +D)llzsll(xs(f +T1) = x5(g +T2)) |2
<C([hllv + 11 e+ llgllmr + DAL + 1)

In the last inequality we used the continuous embeddings H! — L° and the fact that | X5/ < a. Entirely
similar estimates give

IR3(fo9, M 5 < IR + 1l + gl + D)(lgll e + 1) (46)

I3

(45)

Lastly we estimate R?,
IR(f.g.0)]| 3 <IB(h 4
+[1(xs(f +T1) = xs(g + T2))V(=Aw) " (xs(f +T1) = xs(g +T2))
<|[AllslIAllv
1O (f +T1) = xa(g + L)l 22|V (=Aw) ™ (s (f +T1) = xa(g +T2))| o
<C( A+ Il + 1F1Z2 + NgllZ2)-

3
L2

(47)
The bounds (45)-(47) show that the operators from (44) are indeed bounded, and thus £ is compact.
Continuity of F follows from the fact that the components of E are sums of compositions of the follow-
ing continuous operations

feH — f+1,€e Hy

f€H — xs(f)eL?

feLl? = vV(-Aw) ' f e (HY)? c (LY)?
(f,9) € L* x L* + fg € L*

fe @ (—Ap)~'divf e H} “5
(f,9) €V xV = B(f,g) eV’
fe»'—PfeH
feVisAlfevw
This completes the proof of the lemma. g

Step 4. Uniform a priori /' bounds. Now it remains to establish uniform a priori bounds (c.f. (27)).
We fix A € [0, 1] and assume that for some (1, ¢2, @) € X we have

(617627a) = AE(QludZaa)' (49)
That is, for all 11,19 € Hol(Q) and ¥, € V we assume we have
[ i viav =x [ Ba.aapav, 1<i< (50)
Q Q
[ i veady =x [ B v.av. (51)
Q Q

We make the choice of test functions ; = ¢; and first estimate the resulting integral on the right hand side
of (50) for ¢ = 1, omitting for now the factor \. Introducing the following primitive of x5

Qs(y) = /0 " xo(s) ds (52)



we have, integrating by parts,

/ R (G, o, )i dV = / - VQs(@) dV — / (- VT1)xs(é1) AV
Q Q Q

- / xs(E)V(=Aw) 15 - Vg dV (53)
Q

ZIF) +I§1) +I§1)

where ¢; = ¢ — I';,1 <i < 2and p = xs5(¢1) — xs(C2). Because @ is divergence-free, it follows after an
integration by parts that

M =o. (54)

Next, estimating 1. él) we have, using the Poincaré inequality twice,

_ . U 1o~ _
18] = \ [ @ Vris(@)av| < Clalulalie < 51Vali + Clalf+c. 69)

Lastly we estimate /. él),

Y _/X5(61)V(AW)_1/3'V51 dVJr/ Xs(e1)V(=Aw) ™5 VI dV
Q

B Q
- /Q VQs(@) - V(=) pdV + /Q \a(@)V(—Aw) 5 VT dV

=— / V(Qs(&1) — Qs(T1)) - V(=Aw) 1 pdV — / VQs(T1) - V(-Aw) tpdV

7 : (56)

+ / xs5(é1)V(=Aw) 15 VI dV
Q

—— [ (@s(e) ~ @sC)pav — [ VQu(r) - V(-Bu) pav
Q Q

+ [ xs(@)V(-aw) 5 VI av.
Q
Analogous computations for ¢ = 2 in (50) yield on the right hand side

/ RY(G1, Ga, @)p AV = 112 4 18P 4 11V (57)
Q

where 1 ;2), 7 =1,2 3 satisfy
1) =0

2 _1iox _
117 <51Vl 3. + Cllalfy +C

1 = [[(@s(e) ~ QuTa)pav + [ Vs V(-bw)pav Y
Q Q

- / Xs(E2)V(=Aw) p- VI dV.
Q

Thus, summing (50) in ¢ we obtain

1
5 2 IVali: + A/Q(Q(s(él) = Qs(22)pdV <CA(L+ [|pllr + [V (=Aw) Al

’ (59)
s + Y Nl 2V (=Aw) " Alle)-

)
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Next, using the bounds
Gille < NlGille + C < CIVGill2 +C, 1<i<2
1Al < ClipllLs (60)
IV (=Aw)  all < CIIV(=Aw) 'pll2 < Cllplls +C

we obtain from (59), using Young’s inequalities
1 ~ > N ~113 112
122 VGl +A [ (Qs(@) - Qs(@))pdV < C + Ml + OMlaly (61)
i
where 6 is a small constant to be chosen later. Next we prove the following bound,

| (@ste) = Qstepav = 1l (62

SIS}

Prior to establishing this lower bound, we prove the following lemma, which shows that Qs ~ %

LEMMA 2. |Qs(y) — Xé(y)\ < %for ally € R.

PROOEF. Fory < 0, we have Q5(y) = xs(y) = 0 so we may assume y > 0. Suppose y > ¢. Then

g Yy 1 52 2
Q(;(y):/ X(;(s)ds—i-/ sds§(52+7(y2—(52):f+x‘57(y) (63)
0 s 2 2 2
and similarly
o v 1 5 2 5 X<2$ (y)
Qs(y) = [ xs()ds+ [ sds> 2 —0%) = =T + X0 (©4)
0 s
Thus the lemma holds for y > 4. Lastly, suppose y € (0, d). Then, using the monotonicity of s,
v ? Xl
Q) = [ xal)ds < xsly) < buaty) < G + 250, (65)
0
On the other hand, we have
& x5y
Qs(y) 20> -5 + i» (66)
This completes the proof of the lemma. g

Now we proceed with the proof of (62). We split 2 = {5 > 0} U {p < 0}. Restricted to {5 > 0}, we
have, using Lemma 2,

N N HE HE 1, o
Qs(er) — Qo(e) > N M) r L b)) o2 67)
and, restricted to {p < 0}, again using the lemma, we have
_ 3 HG HE 1, N
Qo(@r) — Qolen) < X0V Xy r Lia) s+ a2 (68)

It follows that

/ﬁ%@ﬂ—Qx@mmvz1/ﬁ%m@n+m@gmv—#whl
Q Q

5
1

/m&w—cwus (69)
2 Jo

v

1.
> L7l - ©
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where in the second inequality we used the fact that, because x5 > 0, we have |p| < xs5(¢1) + xs5(C2).
Thus we have established (62). Now we return to (61) and select # = 1/8. Then using the bound (62), we
ultimately have

1 . A~ 2y s
12 IVail: + SlIalgs < €+ CAllal, (70)

with C' depending only on data and parameters. Next, we proceed to (51). Choosing 1, = @, we have on
the right hand side, omitting for now the prefactor A,

| Baaw-aav - [ Baaw-aav - [ Pev-sw)p) - adv, an
Q Q Q
On one hand, using the self-adjointness of the projection P and the fact that @ is divergence-free we have
1
/B(a,ﬂ)‘ﬂdV:/(a-Vﬂ)-adV:/&-Vﬂ|2dV:O. (72)
Q Q 2 Ja

On the other hand, again using the self-adjointness of IP, we have

| PGvaw) o aav = [ 59(-aw) - aav. 73)

Thus far, from (51) we have
Jall == [ ¥ (-Aw) 5 aa (74
To control the integral on the right hand side, we return to (50), taking this time the test functions 9; =

—1pg = ¢p = (—Ap)~'5. Then, on the right hand side, we have, summing in 4, integrating by parts, and
omitting for now the prefactor A

/Q[Ris(@l,ffz,ﬂ) —Rg(ﬁl,ﬁbﬁ)}fbodvZ/Qaﬁ'v%dv
-3 [ xs@IVooldv =3 [ xae)Vow - Vouav
< [ pv-dwytpeaav - [ 5¥on-aav
Q Q
1 ~ 2 1 ~ 2
~3 2 [ aterventtav + 5 [ e Vowav
- 1~ - 1 . _
<+ [ 3(-aw) g adv + Sl + o1

3% [ xsteorventav +o IVl
(75)
where @ is a constant to be chosen. Above, we have denoted ¢y = (—Ay)~1p — ¢g i.e. ¢y is the unique
harmonic function on 2 whose values on the boundary are given by W.
On the other hand, we bound the left hand side of (50) in two different ways depending on whether
0 <A< AorA < X <1, where A is determined below (see (80)). We first consider the case 0 < A < A.
Then, we bound the left hand side of (50) as follows,

>

/QV% Vo dV' <C+C, Z IVGil7: (76)
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where Cy > 0 depends only on data and parameters. Collecting the estimates (75), (76), we have from (50),

A N - 1. -

053 [ @IVaPdv <C+r [ p9(-aw) 15 aav

- 0 Q

’ ) (77)

+ §Hﬂ||2v +205l[3s + (Cq+6) Y IVall72.
i

Above, we keep track of the prefactor A only where needed and bound A < 1 if this suffices. Then, adding
(77) to (74), we obtain

1, ~ ~
Slali < C+200ll7s + (Co +0) 3 VGl 72 (78)

(2
Choosing 6 = 1 and multiplying this last inequality by 8( and adding it to (70), we obtain

c+1)
- <R
Z\IV%\IL2+ B0, +1)H aly, < R (79)

for some R depending on data and parameters, but not on A or 9, provided (c.f. (70))
1

A<A= ———. (80)
320(Cy +1)
Now we consider the case A < A < 1. In this case, we estimate the left hand side of (50) as follows,
3 ‘ [V Vooav] <40 3 IVaE + Adlal
i 170 i (81)
<C+0)_|IVall7z + A0llAl3s-
i
Then, combining (75), (81), we have
A N - 1. -
<33 [ @ VonP v <Cn [ gty adv
- [¢) Q
’ X (82)
+ §H71H%/ + 20017l 75 +20 ) [Vall7-.
i
Then adding (82) to (74), we obtain
1. . _ -
Sl < ¢+ 220053 +20>" VG2 (83)
i
Now we multiply (83) by 2(1 + C’) (c.f. (70)) and choose § small enough so that
1
4(1 0)9 < 3 (84)
Adding the resulting inequality to (70), we obtain
1 B B _
< Z IV@li: + lal} < R (85)

for some R depending on data and parameters, but not on \ or 4.

Step 5. Existence of solutions to approximate system. The two estimates (79) and (85) verify the
hypotheses of Proposition 1, and thus it follows that there exists a weak solution (q‘ls, qg, u‘s) € X to (29),
(30), (35) satisfying

> gl + lv’llv < R (86)
7

for some R > 0 independent of §.
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Step 6. Smoothness of approximate solutions. We establish that in fact (q‘f, qg, u®) is smooth and
satisfies uniform H? estimates.

LEMMA 3. If (¢}, ¢5,u’) € X is a weak solution to (29), (30), (35), then (¢2, ¢3,u®) is smooth, that is,
(@}, ¢5,u’) € X = H*(Q) x H¥(Q) x (HF(Q))®  forall k > 0. (87)
Furthermore, there exists Cr > 0 independent of § so that

g3 112 + g3l 2 + [’ | g2 < Cre (88)

PROOF. First we verify (88). From the estimates (45), (46), (47) (taking (f, g,h) = (¢, 3, u%)) and
the uniform bound (86) it follows that

1) 1) 1) é
Sl g + 160l g <C (2 1A g + [l Au HL3>
T 7

o (z IRl ) + nRz(qf,qmuLg)
1

(89)
< (1 Sl 11
i
<Cr
where CF, is independent of 6. Then, due to the embedding W23 < W3, it follows that
D lla lwrs + 1w’ lws < Cr (90)

(2
for Cr independent of §. Now we estimate Rf , Rg in L2,
1R (a9, 93, u") | 2 <C([e’ |81Vl s + IV s IV (=Aw) ™0 Nl + 1€ s llpls)s 1< <2

IR0 (a1, 03, w”)ll 2 <Ol ol Vulls + 110131V (=Aw) 2 6)
2]
and since all the terms on the right hand sides are bounded independently of ¢ due to (90), we find that Aqf ,
Au® are bounded in L? independently of 6, and (88) follows.
Higher regularity follows by induction. Indeed, suppose

(¢, ¢5,u’) € X* for some integer k > 3. (92)

We show that (g2, ¢3,u%) € X*+1 follows. By elliptic regularity, it suffices to show that R? (¢2, ¢3, u%) and
R(q3, 45, u®) are in H*~1, and so we compute

1R (47, 3, w”) || gpx—1 <C ([0 - V|| ggomr + V€] - V(=Aw) " 0Ol ggi—s + (1] 6 |l 51)
1 o § -1 6
<SC(ll| g1 IV e i + V€] | i [V (= Aw) 7% s
el sl rr) (93)
>~ Hk-1 3 || HF i || HF Hk—2 i || Hk—1 Hk-1
<C(|u | grr=a 1 | gzx + Nl larm (L4 116 g2 + 16 gzs—s 0% |l i)
<oo by (92)

where in the second inequality, we used the fact that H*® is an algebra for s > %; that is,

1f9llms < Clf[|ers lgllers-
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Similarly, we estimate
1R%(a}, a3, w)l| o1 <C(Jw” - Vil || ggiar + [|p°V (= Aw) ™ 00| 1)
é 1) o )
SOl =l [z + 1o | e (L A+ [ 0% | ri-2) ©4)
<oo by (92)

where in the first inequality, we used the fact that P is continuous as a mapping P : H*~1 — H*~1[30].
The proof of the smoothness of (q‘f, qg, u5) is thus complete once we verify the base case of £k = 3. It
suffices to show that R?(q3, g3, u°) and RS (2, ¢3,u®) are in H':

IR (a1, a3, w”)l| s <C(lu” - Vel | gn + Ildiv (xs () V(=2w) ™ ")l 111)
<C(lu’ - Ve g2 + IV (1 - Ved) g2 + Ixa () V(= 2w) ™ 0| 12)
<Ol IVl 2 + IV [Vl o + 1’ | 2 [V VR 2
+ s ()=l V (= 2w) 0| 12)
<oo, 1<i<2 by|(83)
IR(47, a3, 1) [ <Ol - V| g+ 16°V (=Aw) " 0 111)
<O - V|2 + |V - T | 2
1PV (= Aw) e + V(0P (—Aw) 0 2)
<Ol |z [’ lv + IV [ 74 + [’ | o [V V6| 2
1ALV (=Aw) " o0 s + IV 2V (—Aw) ™0l o
+ 1AL VY (=Aw) ' 0l 24)
<oo by (88)

95

where again, we used the fact that P : H' — H! is continuous. Thus the proof of the lemma is complete.
O

Now we finish off the proof of Theorem 1
Step 7. Nonnegativity of concetrations and passing to the limit.. First, we establish the nonnegativity
of Cf. We recall that cf satisfies

= A = —(u’ - V)xs(e)) + z(Ve] - V)s(e)) —xs(e))p”, 1<i <2 (96)
where 27 = 1 = —z9. Suppose cf attains a negative value in (2, and suppose that at o € {2 we have
C?(.T()) = infq cf < 0. Then consider the largest ball B centered at x so that cf‘ g < 0. Since cf o = Vi >

)

0, we necessarily have B C € and for some y € 9B we have c?(y) = 0. Furthermore, cf satisfies

i
= Acj = —(u - VE)X3(e]) + 2(Vey - VO )s(cs). 07)
in B. However, since C?I p attains its global minimum in B, the strong maximum principle implies that
cf‘ 5 = info ¢ < 0; however this contradicts the fact that ¢ (y) = 0 for y € 9B. Therefore ¢! > 0.
Now, due to (88), there is a sequence §; — 0 as j — oo and (cy, ¢, u) € X? so that (cij,cgj,u‘sﬂ') —
(c1, co,u) strongly in X!, pointwise almost everywhere, and weakly in X2 as j — oo. And, we take

® = (—Aw) 'p. (98)

Since ¢; is the pointwise almost everywhere limit of nonnegative functions, we have ¢; > 0 almost every-
where, and after redefining c; on a set of measure zero, we assume henceforth that ¢; > 0 everywhere.
Now we verify that (c1, c2, u) together with (98) is a weak solution of (9)-(16). Since the trace operator

is continuous from H!(€2) into H2(92) and (c1, ca, u) is the strong X! limit of (c(i” , cg’ ,u%), we have that
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the boundary conditions (14)-(16) are satisfied in the sense of traces. Next, we verify that (c1, ¢, u) satisfies
(9)-(13) in the weak sense: for any (11, 2,1,) € X, we have

/ Ve, -V dV = — / (—UCZ' + Cl'V(—Aw)_lp) -V dV, 1<i<2
Q Q

99)
[ vu Vindv = [ (B,u) + POV(-Bu) ) - vuav
Q Q
Prior to establishing these equalities, we show that
x5, () = cill s =0 asj— o0, 1<i<2. (100)

Indeed, we have

[ by e av <c ( [ bty = eorav + [ rxéj<ci>—ci\6dV>. (101)

The first integral on the right hand side converges to 0 because

5, () = x6, (ei)lzs < alle)’ = eillzs < Clle? = cilln — 0. (102)
The second integral also converges to 0 due to the dominated convergence theorem and the fact that for each
x € Q, we have x;;(ci(z)) = c;() for all j sufficiently large since x;s(y) = y forall § < yif y > 0 and for
all 0 if y = 0. Thus, we can now compute

/VCZ"VlbidV—/VC?-VdJZ’dV SHwZHHlucl_C?HHl —)O, 1§i§2
Q Q

. 5 5
/Q wci - Vi dV — /Q wixg, (¢7) - Ve dV | <llball s (ll s lles — s, (€)1 s

5 , :
+lxs, (€ )zsllu = ulpe) =0, 1<i<2

/CN(—AW)1p-v¢idv—/xaj(cff)V(—AW)1p5f Vi dV
Q Q

- 5
<Iill i IV (=Aw) ™ pll s lles — x5, (7)o
_ . 5; ,
+IV(=2p) " (o= p*)llslixs, (¢)ls) = 0, 1<i<2

/ Va: Vo, dV — / Vi Vi, dv' < Jobullvllu — w [y = 0
Q Q

< Wull o (llw = w® |l s lfullv + [[w® || s llu = w® lv) = 0

/QB(u,u)-wudV—/B(u5j,u6j)'¢u

Q

/ PV (—Aw) - b dV — / PV (—Aw) % -
Q Q

<I¢llze(llp = P2 IV (=Aw) " plls + 1% 11221V (=2p) ™ (p = p%)ll3) — 0.

The above computations, together with the fact that (c‘f, cg, u‘s) satisfy (17)-(21), imply (99).

Finally, the smoothness of (c1, ¢, u) follows from the same bootstrapping scheme as in the proof of
Lemma 3. The proof of Theorem 1 is now complete. U
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The equilibria of the Nernst-Planck-Navier-Stokes system are unique minimizers of a total energy that is
nonincreasing in time on solutions [6] and they arise when certain equilibrium boundary conditions (5), (7)
are supplied. The potential then obeys Poisson-Boltzmann equations (4) which provide the unique steady
state solution (c7, ¢3) of the Nernst-Planck equations (1) with zero fluid velocity u* = 0. However, in
many cases of physical interest, the boundary conditions are not suitable for equilibrium, and an electrical
potential gradient generates (experimentally [25] or numerically [10, 21]) nontrivial fluid flow which is
responsible for the instability. Thus, it is relevant to derive rigorous conditions under which the steady state
whose existence is guaranteed by Theorem 1 has nonzero fluid velocity «* % 0. We derive below one such
condition.

THEOREM 2. Suppose (c;, ¢, u*) is a solution to (9)-(13) with boundary conditions (14)-(16). Suppose
in addition that the boundary conditions satisfy

/ (’yl - ’yg)(niaj - njai)W ds 75 0 or W(nz@j - njai)(’}/l - ’YQ) ds 75 0. (103)
[%9] N

for some i,j € {x,y,z},1 # j, where n; are the components of the unit normal vector along 9). Then
u* Z 0.

REMARK 3. We note that if i,j € {z,y, 2} with i # j, then n;0; — n;0; is a vector field tangent to
0SY, so that the integrals in (103) are well defined. Indeed, the characteristic directions of n;0; — n;0; are

niej — nje; (with ey, the canonical basis of]Rd) and n - (nje; — nje;) = 0 shows that these are tangent to
O0N). Thus, the condition (103) can be checked with just knowledge of the values of c; and ® on 0f).

PROOF. If (¢}, ¢35, u* = 0) is a solution to (9)-(13), then p*V® must be a gradient force i.e.
p*V®* =VF (104)
for some smooth F'. Thus a sufficient condition for v* # 0 is
V x (p*VE*) £ 0. (105)

In turn, a sufficient condition for (105) is
/ Vp* x V®*dV # 0. (106)
Q

Integrating the above integral by parts, moving the derivative off p*, we obtain the following equivalent
condition

/ p*(n;0; —n;0;))®dS #0 forsomei,j € {z,y,z2},1#j. (107)
o0
And by the remark following the statement of Theorem 2, this is equivalent to the condition

/ (71 —72)(ni0; — n;0;)W dS #0 forsomei,j € {z,y,z},i # j. (108)
o0N

Similarly, by moving the derivative off ®* in (106), we obtain the equivalent condition

W (n;0; —nj0;)(y1 —v2)dS # 0 forsomei,j € {x,y, 2}, # j. (109)
o0

This completes the proof. (|
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3. Maximum principle and long time behavior of solutions

In this section we investigate the long time behavior of the system

Orc1 +u - Vey =Dqdiv(Vey + V) (110)
Orca + u - Veg =Daodiv (Veg — oV O) (111)
—eAD=p=c — (112)

ou —vAu+Vp=—-KpVd (113)
divu = 0. (114)

The global existence and uniqueness of smooth solutions of this system with Dirichlet boundary condi-
tions is proved in [9]. Here we prove a maximum/minimum principle for the ionic concentrations c;, which
in particular gives us time independent L*° bounds (see also [7]). In addition, we show that the Dirich-
let boundary data of ¢; are attracting in the sense that max{supg, ¢1, supq c2} and min{supg, ¢, supg a2}
converge monotonically to the extremal values of the boundary values in the limit of { — oo.

The restriction to the Stokes subsystem is due to lack of information on global regularity for Navier-
Stokes solutions in 3D, thus limiting the analysis of long time behavior. The results below do extend to
2D NPNS and apply to 3D NPNS under the assumption of regularity of velocity. The modifications to the
proofs required in these cases are straightforward but will not be pursued here.

We consider a general smooth, bounded, connected domain €2 C R? with boundary conditions

Ci|aQ:%>0, 1<:<2
Qoo =W (115)
ujpn =0

where v; and W are smooth and not necessarily constant.

THEOREM 3. Suppose (c1 > 0,co > 0,u) is the unique, global smooth solution to (110)-(114) on Q
with smooth initial conditions (c1(0) > 0,c2(0) > 0,u(0)) (with divu(0) = 0) and boundary conditions
(115). Then,

(I) Fori=1,2andallt >0
min{igf c1(0), igf c2(0),7v} < ¢i(t, x) < max{supc1(0),sup c2(0),7} (116)
- Q Q

where v = min; infyq y; and ¥ = max; supyq ;. In particular
M (t) = maxsupc;(t,z), M(t) = min igf ci(t,x) (117)
i 9 i
are nonincreasing and nondecreasing on (0, 00), respectively.

(II) Forall § > 0, there exists T depending on 6, ) and initial and boundary conditions such that for all
t > T we have

=8 < M(t) < M(t) <7 +6.
The theorem is a consequence of the following proposition.

PROPOSITION 2. Suppose v; : [0,00) x Q — R, i = 1,2 is a nonnegative, smooth solution to
o1 = d1Avy + by - Vo — pl(vl — 1)2)

118
Opvy = daAvy + by - Vg + pa(v1 — v2) (1)

with time independent, smooth Dirichlet boundary conditions
Vipn =9 >0, 1<i<2 (119)

where d; > 0 are constants, b; = b;(t, x) are smooth vector fields, and p; = p;(t,x) > 0. Then
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(I’) Forbothiandallt > 0
min{igf v1(0), igf v2(0), g} < vi(t,x) < max{supv;(0),supv2(0),q} (120)
B Q Q

where g = min; infsq g; and g = max; supyq, g;. In particular

V(t) = maxsupw;(t,z), V(t)=min i?zf vi(t, ) (121)
i Q i

are nonincreasing and nondecreasing on (0, 00), respectively.

(II’) Suppose, in addition to the preceding hypotheses, that b; is uniformly bounded in time. Then for all
0 > 0, there exists 0 < T = T*(0, d;, sup, ||bi(t)|| Lo, gi, vi(t = 0), Q) such that for all t > T* we
have

g—0<V(t)<V(t)<g+a.

PROOF. We prove just the lower bound in (I’) as the upper bound can be established analogously. If
either info v1 (¢ = 0) = 0 or infg v2(t = 0) = 0 then the lower bound holds trivially as we are assuming
that v; > 0. So we assume v1 (¢t = 0), v2(t = 0) > 0.

We define

V(t) = min V(s).
V(t) = min V(s)

We show that V and V are both locally Lipschitz (i.e. Lipschitz continuous on every interval [0, 7']). Indeed,
assigning to each t > 0 a point z;(¢t) € € such that v;(¢,z;(t)) = V,(t) = infqv;(t,x), we have for
s<t<T

vi(t, xi(t)) — vi(s, zi(t))

Vi) = Vi(s) _ vilt,zi(s)) — vils, zi(s))

< < (122)
t—s t—s t—s
and so v v
(1) - V.
t—s [0,T]xQ

implying that V,(¢) is locally Lipschitz. Next, assigning to each ¢ > 0 an i(t) € {1, 2} such that V) (t) =

V(t) wehave fors <t <T
Viey() = Vi (s) _ V(1) = V(s) _ Vi (t) = Vi) (5)

t—s - t—s - t—s

(124)

and thus

V(t) = V(s)

<max LT =L7T. (125)
t—s i t

Thus V/; is locally Lipschitz. Lastly consider V. Fixing s < ¢ < T', we assume without loss of generality
that V() # V.(s). In particular since V. is nonincreasing, this implies V () < V(s). Then consider
t*=1inf{t' € [s,t]| V(t') = V() }. (126)
Since V (s) > V/(s) > V/(t), we necessarily have t* > s. Thus,
V() - Y(s)| _ Ys) - V(1) _ V(s) = V(") _ V(s) = V(t")
t—s -

t—s - t—s t* — s
and local Lipschitz continuity of V. follows.
Due to the Lipschitz continuity, we have in particular that V,, V', V are differentiable almost everywhere
and the set A = {t € (0,7)| V| (t), V5(t), V'(t), V'(t) exist} has full measure, |A7| = T. To complete
the proof of the lower bound in (I’), we prove the following lemma.

<L’ (127)

LEMMA 4. Forallt € A1 we have
(i) For each i and for all x € ) such that v;(t,x) = V,(t), we have V'(t) = Oyv;(t, x)
(ii) V'(t) = V.(t) for all i such that V (t) = V,(t)
(iii) if V'(t) <0, then V.(t) = V.(t) and V'(t) = V' (¢).
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PROOF. We fix t € Ap. To see (i), we fix i and = € € such that v;(¢t,z) = V,(¢) and compute for
0<s<t<T

Vi(t) = Vils) _ wilt,x) = vils, )

> (128)
t—s t—s
and taking the limit s — ¢~ we see that V/;(t) > 0yv;(t, ). Similarly for 0 < t < s < T we have

s—t - s—1

and we obtain V' (t) < dyv;(t, z) upon taking the limit s — ¢*. An analogous argument gives us (ii).

Now we show (iii). Assume V'(t) < 0, then for all s < ¢ we have V(s) > V() for otherwise, since
V is nonincreasing we have K(ST: V(t) for some s < t. But then, again since V is nonincreasing we
have V(r) = V/(¢) for all r € [s,]. However, it then follows that the left sided derivative of V' at t is zero,
which contradicts our assumption V'(¢) < 0. By the same argument we see that for all s > ¢ we have
Vi(s) < V(1) B
It now follows that V (¢) = V (t). Indeed, otherwise, there exists s < ¢ such that V(s) = V/(¢). But by
the argument in the previous paragraph, we have V(s) > V(s) > V(t), which gives us a contradiction.

Now to prove that V'(t) = V'(t), we compute for s < t, using V (t) = V()

V() - V(s) _ V(D) -~ V(s)

130
t—s - t—s (130)
which gives us V'(t) > V'(t) upon taking the limit s — ¢~. Similarly, considering s > ¢ we obtain the
opposite inequality, thus completing the proof of (iii). U

Now we complete the proof of the lower bound in (I'). Suppose for the sake of contradiction that
there exists 7" > 0 such that V(7) < min{infg v1(0),infq v2(0), g}. Then since V is locally Lipschitz
and hence satisfies the fundamental theorem of calculus, there exists ¢ € AT such that V'(t) < 0 and
V(t) < min{infg v1(0),info v2(0), g}. Then it follows from Lemma 4 that for some ¢ and some z € (0,
we have v;(t, ) = V(t) and Oyv;(t, z) < 0. Also, since V () < g we have that z € (2. We assume without
loss of generality that i = 1. Then evaluating (110) at (¢, ) and using the fact that va(t, z) > V (t) we find
that

0 > 01 =d1Avy + by - Vo — pl(vl — ’Uz)
> —p1 (V) = V(1)) (131)
=0
which gives us a contradiction. Therefore V(¢) > V(t) > min{infq v1(0),infq v2(0), g} for all £. The
monotonicity of V follows from the same argument by replacing the initial time 0 by some arbitrary time
s > 0. Then we obtain for all ¢ > s

V(1) > V(t) > min{inf v (s). inf va(s)} = V(s). (132)

Above we removed the ~y from the minimum, as this is redundant for s > 0.

Now we prove the lower bound statement of (II’). The upper bound statement is proved similarly.

We assume without loss of generality that 0 ¢ €2 so that there exists a, @ > 0 such that o < |z| < @ for
all z € Q. Then we define

w; =v; —elz]), 1<i<2 (133)
where A > 0 is chosen large enough so that for each ¢ we have
d.
—(A+1)> sup |bi(t, )2l (134)
2 >0, €0

and € > 0 is chosen small enough that
et < 6. (135)
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The functions w; satisfy the equations
8twi = dZAU)Z + bz . sz- + Gdl)\()\ + 1)|LU‘)\72 + 6)\|33|)\72bi L — z,-pi(wl - wg), 1 < ) < 2 (136)

where z1 = 1 = —z9.
By the same proof as in Lemma 4 and the discussion leading up to it, we know that the functions

W,(t) = igfw,-(t,:v), 1<i<2, W(t)=minW,(t) (137)

are locally Lipschitz and thus differentiable almost everywhere. In addition, for each ¢t > 0 where W (t),
W' (t), Wh(t) all exist, we have that for each i and = € Q such that w;(z,t) = W (t), the time derivatives
coincide, Qyw; (z,t) = W'(t).

Now, if initially, at time ¢ = 0, we have g — e supyq |x]’\ < W(0), then since W < V we have, using
(135),

g—6<g—ea* <V(0). (138)

Then, since V is monotone nondecreasing, the lower bound in (II") follows.
Now suppose W (0) < g — esupyq, |z|*. Then in particular, we have

.. o in s o A
w(0) <mi1n1§19fwZ milnlanﬂf(gZ elz|?). (139)

Thus by continuity, we have that
W(t) < mininf(g; - elzt) (140)
(2

holds on some interval [0,7*) where 7™ € (0, o] can be chosen to be maximal so that if 7 is finite, we
have W (T*) = min, infpqa(g; — €|z|*).
We claim that indeed T < oo. The lower bound of (II’) follows from this claim since

W(T*) = mininf(g; — €|z|*) = mininf (v;(T*) — e|z|*) > g — esup |[z|* > g — &
) o0 (2 Q - N - (141)
=V(T*)>g—46

and the lower bound continues to hold for all ¢ > T due to the monotonicity of V.

It remains to prove the claim that 7* < oo. Indeed, let us fix a time ¢ such that (140) holds. Then at
time ¢, the value W (t) is attained by w;, for some 4, at some interior point z € ). This point is a global
minimum of w; at time ¢. We assume without loss of generality that ¢« = 1. Thus evaluating (136) at (¢, x)
and using (134) and the fact that ws (¢, z) > w1 (¢, z) we have

Owy =d1Awy + by - Vwy + edi A(X + 1)\3:\)‘_2 + e/\|x])‘_2b1 cx — p1(wg —ws)
>edi A(A+ 1) ]z} — eA|z[*sup by (¢, y) - Y]
yeN

1 (142)
>gedi (A + 1)|z*2

1
2§ed1/\(/\ + 12,

Ift € Ape = {t € (0,T%)|[W'(t), W} (t), W)(t) exist}, then by the same argument as in Lemma 4, we have
W' (t) = dywi (¢, z) and thus
1
wW'(t) > SediA(A+ a2 (143)

In general, the relation

W/(t) > min %edim +1)a*2 = 4. (144)
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holds for every time ¢t € Ap«. Since W, W ;, W, are each locally Lipschitz (and hence differentiable almost
everwhere and satisfy the fundamental theorem of calculus), if (140) holds on [0, c0) (i.e. if T* = 0), then
we obtain

00 > litiginfﬂ(t) W(0) + hminf/ W'(s)ds > W(0) + litrginf(té) = 00 (145)
which gives us a contradiction. Thus 7™ < oo, and in fact since, by (I’),
T*
max{sup v (0), sup v2(0),g} — e’ > v(T") — e’ > W(T*) =W (0) + W'(s)ds
Q Q 0 (146)
>W(0) + 175,

we have that 7% is bounded above by a constant depending ultimately on d, d;, sup; |b;(t)|| e, the intitial
and boundary conditions, and the domain,

T < ;(max{sup v1(0),supv2(0), g} — W(0) — ea). (147)
Q Q

This completes the proof of the lower bound of (II") and thus of the proposition. O

REMARK 4. We note that the preceding proof, which relies on a maximum principle argument, does not
depend on the spatial dimension d. Thus, Proposition 2 holds for smooth, bounded, connected domains in
any spatial dimension.

We now prove Theorem 3 using Proposition 2.
PROOF. We take v; = ¢;, d; = D;, g; = Vi, pi = Ci/E, and
bi=—u+D;zV®, 1<¢<2 (148)

in the proposition, and thus (I) follows. In order to show (II), it suffices to verify that b; is uniformly bounded
in time for each 7. By (I) and (112), we have that sup, ||[V®(¢)|| L~ < oco. Thus it only remains to establish
a uniform bound on ||u||ze. To this end, we prove below that || Au|| ;2 is uniformly bounded in time, from
which the desired result follows due to the embedding H? < L.

Step 1. Uniform L{° H! bound on u. Applying the Leray projection to (113), we obtain

O+ vAu = —KP(pVP). (149)
Multiplying (149) by Awu and integrating by parts, we obtain, using (I),
1d
Sl + 2 Auly < CP(VB)|E < C, (150)
Then using the Stokes regularity estimate
lully < Cl|Aullg (151)
we have
d, o 2
£Huiv < =Cluly +C (152)
from which it follows that
sup Ju®)][v < oo. (153)
Step 2. Local uniform L? H} bounds on c;. Multiplying (110) by c; and integrating by parts we obtain
1d 7
Zlerll2. — Dl/ c1Aer dV:Dl/ Ve -vd — 22 gy (154)
2dt Q Q €

and writing Ac; = A(c; — I'1) where I'y is the unique harmonic function on 2 satisfying I'1 9o = 71, we
obtain after integrations by parts, Young’s inequalities and the uniform bounds on ¢;,
1d

5 sl + X Vel < c. (155)
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Then, integrating in time and again using the uniform bound on c;, we obtain for all ¢ > 0 and 7 > 0,

t+71
/ IVer(s)[2 ds < C(1+ 7) (156)
t

where C' is independent of ¢ and 7. Similar estimates for ¢ = 2 give us
t+7 _
/ IVes(s)|2ads < C(1+7), 1<i<? (157)
t

with C independent of ¢ and 7.
Step 3. Uniform L°H! bounds on c; Multiplying (110) by —Ac;, integrating by parts, and using
uniform bounds on ¢;, we obtain

d
ZIVellZz +l1Aezz < C+ CVer 7. (158)

Now fix any ¢ > 1. By (157), there exists to € (|t] — 1, [¢]) such that | Vey(t)]|2, < 2C (here [¢] denotes
the largest integer not exceeding ¢). Then from (158) and (157), we have

t
IVer ()72 <IVer(to)l72 + Ct —to) + C [ [[Ver(s)]72 ds

to (159)
<2C +2C 4+ 3CC
where the final term does not depend on ¢. After similar estimates for Vca, we obtain
sup [|[Ve;(t)[|p2 < oo, 1<i<2 (160)
¢

Step 4. Local uniform L? H?2 bounds on c; Integrating (158) and using (160), we obtain

t+71
/ | Aci ()] ds < C(1+7) (161)
t

for C' independent of ¢ and 7. The same method yields the corresponding estimate for ¢ = 2, and thus we
have for C' independent of ¢ and 7

t+1
/ |Aci(s)|32ds < C(1+7), 1<i<2. (162)
t

Step 5. Local uniform L?L?2 bounds on J;c;. Multiplying (110) by d;c; and integrating by parts, we
obtain, using the uniform bounds on u, ¢; and V¢;,

Dy d 1
- Vel + Slldellis < ClullAIVerlzs + Vel 72V IZe + llepllz2)

2 dt (163)
< C(1 4+ |Aa )
and integrating in time and using (160), (162), we obtain
t+7
/ 18sc1(s)|%2 ds < C(1+ 7). (164)
t
Similar estimates for i = 2 give us

t+7 _

/ [0sci(s)||32ds < C(1+7), 1<i<2 (165)
t

for C independent ¢ and 7.
Step 6. Local uniform L? 2 bounds on d;u. Multiplying (149) by 0;u and integrating by parts, we
have

1
5 g lelv + SlowlE < llpVeli. <C (166)
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and thus integrating in time, it follows from (153) that
t+7
[ Il s < ') (167)
¢

where C’ is independent of ¢ and 7.

Step 7. Uniform L{°L2 bounds on J;c; and 0;u. Differentiating (110) in time, multiplying by d;c;
and integrating by parts, we obtain

1d

5 ier]3 + Dy Va3 = —/(u-V@tcl)atcl dV—/(@tu-Vcl)atcl av
Q Q

(168)

- D1 / 8tC1VCI) . Vatcl dV — D1 / clva,@ . V@tcl dV.
Q Q

The first integral on the right hand side vanishes because divu = 0. We integrate the second integral by
parts once more, and using Young’s inequalities and uniform bounds on ¢; we obtain

1d

5 dt||3t01||L2 D ||V31t01”L2 < C(||0ullz + 18se1 72 + [10kca172)- (169)
Similarly for : = 2 we obtain

1d

5 dtllamlle + 2 IIV3t62II%2 < C(|0cullFy + |10ect |72 + [[9ecallF2)- (170)

Next differentiating (149) by time, multiplying by Jyu and integrating by parts, we obtain

1d
— 10ul3 + 5 H3tU\|v < C10pl72 V@I Zoe + I L VO@(172) < C(l1Orerl72 + 0rcall7). (ATD)

Ni\il/tadding (169)-(171), we obtain
i(\lﬁc 72 + l9ecallf2 + 10ullFr) < CI10kcrll7e + 9kcallf2 + l|Opull?). (172)
g \otelize tC2|| 12 tUl| ) < tC1|| 72 tC2|| 72 tU||
Finally, using the same method as in Step 3, we use (165), (167) and (172) to obtain
sup([[grer (llz2 + [Grea(®)llz2 + [Oru(t) [ 1) < oo. (173)
Step 8. Uniform L{° H? bounds on u. From (149), we have
[Aullr < C(|10sull + [PV Pl L2) (174)
and it follows from the preceding estimates that
sup [Au(®)|| g < oo. (175)

With this bound, the proof of the uniform boundededness of b; = —u + D;z;V® is complete, and thus (1)
of the theorem follows from (II") of Proposition 2. ]

REMARK 5. In the proof of Theorem 3 only the following properties of the velocity u are used. For
part (I), we only make use of the fact that © — u(t,x) is a smooth vector field for each t, without need of
quantitative information, and for part (1), we additionally make use of the fact that ||u(t)
bounded in time. These conditions must be satisfied in order to apply Proposition 2. Then, it follows from
Remark 4 that Theorem 3 holds also for the two dimensional NPNS system. Indeed, in two dimensions,
the nonlinear term u - Vu does not change the properties that u remains smooth and ||u(t)||p~ remains
uniformly bounded for all time. The proof of these statements follow from similar steps as in Steps 1-8 in
the preceding proof of Theorem 3, taking into account the nonlinear term u - Vu and using Gagliardo-
Nirenberg interpolation inequalities that hold specifically in two dimensions. Further details are omitted.
The preceding comments also apply to the three dimensional NPNS system, but due to the lack of control of
u, the smoothness of the vector field and the boundedness of its maximum modulus must be assumed, as they
are not known to hold a priori .
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4. Global Stability of Weak Steady Currents

In this section we consider the long time behavior of solutions to the time dependent Nernst-Planck-
Stokes (NPS) system 110)-(114). In this section we take the domain to be the three dimensional periodic
strip Q = (0, L) x T x T where T has period 1, and boundary conditions

ci(taovyuz) = Oy, C’i(t7L)y7 Z) = ﬁia 1 S 1 S 2 (176)
®(t,0,y,2) = -V, @(t,L,y,2) =0 (177)
u(t,0,y,2) = u(t,L,y,z) =0. (178)

Here, we take «;, 5;, V' > 0 to be constants.

In the first subsection of this section, we analyze one dimensional solutions to NPS with boundary
conditions (176)-(178) and establish uniform bounds. In the second subsection, we show that weak current
one dimensional solutions are globally stable. This latter result yields as a corollary the uniqueness of steady
state solutions in the setting of small perturbations from equilibrium.

4.1. One Dimensional Steady States. We consider the one dimensional steady state Nernst-Planck
system for z € (0, L)

0 = 0, (0] + €10, D") (179)
0 = 0, (05 — 50, D") (180)
—€0y, " =p* =c] — ¢ (181)
with boundary conditions corresponding to (176), (177)
¢;i(0)=a; >0, ¢(L)=p>0, 1<i<2 (182)
*(0)=-V <0, P*(L)=0. (183)

* =

As we will see in Section 4.2, one dimensional Nernst-Planck steady states, with zero fluid flow u
are also steady state solutions to the full three dimensional NPNS system in our current setting of a three
dimensional periodic strip with boundary conditions (176)-(178). This is the motivation for the study of
these one dimensional solutions.

While the computations of the previous section could be significantly simplified for this one dimen-
sional, no fluid setting, nonetheless the existence of a smooth solution to (179)-(183), with ¢; > 0, follows
from a streamlined version of the proof of Theorem 1 (see also [18]).

In this subsection, we establish uniform bounds on c; and ®* that depend exclusively on boundary data.
To this end, we recall the electrochemical potentials

B

w; =loge; + 2@, 1<i<2 (184)

and the related variables (a.k.a. Slotboom variables in the semiconductor literature)
n; =expyi =cjei®, 1<i<2 (185)
where z; = 1 = —zy. We refer the reader to [19] for a more complete study on the one dimensional steady

state Nernst-Planck system.

PROPOSITION 3. Suppose (c7, c5, ®*) is a smooth solution to (179)-(183). Then, the solution satisfies
the following uniform bounds:

(I) min{aze ", B} = N < nf < Ay = max{oze =Y, B;}
(1) min{—V,log()\l/Az)%} =< P <Y= maX{O,log(Al/)\g)%}
(1) min{ay, ag, B, fo} =7 < ¢f <7 = max{ay, g, f1, B2} for 1 <i < 2.
PROOF. Writing (179), (180) in terms of 7; we have

0=0,(e ¥ 0umf) = e 5% (= 20,90} + Opart}), 1<i <2 (186)
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And thus (I) follows from the weak maximum principle and the fact that
7 (0) = aje™ Y, (L) =6 1<i<2 (187)
To show (II), we rewrite (181) as
— €0y ®* = e —nie?. (188)
So if ®* attains its global maximum at an interior point 2o € (0, L), then
0 < —€dpa®* (0) = 1] (w0)e™® "0 — 13 (wg)e® (*0)
(189)

N

8" (zp) < log (Z;Eg) " < log(Ar /o)

and the upper bound in (II) follows. Similarly, if ®* attains its global minimum at an interior point zy €
(0, L), then

* 3 190
= — &*(20) < log (W> " <log(As/A)E o
ni (o)
and the lower bound in (II) follows.

Lastly, prior to proving (III), we note that by combining (I) and (II) and using the definition of 77, it is
possible to obtain upper and lower bounds on ¢ that depend on boundary data for ¢; and ®*. Here, instead
we establish the bounds in (IIT), which in particular does not depend on boundary data for ®*. We prove
only the upper bound as the lower bound can be shown analogously. To do so, we introduce the rescaling

X = x/(—:% so that we can rewrite (179), (180) as

—0xxc] =0xci0xP* — cj(c] — ¢3) (191)
—8XXc§ = — 6Xc§6X<I>* + CS(CT — C;) (192)

. . _ S . 1
Suppose that max{cj, cs} attains a global maximal value, ¢ > 7, at an interior point Xo € (0,L/e2).
Assume without loss of generality that this maximum is attained by cj. Then we have

0 < —0xxci(Xo) =0xci(X0)OxP*(w0) — c1(Xo)(c1(Xo) — c5(Xo))

193
=~ cle — ¢3(X0)). (15

Then since by assumption we have ¢ > ¢5(Xo), we necessarily have that ¢ = ¢5(Xy), for otherwise, the
right hand side of (193) becomes strictly negative. Furthermore, the inequality in (193) is an equality, and
we conclude that Ox x ¢} (Xo) = 0. And since we have shown that ¢} also attains its global maximum at X,
by evaluating (192) at X we conclude that Oxc5(Xo) = dxxc3(Xo) = 0.

It follows by induction that for ¢ = 1,2 we have

% ci(Xg) =0 forallk>1. (194)

Indeed, assume, for the sake of induction, that this is true for all 1 < k&’ < k where & > 2. Then differenti-
ating (191),

k—1
E_1 : i : L
— okt =" < ; ) (ag(“c;ai To* — ;o (e - c;)) (195)
j=0
and evaluating (195) at X/ and using the induction hypothesis together with the fact that ¢j(Xo) = ¢5(Xo),
we conclude 9% ¢} (Xp) = 0 as desired. Similarly by differentiating (192) we obtain 9% c5(Xo) = 0.
Now if c], c5 are real analytic, then (194) implies that in fact ¢] = ¢5 = ¢, but we assumed that ¢ > 7,
so this contradiction implies the upper bound max{cj, 5} <7.
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So to complete the proof of (II) it suffices to establish the real analyticity of ¢}, ¢5. To this end, we
prove that there exists C' > 0 such that for all integers k£ > 0

1
A7 = sup |0x ®*| < EC
* (196)
AR = sup |0% ¢} | + sup |0%c5| < (k: + 1)ICH2,
X

We choose C' so that (196) holds for A*, k = —1,0, 1. Now we prove the implication
(196) holds for all k" less than or equal to k > 1 = (196) holds for k + 1. (197)

To show this, we see from (195) that

-1
’8§(+lcﬂ < Z (/C — 1) (Aj+1Ak—j—2 + AjAk—l—j)

k1
1162]| _1_j) (G +2) k-5~ DICK3 4 (4 1)1k — J)ICH5)

Ck+3 k—1 (198)

=S = DI G+ DG+ 1) + G+ 1)k - )
7=0

Ck+3
<Tg (k= D)W((k + 1)k + k?)
gé(k +2)ICk

and summing in ¢ we obtain
AR < (k + 2)I0F 3 (199)

as desired. Thus ¢ is real analytic and the proof of the upper bound in (III) and of the proposition is
complete. (Il

REMARK 6. Proposition 3 (1), (1) directly extend to higher dimensional settings, for arbitrary bounded,
connected domains with sufficiently smooth boundary, when no fluid is involved (see also [18] for further
generalizations). (I11) also extends to higher dimensions, where now, v = min; infpq ¢;, 7 = max; supyq ¢;.
The proof requires appealing to the nonstationary Nernst-Planck system. Indeed, we note that by Theorem
3, forall 6 > 0, the set Bs = {f € L™ |y — 3 < f <7+ 0} is an absorbing ball for each c; in the sense
that, for any initial conditions, solutions to NPNS with boundary conditions 8 satisfy ¢;(t) € By for both 1,
for all large enough times t. In particular, any stationary solution to NPNS with boundary conditions (8)
must lie in By, and since this is true for any § > 0, stationary solutions in fact lie in By. The same reasoning
(i.e. using the corresponding version of Theorem 3 for the Nernst-Planck system) and the same conclusion
hold for stationary solutions of Nernst-Planck equations.

4.2. Global Stability. In this last subsection, we study the problem of stability of one dimensional
steady currents on the domain 2 = (0, L) x T2,

DEFINITION 1. We say that (¢}, cs,u* = 0) is a (one dimensional) steady current solution to (110)-
(114) with boundary conditions (176)-(178) on the three dimensional periodic strip Q = (0, L) x T2 ifc; is
independent of the spatial variables y and z, independent of time, and solves the one dimensional problem
(179)-(183).

REMARK 7. A solution c(x) to the one dimensional system (179)-(183), seen as a three dimensional
Sfunction on (), independent of y, z, together with u* = 0, is indeed a solution to the three dimensional steady
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state NPNS system because
azCT + Ciaxq)* =71

azCQ — Canq) =72

for constants j;. It follows from this that
VDT = V(e + 6) + (i + 42,0,0) = —V(c} + & — (i + Ja)a), (201)

and thus u*(x,y,z) = 0 and p*(z,y,z) = K(cf(z) + c5(x) — (j1 + j2)x) solve the Stokes equations
(113)-(114).

In general, it is not known whether solutions to the one dimensional system (179)-(183) are unique, and
therefore it is also unknown whether any given one dimensional steady current solution (¢, ¢, u* = 0)
to the three dimensional NPNS system is unique (in general one cannot rule out the existence of other one
dimensional steady current solutions nor the existence of solutions that depend also on y and/or z).

For the remainder of this subsection, we study the stability of a fixed one dimensional steady current
solution. However, using the a priori estimates of Section 4.1 and under a weak current or small perturbation
from equilibrium assumption, c.f. (216), we obtain the global stability of the fixed steady current solution
(Theorem 4). As a consequence of stability it follows that the fixed steady current solution is the unique
steady state solution of the full three dimensional system (110)-(114) with boundary conditions (176)-(178)
(Theorem 5).

The main tool in proving global stability is the following log-Sobolev type inequality, which is also used
in [14] in an equilibrium setting.

LEMMA 5. Suppose fi, gi, i = 1,2 and p’, p? are smooth real valued functions on a bounded domain
Q C R3 satisfying the bounds

0< fi,fo <My, 0<g1,g92 < M, (202)
and the relations
fijea = 91100
f2100 = 92100
100 = P00 (203)
—eAp! = fi — fo

—eAp? =g1— g2, 1<i<2.
Then the functions

nl =log fi +zip, 7 =logg +zp?, 1<i<2 (204)
where z1 = 1 = —29, satisfy the bound
w 1 f 2
w - A ks f_ 92 < - 2
. (; s Lov (D) avee [ w6/ - dv) <3 IV appav o
where
P(s) =slogs—s+1, s>0 (206)
-z (207)
7 max{Mj, M,}

and | can be chosen to be the height of any infinite slab in R? that contains §) (i.e. Q C {xg+ s1e1 + s2ea +
szez | s1 € (0,1), s2,s3 € (—00,00)} for some xg € R? and orthonormal basis {e;} of R?).

Prior to proving Lemma 5, we first establish an interpolation inequality that interpolates L? between
Llog L and L*°.
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LEMMA 6. For positive, real valued, bounded, measurable functions f, g defined on §2, we have

f
[ =02 av <l o} [ gw () av 208)
Q Q g
with 1) defined in (206).
PROOEF. Taylor expanding ¢ (s) around s = 1, we have

Y(s) > min{l,s '}(s — 1) = (s — 1)® < max{1, s}t(s), (209)

so taking s = f/g we have
2
(a=1) = gte (5)
g g g (210)

f
=(f —9)> < max{f,g}g¢ (g
and thus the lemma follows after integrating over 2. g
Now we prove Lemma 5.

PROOF. We consider the following expression

2

Z<fz gi,m Z—7r§>. 211)

i=1

On one hand we have, using the Poisson equation (203),

Z<fz gi, T; _Wig> :Z<fz gzalogg +z1(pf_p )>
_z:/gZ <—1>long+€/|V —p9)|*av (212)

zZ/Qgiw (g) dV+e/QN<pf—pg>r2dv

where in the last inequality we used the inequality
(s —1)logs >v(s), s>0. (213)

On the other hand, we have due to Young’s inequality, Poincaré’s inequality, and Lemma 6,

w 1
Z<fl gl —m?) <3 2lfi—gillfe + Y —lwf — |22
wmax{M¢, M, fi 2
<30 2Bl [ (2 av o 52 ot - i

Therefore, choosing w > 0 as in (207), we have, combining (212) and (214),

= 1 e F— p9)|? f 2
2 (Zi:Q/QQZw <9i> dV+€/Q|V(p )| dv) S;A\V(ﬁ T)|?dV. (215)

0

(214)

We now state the global stability theorem.
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THEOREM 4. Suppose (¢}, c3,uw* = 0) is a one dimensional steady current solution to the NPS system
(110)-(114) with boundary conditions (176)-(178). Suppose furthermore that the corresponding p-current
71 and n-current js (c.f. (200)) satisfy

1
LG < — 216
max |7:| LG, < 7 (216)
where
1 (D?  KL*y?
R 217
Gi \/D < 274 + vy3 @17

and D = min; D;. Then (¢}, ¢, u* = 0) is globally asymptotically stable. That is, for any smooth initial
conditions ¢1(0) > 0,c2(0) > 0,u(0) (with divu(0) = 0), the corresponding solution (c1, ca,u) to (110)-
(114) satisfies

7

2
Z/c;w} (C"C(f)> dV+/ |V(<1>c1>*)|2dv+/ lu(t)|?dV — 0 ast — occ. (218)
i—1 /9 ; Q Q

Furthermore, there exists T* > 0, depending on initial and boundary data and the parameters of the system,
such that after time t = T, the rate of convergence in (218) is exponential in time.

A consequence of Theorem 4 is the following uniqueness theorem.

THEOREM 5. Under the same hypotheses as in Theorem 4, the one dimensional steady current solution
(cf, cs,u* = 0) is the unique steady state solution to the NPS system (110)-(114) with boundary conditions
(176)-(178).

REMARK 8. We note that the currents j; are solution dependent constants and the condition (216) is
not explicitly written solely in terms of the boundary data. Writing (200) in terms of the electrochemical
potentials and the Slotboom variables (c.f. (184), (185)) we have

Oup; = ji, € Vi =ji, 1<i<2 (219)

and thus
(L) — i (0)  ni(L) —n;(0)
T - )
fOL L dx fOL ez ®" dx

=
G

1<i<2. (220)

Then, using the uniform bounds from Proposition 3, we see that explicit sufficient conditions in terms of the
boundary data which imply the smallness conditions (216) are given by

a = 1
log 3 +V 7G1<ﬁ

o B | (221)
log - VI7dGy < 7
or
V| v 1
ar — fre”V | e'Gr < ==
{’ 1= 5 L ’VG 1 1\/5 (222)
‘042—526 ‘e 2<ﬁ
where v,V are defined in Proposition 3.
Now we prove Theorem 4.
PROOF. First suppose that the initial conditions satisfy
0<7y;<c(0) <7, 1<i<2 (223)

where
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for some small § > 0, to be determined below (c.f. (240)). Then by Proposition 3 and Theorem 3 (I),
the time dependent solution (c1, c2, v) and the one dimensional steady current (cj, c5, u* = 0) satisfy the
bounds

lggci(t)g%, 7<c <7, 1<i<2 (225)
Next, writing (110), (111) in terms of the electrochemical potentials
w; =loge; + 2z, 1<i<2 (226)
and in terms of the differences ¢; — ¢, y; — pj, we have
O(c1 — ) = —u-Vey + Didiv (e V(g — p) + (e — ¢1)Vui) @

Ot(ca — ¢5) = —u - Veg + Dadiv (caV (e — p3) + (c2 — ¢5)Vus).

We multiply the above equations by p; — p] and pp — p3, respectively, and integrate by parts. On the left
hand side, we obtain, after summing in ¢,

D (Oulei — )i — i) =

i

dV +(0(p—p*), ® — @) (228)

On the right hand side, for ¢ = 1, we have, using Lemma 6, (225), and (219),

(—u-Vey + Didiv (e V(i — p7) + (a1 — e)) Vi), i — py)

=—(u- Ve, p —p1) — Dy /Q c1|V(ps = pi) P dV — D1 ((e1 = ¢1) Vi, Vi — 1))

D * * D ¢ —C* ? * 229
< - 21/QC1IV(M1 —p)PAV — (u- Ver, py — pf) + 71 /Q (1(:11)(5:5#1)26”/ e

Dl/ *\ |2 * Dli& -2 * C1
<—— [ alV(u —p)|"dV —(u- Ve, g — pi) + s—=j1 | v | = | dV.
3 [ alVim )P av D+ g it [ v (G
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We take a closer look at the term involving u, integrating by parts and using divu = 0,
—(u-Vey,p1 — pyy =—(u-Vey,logey + @) + (u-Vey, pi)
— (u,V(ciloger — 1)) —1—/Qucl Vo dV
+ (u- V(er = i), m1) + (u- Vei, pi)
—/Qucl Vo dV — (u(cy — ), Vui)

+(u, V(e log & — ¢)) — / uct - VO* 4V
Q

(230)
S/ ucl-V@dV—/ucf-Vfb*dV
Q Q
v 2 KLz/ v w2l —cp)?
+ 4KL2 HUHH + v Q |Cla-'l7:u‘1‘ (CT)Q dV
§/ ucy - Vo dV — / ucy - VO dV
Q Q
KL*y
sl + S0 [ (%) av
vy? g
and thus returning to (229), we have
(=u-Ver + Didiv (1 V(g — p1) + (61 — 1) Vi), pn — pl)
Dy 12 D75 | KL*7s /
< — — — dv
S5 /901|V(M1 11)] + (27572 + Y2 1y ct (231)
+VHu||%/+/ucl~V¢dV—/uc’{-V®*dV.
41K Q Q
Similarly for 7 = 2 we obtain
(—u-Vea + Dadiv (c2V(p2 — p3) + (2 — 3)Viu3), p2 — p3)
D N Dyys  KL*7s /
<_ =2 —u)2d
<-3 /QC2|V(M2 pa)|”dV + (27572 M= oY (232)

+V\|u||%//ucz-Vq)dVJr/uc;-Vq)*dV.
4K Q Q

Collecting our estimates thus far and using the fact that p*V®* = —V (¢} + ¢§ — (j1 + j2)x) is a gradient,
we have

5+Z /clyv —u)2dv
SZM{;]'? e —i AV + | up-VodV — [ up® - VO*dV + 7||u||v (233)
i Q ¢ Q Q

:Zijf/c;zp (2) dV+/up v<1>dv+—uuuv
i @ i
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where (see [6])

£ = Z/ m( >dV+HV(<I> )12,

s _ D7s  KL*7s : 2
M; :2’75’72+ R 1< <2,
Now we take a look at the Stoke; e(;uations, N
Ou+ vAu = —KP(pVP). (235)
Multiplying by = and integrating by parts, we obtain using the self-adjointness of IP,
siz il + el == [ w Pv®)av == [ up- vy, (236)

Now we combine the estimates (233) and (236) to obtain

i
i (8 il ) + 05 [t av + gt < St [ e (%) av
(237)
Now applying Lemma 5 to the dissipation term

D= Z /cz|v —pH)Fdv (238)

P D
75 <Z / ( )dV+eHV(<I> <I>)HL2> > :228 (239)

where D = min; D;. Next, defining

we obtain

Dl s
275 L2
we have, due to (216), /4;? > 0 for each i for small enough § > 0. Therefore, after an application of
Poincaré’s inequality to [|u||?, in (237), we obtain, for small enough d,

K =

—~ M2, 1<i<2 (240)

d
T < _ 241
dt]: KO F (241)
for )
F=E+ Enuufg (242)
and
5 - 5§ .6 2
k° = min{k7, k5, v/(2L*)} > 0. (243)
It follows that s
F(t) < F(0)e ", (244)

Now, for general initial conditions, it suffices to observe that due to Theorem 3 (II), there exists some
time 7" > 0 such that v, < ¢1(17),c2(T") < 75, and then the convergence result follows from the
preceding analysis by taking ¢;(7™) to be the initial conditions. This completes the proof of the theorem. [

Lastly we prove Theorem 5.

PROOF. Suppose (¢}, c5,u*) # (c7, ¢5,0) is a steady state solution of the NPS system (110)-(114) with
boundary conditions (176)-(178). Then by taking initial conditions ¢;(0) = ¢}, u(0) = u*, we find that
the corresponding energy F(¢), defined in (242), is constant in time and positive, F(t) = F(0) > 0. On
the other hand, Theorem 4 implies that F(t) — 0 as t — oo, and thus we have a contradiction. This
contradiction completes the proof. U
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REMARK 9. For the proof of Theorem 5 above, uniqueness is shown by contradiction by considering
the time dependent system. Alternatively, we can use an energy estimates argument directly to the difference
(¢ —ci, ¢5— ¢, u*) using the a priori L bounds for steady state solutions to NPNS/NPS (Remark 6). This
vields computations in the spirit of (229) and obtains the same result. In a sense, such an approach seems
more natural as it appears to not use any analysis of the time dependent system. However, as remarked
in Remark 6, the a priori L™ bounds for steady states are themselves obtained from analysis of the time
dependent system, thus the two approaches are not very different.
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