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ABSTRACT
Cardiopulmonary ailments are a major cause of mortality. Stetho-
scopes are one of the most important tools that healthcare profes-
sionals use to screen patients for a variety of ailments, especially
those related to the heart and lungs. Despite the growth of digital
stethoscopes on the market, it takes years of training to properly
use stethoscopes to listen for abnormal sounds within the body. In
this demonstration, we present an intelligent stethoscope platform
that makes stethoscopes more accessible to the general population.
Our platform utilizes augmented reality (AR) to provide real-time
guidance on where to properly place the stethoscope on the body,
enabling the general population to screen themselves for ailments.

CCS CONCEPTS
• Human-centered computing ! Interactive systems and
tools.
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1 INTRODUCTION
Preventative care is expensive and not accessible to many people
in the world. More than 26,000 Americans die each year due to a
lack of health insurance [1]. This �gure is even larger in under-
served regions. There are many works that aim to improve access
to healthcare by enabling the general population to monitor their
health and safety outside of doctor visits [2–6]. However, there are
still many open problems in this domain.

Cardiopulmonary diseases cause some of the highest rates of
mortality worldwide, and tools, such as thermometers and glucome-
ters, cannot reliably be used to detect these pervasive ailments.
Typically, healthcare providers use stethoscopes to perform aus-
cultation, or listen for abnormal sounds internal to the body, to
screen for cardiopulmonary ailments. In recent years, there has
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(a) Guides user with stethoscope
(green circle) to the next auscul-
tation point (green dot).

(b) Starts collecting sounds when
stethoscope has been placed at
desired auscultation point.

Figure 1: Examples of guidance.

been a rapid growth in digital stethoscopes for telemedicine [7, 8].
However, it takes many years of training and expertise to be able to
properly use a stethoscope, knowwhere to place the diaphragm, and
distinguish between normal and abnormal sounds. Our vision is to
enable anyone to reap the bene�ts of stethoscopes without visiting
doctors by incorporating AI-assisted guidance to identify correct
body points for auscultation and acoustic intelligence, drawn from
previous works in cyber-physical systems [9–11], to automatically
detect potential ailments.

The Eko stethoscope is the state-of-art digital stethoscope that
o�ers automated heart murmur detection. However, this stetho-
scope does not provide automated guidance, and we observe a high
rate of false positive detections. Additionally, this stethoscope costs
more than $300, which is relatively high.

In this work, we present an intelligent AI-based stethoscope that
improves the accessibility of stethoscopes to the general public.
As shown in Figure 1, our platform utilizes the camera on the
computer and augmented reality (AR) to guide users on where to
place the stethoscope and what actions to perform in real-time, in
absence of a healthcare provider. Our platform then automatically
analyzes the observed audio signals observed from the stethoscope
to detect abnormal sounds. Additionally, we build a stethoscope
using inexpensive components, totaling 18 USD. Our intelligent
stethoscope platform moves one step towards enabling universal
health screening, especially for under served regions.

2 SYSTEM DESIGN
Figure 2 shows the data processing pipeline of our AI-based stetho-
scope platform. The system utilizes the camera from the com-
puter and our custom stethoscope to provide appropriate guidance
and robustly detect ailments. Auscultation mainly consists of two
parts: placing the stethoscope at appropriate locations (auscultation
points) on the body and making a diagnosis based on the sound
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Figure 2: Data processing pipeline.

from stethoscope. Our platform will �rst leverage the camera of
the computer to determine the location of the next auscultation
point and provide visual and audio cues to guide users on where
to place the diaphragm of the stethoscope. Once the user places
the stethoscope in the correct area, the stethoscope will record and
analyze internal body sounds for abnormalities and ailments.

2.1 Auscultation Points
In this work, we focus mainly on detecting heart and lung ailments,
which involve moving the stethoscope to areas around the heart.
First, we obtain the coordinates of the user’s shoulders after ap-
plying an a�ne transformation; this removes variations caused
by how the user is sitting. We use the location of the shoulders to
then estimate the location of the user’s heart and approximate the
locations of auscultation points based on the heart and shoulders.

2.2 Guidance Generation
Our platform provides guidance to account for two challenges.
First, there is still signi�cant deviation of the estimated auscultation
points even after applying an a�ne transformation. As such, the
�rst class of instructions involve asking users to maintain their
sitting position to obtain the most accurate auscultation points. The
second form of guidance involves guiding users on where to place
the stethoscope using an AR overlay, as highlighted in Figure 1.

2.3 Disease Classi�cation
Once the stethoscope is at the appropriate auscultation point, we
leverage two deep neural networks to classify heart and lung ail-
ments, both of which were trained with widely available datasets.
Both neural networks take as input the spectrogram representation
of the audio signals, treating them as images to classify.

3 DEMONSTRATION DESCRIPTION
In this demonstration, we will show how our platform e�ciently
guides users to �nd auscultation sites to place the stethoscope. Users
will be asked to hold the bell of the stethoscope and follow the
guidance instructions provided by the application, which will guide
them to analyze their heart and lungs. At the end of the examination,
a report of the detected abnormalities will be displayed.
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