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Abstract— Residence time constraints are widely observed
in production systems, such as semiconductor manufacturing,
food industry and battery production, where the time that a
part spends in one or several consecutive buffers is restricted.
When the residence time of a part is beyond a certain level,
the part might face quality problems and need to be further
treated or scrapped immediately. To optimize the production
performance such as production rate and scrap rate, one needs
to properly manage all machines’ behavior according to real-
time system states to prevent from producing too many inter-
mediate parts with high risk of scrap. To solve this problem,
a simulation-based real-time control method is proposed to
perform production control in face of four basic classes of
residence time constraints that are widely seen in semiconductor
manufacturing. A  Markov Decision Process (MDP) model is
first built, and a feature extraction method and a feature-based
approximate architecture are proposed to deal with the curse of
dimensionality. Simulation is applied in the training to estimate
parameters of the feature-based approximate architecture, so
the lookahead function in the MDP model can be approximately
obtained. Simulation experiments suggest that such a method
leads to significant system performance improvement with
low computation overhead, which makes real-time production
control feasible for longer serial lines with different classes of
residence time constraints.

Index Terms— serial production lines, residence time con-
straints, simulation-based real-time control, feature-based ap-
proximate architecture

I . INTRODUC T I ON

Advances in information and communication technolo-
gies enable production systems to respond to production
uncertainties quickly and provide potentials to improve the
manufacturing efficiency and quality through real-time pro-
duction control. One production control problem that is com-
monly seen in real-world factories is to maximize production
rate and minimize scrap rate of a production system with
residence time constraints [1]. One example of production
systems with residence time constraints is semiconductor
packaging and testing line, where intermediate semiconduc-
tor packages are not allowed to stay in buffer for long
primarily for two reasons. First, moisture absorption into
polymers of semiconductor packages decreases interfacial
adhesion and causes cracks later in reflow process [2]. In
addition, long time stay of an intermediate semiconductor
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package in buffer can lead to oxidation on the surface of its
die. Similar problems are also found in semiconductor
fabrication [3], [4], [5], [6], food industry [7], [8] and battery
production [1].

The issue of residence time has received mounting at-
tention in production literature in recent years. Paper [9]
studies the distribution of residence time of parts in the
buffer for a two-machine transfer line, and the risk of scrap is
evaluated based on the derived distribution. Such residence
time, especially counting from part entry to the system to
the departure from the system, is often referred to as lead
time or sojourn time in the literature as well. For instance,
papers [10], [11], [12] consider lead time in a three-machine
transfer line, a production system with closed loop and a
two-machine multi-product system, respectively. Paper [13]
extends the study on residence time distribution to transfer
lines with multiple machines and obtains residence time
distribution for each buffer. All these studies on residence
time mentioned above assume that defective parts are not
scrapped until they finish the last process at the end of the
production line. In many applications, parts that violate
residence time constraints are scrapped immediately, and it
imposes difficulties in capturing system dynamics. Papers
[14], [15] take residence time into modeling of two-machine
serial lines, and the system dynamics can be captured as
defective parts are scrapped immediately. Longer serial lines
with defective parts immediately scrapped are studied as an
extension of two-machine serial lines. Paper [16] introduces
the quality buy rate to model system dynamics and derives
steady-state system performance of Bernoulli lines. Papers
[17], [18] consider a Bernoulli line where each machine
inspects the quality of parts, and parts with residence time
larger than a limit have a certain probability of being
scrapped. Paper [19] provides a method to evaluate both
transient behavior and steady-state behavior of geometric
serial lines.

Despite of all the above mentioned efforts, limited work
has been reported on real-time production control with
residence time constraints due to its complexity. Papers
[1], [20] provide methods to perform real-time control, but
those methods are only applied to small-sized systems with
two machines and one buffer. Thus, one challenge is the
large state space of the problem, as one is dealing with a
longer serial line. Besides, early studies define residence time
constraints for a single buffer or for the whole system, but
residence time constraints could have a more complex struc-
ture according to what has been observed in semiconductor
manufacturing [3]. It leads to another challenge that a proper
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Fig. 1: Serial line

control method is supposed to be flexible to handle different
structures of residence time constraints.

In this paper, a simulation-based real-time control method
is proposed and intended to overcome the two challenges.
Specifically, four basic classes of residence time constraints,
covering a wide range of practical applications, are intro-
duced. A  Markov Decision Process (MDP) model is formu-
lated, and a feature extraction method and a feature-based ap-
proximate architecture are proposed to reduce the state space
of the MDP model. Simulation is applied in the training to
estimate parameters of the feature-based approximate archi-
tecture, so the lookahead function in the MDP model can
be approximately obtained. Simulation experiments suggest
that such a method leads to significant system performance
improvement with low computation overhead, which makes
real-time production control feasible for longer serial lines
with different classes of residence time constraints.

The rest of the paper is organized as follows. The prob-
lem is formulated in Section II, where four basic classes of
residence time constraints are introduced. Section II I
provides the MDP model and a simulation-based method
to approximately solve the model. In Section IV, simu-
lation experiments are conducted to validate the proposed
simulation-based real-time control method. Finally, this study
is concluded in Section V.

I I . P RO B L E M F O R M U L AT I O N

A. Serial Production line

The serial line under study is shown in Fig. 1. Parts visit
each machine and buffer from the left side to the right
side, until they finish all the processes or get scrapped. The
following assumptions define the machines, the buffers, and
their interactions.

(i) The serial line consists of D machines, denoted
by m1; m2;  ; mD, and (D      1) buffers, denoted by
B1;B2;  ; BD 1.

(ii) All machines are synchronized with a constant process-
ing time (cycle time), which is the time to process a
single part.

(iii) Machines are subject to failures. The state of machine
mi, for i =  1;  ;D, is determined at the beginning of a
cycle, and it follows the Bernoulli distribution with
parameter pi. Specifically, machine mi is capable of
producing a part in a cycle with probability pi and
fails to do so with probability (1      pi). Residence time
constraints are usually the concern in practice, when
the upstream machines in a serial line have higher
efficiency than the downstream machines [20]. Thus,

pi  p j is assumed, for all i and j such that 1  i <  j
D.

(iv) Buffer Bi has a finite capacity Ni (1  Ni <  ¥) ,  for i
=  1;2;  ;D 1, and its buffer occupancy, denoted by ni,
is determined at the end of a cycle. First-in-first-out
(FIFO) policy is assumed regarding the buffer outflow
process.

(v) Each part is under residence time constraints, repre-
sented by T j , where 1  i <  j  D. Let T  be the set
of all residence time constraints. The time that a
part spends between the process on machine mi
and the process on machine m j must be smaller than
T j , if T j 2  T  . Otherwise, the part will be scrapped
immediately.

(vi) Machine mi, for i =  1;2;  ;D      1, is blocked during a
cycle, if (a) machine mi is up, (b) buffer Bi is full,
(c) machine mi+1 does not produce a part in this cycle
due to machine failure or blockage, and (d) there will
be no part scrapped from buffer Bi. Machine mD is
never blocked. In addition, block-before-service policy
is assumed.

(vii) Machine mi, for i =  2;  ;D, is starved during a cycle, if
machine mi is up, and buffer Bi 1 is empty. Machine m1
is never starved.

(viii) At the end of each cycle, a machine can be turned down
manually to prevent it from producing parts in the next
cycle. One can also have a machine unchanged, and
thus the machine will work as a Bernoulli machine in
the next cycle. It is always beneficial to not change the
work mode of the last machine. Let A  f1; 2;  ;D
1g be the index set of machines that can be turned
down. Denote by ai (t ) 2  f1; 0g, for i 2  A and t =
0;1; , the action on machine mi at the end of cycle t.
The action ai (t ) =  0 makes machine mi not work in
cycle (t +  1). The action ai (t ) =  1 represents that
machine mi is unchanged and will work as a Bernoulli
machine in cycle (t + 1).  The control space is denoted
by A  =  f0; 1gjAj . Let a (t ) 2  A  be an action on the
serial line in cycle t.

To evaluate and control the serial line, we introduce the
performance measures of interest as follows.

 Production rate, PR(t ) for t =  1;2; : the expected
number of parts produced by machine mD in cycle t;

 Scrap rate, SR(t ) for t =  1;2; : the expected number of
parts scrapped from the serial line in cycle t.

In practice, it is desired to have a large production rate
PR(t ) and a small scrap rate SR(t ). The objective of the
study is to maximize (PR(t )  wSR(t )), where w is a positive
constant. This paper studies real-time production control
through actions provided by assumption (viii) to improve
system performance of a serial line given by assumptions (i)
to (vii).

B. Residence time constraints
According to paper [3], we categorize residence time

constraints into four basic classes. Fig. 2 shows an example
for each class of residence time constraints.
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by another residence time constraint, then t1 is set to be zero.
The part is allowed to stay in the system, if the following
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Fig. 2: Different classes of residence time constraints

 Class C1. It is a class of residence time constraints
between two immediately consecutive processes. Thus,
each residence time constraint restricts a buffer, and we
have j =  i + 1  for all residence time constraint T j .

 Class C2. A  residence time constraint in this class is
between two consecutive but not adjacent processes and
puts a limit on a segment of a serial line, consisting of
more than one buffer. We have j >  i + 1  for residence
time constraint T j .

 Class C3. In this class, two nested residence time
constraints exist. A  buffer can belong to two segments
restricted by two different residence time constraints.
We have i  k and j  l for two different residence time
constraints T j and T l . This class can be generalized
to a case with more than two nested residence time
constraints.

 Class C4. An overlapping exists in this class, but two
residence time constraints are not nested. Fig. 2d
illustrates Class C4 with two different residence time
constraints T j and T l , where i <  k, j <  l and k <  j.
This class can be generalized to a case with more than
two overlapping residence time constraints.

It can be observed that machine mi, for i =  1;2;  ;D
1, can be properly controlled (on/off) to improve system
performance only when there exists residence time constraint
T j 2  T  . Thus, we have A =  f i  j T j 2  T  g.

I I I . MODELING

A. Formulation of MDP model
The state of a part in the serial line can be defined by

s =  (t ; b) ; (1)

where t  =  [t1 t2      ]T  records the residence time of
the part, and b specifies that the part is in buffer Bb.

For a part in a serial line of Class C1 or Class C2, only
a single residence time constraint in T  has an effect on the
part at any time, so only a single residence time is required
to be recorded. Thus, t  becomes a one-dimensional vector.
For instance, when a new part enters the system, the state of
the part is (t1 =  0;b =  1). The residence time t1 of the part
increases by one each cycle, if the part is restricted by the
same residence time constraint. When a part moves out of

Otherwise, the part is scrapped immediately.
For the cases of Class C3 and C4, there are overlapping

residence time constraints. Consider a serial line with two
overlapping residence time constraints, denoted by T j and
T l . t  for a part is expressed as t  =  [t1; t2] , where t1
is residence time under constraint T j and t2 is residence
time under constraint T l . The initial state of a part is
t  =  [0     0]T  ;b =  1 . If the part is in the buffer under

constraints T j and/or T l , t1 and/or t2 will increase by one
each cycle. The part is allowed to stay in the system, if the
following constraints are satisfied.

t1  T j   j + b; if i  b <  j (3)

and
t2  T l      l + b;  if k  b <  l: (4)

Let H (t ) be the set of the states of all parts in the serial
line in cycle t. We use H (t ) to define the system state of
the serial line. Denote by H  the state space. In this model,
the initial state H(0) is assumed to be known, and then the
MDP model is introduced as follows.

 Reward function: The reward function, for t =  1;2; , is
denoted by r (H (t      1) ; a(t      1)). Specifically,

r (H (t      1) ; a(t      1)) =  PR (t )      wSR (t) ; (5)

where PR (t ) and SR (t ) are the number of parts pro-
duced by machine mD and the number of parts scrapped
from the serial line in cycle t, respectively. As the action
a (t  1) is being taken, both the number of produced
parts and the number of scrapped parts in cycle t are
unknown. Thus, PR (t ) and SR (t ) are random variables.

 The expected total discounted reward of policy p for
any initial state H (0):

vp ( H ( 0) )  =  E p

å l i r ( H  ( i ) ; a( i ) )  ; (6)
i = 0

where l  2  [0; 1) is the discount, and control policy is a
map p : H  !  A  .

 The optimal expected total discounted reward: 
v ( H ( 0) )  =  max Ep

å l i r ( H  ( i ) ; a( i ) )  :
(7)

i = 0

 The optimal control policy:

p 2  arg max Ep  å l i r ( H  ( i ) ; a( i ) )  : (8)
i = 0

If the optimal expected total discounted reward v (H (t ))
is known for any state H (t ) 2  H  , the optimal action at the
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end of cycle (t      1) can be obtained as follows.
a(t      1) 2 arg     max     E  r (H (t      1) ; a(t      1))

a(t  1 ) 2 A (9)
+ l v  (H (t )) :

the segment and the residence time of the head part in the
segment. With a constant term included, the dimension of
both f  (H (t )) and b is (3jT j + 1), and f  (H (t )) is expressed
as follows.

f  (H (t )) =  f 1 f 2 f 3 j T  j + 1  
T  : (12)

The value iteration and the policy iteration are two widely
used iterative methods to solve MDP model and estimate
v (H (t )) and a(t ). However, the model in this paper
cannot be solved by either method directly due to its large
state space. Alternatively, a simulation-based method will be
introduced to address the problem.

B. Feature-based approximate architecture

The consideration of residence time constraints brings a
large state space even for a two-machine serial line [20].
In the problem in this paper with multiple machines, the
state space is much larger, and it is impossible to obtain
v (H (t )), making it infeasible to obtain the optimal action
through Equation (9). To address the problem, we apply the
feature-based architecture to reduce the dimensionality of
the problem and introduce an approximate lookahead func-
tion v̂ (f (H (t )) ; b ) to replace v (H (t )). Function f  (H (t ))
represents the feature extraction that maps system state
H (t ) into a feature vector. The lookahead function is then
approximated by linearly weighting the features. Specifically,

v̂ (f (H (t )) ; b ) =  b T  f  (H (t )) ; (10)

where b is a vector of parameters estimated through simu-
lation, and the details are presented in Section III-C. Thus,
Equation (9) can be rewritten as follows.

a(t      1) 2 arg     max     E  r (H (t      1) ; a(t      1))
a(t  1 ) 2 A (11)

+ l v̂ ( f  (H (t )) ; b ) :

Due to the large state space, the optimal control p that
maps system state H(t ) to the optimal action a(t ) cannot be
written explicitly as a lookup table. Therefore, b is stored to
represent the optimal control policy p to map system state to
the optimal action through Equation (11).

The number of parts in the segment of the serial line
restricted by a residence time constraint and the residence
time of the head part in the segment are two important
features of the segment [1], [20]. Paper [21] develops a sim-
ulation model of Class C1 to study the effect of features on
the system performance. The simulation experiment suggests
that the buffer occupancy should not be either too small or
too large. Small buffer occupancy reduces the production
rate because of a high probability of starvation for the
downstream machines. Large buffer occupancy increases risk
of scrap. In addition, the simulation experiment also shows
that a small residence time is always preferred. Thus, three
features are adopted to describe the segment of the serial line
limited by a residence time constraint. They are the number
of parts in the segment, the square of the number of parts in

The first feature f 1  is set to be one as a constant term.
Let the ith residence time constraint in T  be Tjk, for i =
1;2;  ; jT j. The features of the segment of the serial line
covered by Tjk are

k 1
f3 i  1 = nl ;

l = j

k 1 2 (13)
f3 i  = nl ; l = j

f 3 i + 1  =  t ;

where t  is the value of the dimension in t , corresponding to
residence time constraint Tjk, of the head part in the segment.

C. Training and implementation
The purpose of the training is to estimate parameter

b through simulation, so v̂ (f (H (t )) ; b ) can become the
estimate of v (H (t )) and replace v (H (t )) in Equation (9).
The procedure of the training is provided as follows.

 Step 1: Initialize the setting for the training. Set the
number of iterations of the policy iteration method to
be I . A  total number of simulation runs is set to be K  in
each iteration of the policy iteration method. Simulation
starts from cycle 0 and ends in cycle J .

 Step 2: Let the index i be one. Set the initial control
policy, denoted by p0, to be a policy that never turns
any machine down.

 Step 3: Start the ith iteration of the policy iteration
method. Randomly generate K  initial system states,
denoted by Hk(0) for k =  1;2;  ; K . Control policy
p i 1 is applied to each simulation run. The parameter
for the ith iteration, denoted by b i , is estimated through
least squares estimation as follows.

K  
b 2 arg min v̂ f  H (0) ; b

b     k =1 
! 2 (14)

 l  j 1r Hk ( j      1) ; a( j      1) ;
j = 1

where å J l  j 1r Hk ( j      1) ; a( j      1)     represents the
total discounted reward of the realization of the kth
simulation run.

 Step 4: The control policy for the ith iteration, p i, is
obtained and represented using parameter b i . The maps
from system state H(t      1) to the optimal action under
control policy p i is obtained as follows.

a(t      1) 2 arg     max     E  r (H (t      1) ; a(t      1))
a(t  1 ) 2 A (15)

+ l v̂  f  (H (t )) ; b i           :
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Fig. 3: Improved reward by simulation-based control

 Step 5: Increase index i by one. If the index i is greater
than I , go to step 6. Otherwise, go to step 3.

 Step 6: Validate the control policy. There is a small
chance that the training does not go in the improving
direction, especially when the size of the problem is
large and the number of residence time constraints is
large. The obtained control policy will only be applied if
it delivers system performance improvement according
to the simulation.

The training is performed offline. The resulting control
policy p is represented by the estimated b . To implement the
control policy at the end of cycle (t  1) with an observed
system state H(t      1), the optimal action is obtained online
by Equation (11). The computing time to run Equation (11) is
small, and small reaction time of the system can be
guaranteed to support real-time capability. Serial lines of
different classes need to be trained separately but following
the same procedures.

I V. P E R F O R M A N C E E VA L UAT I O N

The simulation-based real-time control method is devel-
oped with MATLAB,  and the experiment runs on a computer
with Intel(R) Core(TM) i7-8700 CPU, 16 GB RAM, and 64-
bit Windows 10 Enterprise operating system.

To test the proposed method in a more general sense,
parameter settings are randomly selected from a given range
shown as follows.

D 2  f4; 5; 6g;
pi 2  [0:5;0:99] for i =  1;  ;D;
Ni 2  f4; 5; 6; 7g for i =  1;  ;D      1;
w 2  [0:7;1:7] :

pi, for i =  1;  ;D, is sorted in a descent order. Discount l
is set to be 0.95. Simulation runs 300 cycles each time from
an initial state with all buffer empty. Residence time
constraints are randomly generated. For Class C1, we have

T i + 1  2  fNi  + 1; Ni + 2; Ni + 3g for i =  1;  ;D      1: (17)

For Class C2, we have
n D  1 D  1 D  1 o

T D  2 Nk + 1; Nk + 2; Nk + 3  : (18)
k =1                     k =1                      k =1

We define two residence time constraints for serial lines of
Class C3 as follows.

n D  1 D  1 D  1 o
T D  2 Nk + 1; Nk + 2; Nk + 3  ; (19)

k =1                     k =1                      k =1

and
j 1 j 1 j 1

T j 2  å N k  + 1;  å Nk  + 2;  å N k  + 3  ; (20)
k = i k = i k = i

where i 2 [1; D      1 ] \ Z  and j 2 [i + 1; i + min (D      i; D      2)] \
Z.  In the experiment for serial lines of Class C4, the
residence time constraints are selected in the range shown
as follows.

n  i 1 i 1 i 1 o
1i 2 Nk + 1; Nk + 2; Nk + 3  ; (21)

k =1                    k =1                     k =1

and
D  1 D  1 D  1

TjD 2 Nk + 1; Nk + 2; Nk + 3  ; (22)
k = j                      k = j                      k = j

where i 2  [3;D      1 ] \ Z  and j 2  [2; i      1] \ Z.
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TA B L E  I: Performance of simulation-based control

Class     Average reward Average reward Average      relative
per cycle without per      cycle      with improvement with
control                            control                            control

C1 0.2331 0.3849 65:12%
C2 0.2680 0.5502 105:30%
C3 0.2739 0.5244 91:46%
C4 0.2972 0.5359 80:32%

We randomly generate 200 parameter settings for each
class of serial lines. Simulation for each parameter setting
runs 300 cycles with 100 replications. The average reward
(PR (t )      wSR (t )) of each cycle from cycle 101 to 300 in
each repeat is calculated and compared. Fig. 3 shows that the
improved rewards of most cases can be beyond 0.1 for serial
lines of Class C1 and greater than 0.15 for the three other
classes. TA B L E  I presents statistics for further comparison.
The second column of the table presents the average reward
where all machines keep working with no control to turn a
machine down. The third column gives the average reward of
the proposed method. The average relative improvement with
control is calculated and listed on the table, showing a large
improvement of the simulation-based real-time control.

V. CO N C L U S I O N S

Residence time of parts is commonly restricted in many
production systems. Due to the complexity of these systems,
resulting from the large state space of the problem and
diverse structures of residence time constraints, it is difficult
to perform real-time production control to improve produc-
tion performance such as production rate and scrap rate.
This paper is intended to contribute to this end. Four basic
classes of residence time constraints, covering a wide range
of practical applications, are introduced. A  feature extraction
method and a feature-based approximate architecture are
proposed to reduce the complexity of the problem and obtain
real-time production control policy. Simulation experiments
suggest significant system performance improvement of such
a method. The future research can be directed to investigating
structural properties of each class of residence time con-
straints, and thus the simulation-based control method can
improve further through feature selection and feature-based
approximate architecture. In addition, it is worth exploring
the performance of the proposed method in mathematical
models of production systems with different assumptions,
such as queueing network, serial line with a more general
machine reliability model, etc., to further determine the
impact of different assumptions on feature selection.
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