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SUMMARY
Combinatorial regulation of gene expression by transcription factors (TFs) may in part arise from kinetic syn-
ergy—wherein TFs regulate different steps in the transcription cycle. Kinetic synergy requires that TFs play
distinguishable kinetic roles. Here, we used live imaging to determine the kinetic roles of three TFs that acti-
vate transcription in the Drosophila embryo—Zelda, Bicoid, and Stat92E—by introducing their binding sites
into the even-skipped stripe 2 enhancer. These TFs influence different sets of kinetic parameters, and their
influence can change over time. All three TFs increased the fraction of transcriptionally active nuclei; Zelda
also shortened the first-passage time into transcription and regulated the interval between transcription
events. Stat92E also increased the lifetimes of active transcription. Different TFs can therefore play distinct
kinetic roles in activating the transcription. This has consequences for understanding the composition and
flexibility of regulatory DNA sequences and the biochemical function of TFs. A record of this paper’s trans-
parent peer review process is included in the supplemental information.
INTRODUCTION

In all cells, gene transcription is activated or repressed by a

collection of transcription factor proteins (TFs) that bind their

cognate DNA target sequence and, together, regulate transcrip-

tion. TFs can interact either directly with one another or indi-

rectly, through cofactor proteins, to synergistically regulate the

transcription.1 Alternatively, synergistic expressions may arise

from the regulation of different rate-limiting steps in the kinetic

pathway of transcriptions.2,3 Kinetic synergy requires that

different TFs regulate distinct kinetic steps and thus have distin-

guishable kinetic roles. Here, to test the feasibility of kinetic syn-

ergy, we characterize the kinetic roles of three TFs active during

Drosophila melanogaster development, using live imaging and

mathematical modeling.

Some TFs downregulate transcription—repressors—whereas

other TFs upregulate transcription—activators.4,5 These labels

assign individual proteins to a broad class of functional activities.

Since the advent of this activator/repressor paradigm,6 func-

tional subclasses of activators and repressors have been delin-

eated by assigningmore specificmechanistic labels to individual

TFs. For example, pioneer factors open local chromatin allowing

subsequent binding of other factors7; short- and long-range re-

pressors work to silence nearby or distally bound activators,

respectively8,9; and bifunctional factors exhibit context-depen-

dent activity with the capacity to either activate or repress tran-

scription (e.g., Stampfelet al.,1 Majello et al.,10 and Papatsenko

and Levine11).
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Aside from a handful of exceptions (e.g., Duarte et al12), most

animal TFs remain categorized as activators, repressors, or

bifunctional factors.13 This stands in contrast to bacteria, where

the activator/repressor paradigm is rich with detailed descrip-

tions of TF mechanisms.14 There, biochemical and structural

approaches have elucidated detailed kinetic and physical mech-

anisms for many individual TFs (e.g., the sigma factors15–18).

Within animal transcription, research has largely focused on a

tissue-specific paradigm of TF function that identifies TFs

responsible for developmental patterning and cell type specifi-

cation and characterizes them as activators or repressors.13,19,20

The stage is thus set for the animal activator/repressor paradigm

to be fleshed out in greater detail,21 including what, if any, differ-

ences exist in the kinetic roles of TFs labeled as activators.

Mechanistic information on TF function has typically been ob-

tained using biochemistry and fluorescence imaging. The in vitro

reconstitution approaches that have proven indispensable in the

study of bacterial transcription regulation are transferable to eu-

karyotic model organisms,22,23 yet remain challenging.24 In vivo

detection of nascent transcript synthesis via the MS2/MS2

coat protein (MCP) system has emerged as the technique of

choice for studying transcription regulation at the level of individ-

ual genes in eukaryotes and specifically in Drosophila mela-

nogaster embryos.25–28 This system has been used to measure

activation by individual TF proteins in the fly embryo by either

quantifying changes in the TF concentration29,30 or through

mutation of regulatory DNA to introduce or disrupt TF binding

sites.31–33
ublished by Elsevier Inc.
creativecommons.org/licenses/by-nc-nd/4.0/).
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For MS2/MCP experiments, the most challenging part of the

technique is no longer making the measurements but rather

analyzing the resulting data and deriving mechanistic conclu-

sions from it. Many studies have measured transcription in the

embryo using the MS2/MCP system (reviewed in Fernandez

and Lagha34 and Wissink et al.35). The analytical approaches

employed by these studies range from statistical quantification

(e.g., Yamada et al.32 and Fukaya et al.36) to various mathemat-

ical models.30,31,33,37–40 However, the MS2/MCPmeasurements

themselves are many biochemical steps removed from the mo-

lecular kinetics of interest, namely transcription initiation. This

makes the application of predictive models derived from kinetic

pathways difficult. A recent approach used a sophisticated

model that identified the likely transcriptional state of the pro-

moter over the time course of a nuclear division cycle (NC).40

This required assuming a model of the kinetic states, in this

case ‘‘on’’ and ‘‘off,’’ and their transitions, then developing a hid-

den Markov model that infers the promoter state from the fluctu-

ations in MS2/MCP fluorescence emissions.

Assuming a model a priori, however, is not necessary if the

goal is to identify the kinetic role of TFs. Although they fall short

of directly reporting the molecular state of the promoter, MS2/

MCP measurements give a highly detailed record of transcrip-

tion. The kinetic role of a TF is reflected in how these records

change in response to changing TF activity. Simple empirical

models can be used to describe distributions derived from these

records. By comparing these distributions, we can quantitatively

compare TF activity and directly test a requirement of kinetic

synergy that different TFs can play distinguishable kinetic roles

during transcription.

The empirical models we use here to define the kinetic roles of

TFs have been used previously to explicitly elucidate kinetic

pathways from single-molecule in vitro transcription experi-

ments (e.g., Friedman and Gelles15). These models assume

nothing about the underlying kinetic pathway of the system.

Here, because of the nature of MS2/MCP measurements, this

approach cannot elucidate the kinetics of the biochemical steps

that lead to transcription nor can it predict transcriptional outputs

a priori. Instead, it gives insight into the function of TFs by

tracking changes in model parameters—the timing and duration

ofMS2/MCP signal—due to increased TF activity. Ultimately, the

utility of ourmodel is not to interpolate the biochemical steps that

TFs regulate, as it is incapable of that, but to compare the activity

of TFs so as to establish if different activators have the same or

different kinetic roles.

We characterized the kinetic roles of three activating TFs pre-

sent in the earlyD. melanogaster embryo. Zelda (Zld) is uniformly

distributed across the early embryo41 and is thought to be a

pioneer factor that can establish and/ormaintain open chromatin

(Harrison and Eisen42 and references therein). Zld has been

previously shown to decrease the time of first passage into tran-

scription within the blastoderm.30,33 Bicoid (Bcd) is a Hox3-

derived protein that is well known for its role in patterning the

anterior-posterior axis of the embryo through a concentration

gradient43,44 and is dependent on the inter-protein cooperative

interactions to activate transcription.45–48 Stat92E (Dstat) is the

signal transducer and activator of transcription (STAT) compo-

nent in the Drosophila JAK/STAT pathway.49 Dstat is uniformly

distributed across the early embryo, is an essential zygotic acti-
vator,50,51 and has been proposed to act downstream of nucle-

osome displacement to activate transcription.52

To decipher the kinetic roles of Zld, Bcd, and Dstat, we

created transcription reporters driven by the even-skipped stripe

2 minimal enhancer (eve2) and its cognate promoter.53 Activa-

tion through eve2 has been highly studied, both in terms of the

cis-regulatory sequences required53–56 and the spatiotemporal

pattern it drives.57–59 This makes eve2 an ideal substrate for

this detailed kinetic study.

Here, we usedMS2/MCP transcription reporters and empirical

modeling to compare and contrast the kinetic roles of three acti-

vating TFs. Transcriptional dynamics driven by variants of eve2

containing additional binding motif sequences for Zld, Bcd,

and Dsat were compared with the dynamics of a benchmark

sequence that drives low levels of expression. We then applied

a collection of chemical kinetics-based models to characterize

the dynamic transcription signals driven by these sequence var-

iants. We found that Zld, Bcd, and Dstat acted on overlapping

but unique subsets of parameters over the course of the NC

14. The kinetic role of each TF also changed over the NC. This

work therefore supports the hypothesis that kinetic synergy

can contribute to combinatorial control of transcription in the

early fruit fly embryo.

RESULTS

eve2 separated from the promoter drives weak
expression
Dynamic expression driven by eve2 has been previously

measured in two contexts: the endogenous even-skipped lo-

cus57,58 and a transcription reporter containing the 1.7 kilobases

(kb) upstream of even-skipped, which harbors eve2.59 There was

a slight anterior shift in the position of stripe 2 expression over the

course of NC 14 whenmeasured in the endogenous context that

was not observed in the reporter. To measure expression driven

by isolated eve2 (rather than its flanking sequences, which are

present in both the endogenous context and extended reporter

described above), we constructed a reporter, eve2:neutral, con-

taining eve2 and the even-skipped promoter separated by a

765 bp neutral sequence spacer (Figure 1A). The spacer

sequence was computationally designed to lack predicted bind-

ing sites for TFs present in the early embryo60 (see STAR

Methods). The spacer length is comparable, although not iden-

tical, with the distance between eve2 and the eve promoter at

the endogenous locus (1,033 bp). We did not place the enhancer

immediately upstream of the promoter because TFs bound to

enhancers immediately adjacent to the promoter can act differ-

ently than they do when placed at a distance.61,62 The reporter

contained 24 tandem repeats of an MS2 binding motif sequence

(MBS)63 in the 50 untranslated region of a transcription unit (see

STAR Methods) and was integrated into the attP2 landing pad

site using phiC31-mediated transgenesis.64

Living embryos were imaged by dual-inverted selective plane

illumination microscopy (diSPIM).65 Previous studies have used

confocal microscopy,33,36,61,66–68 which relies on oil-immersion

objective lenses and requires subjecting the embryos to contin-

uous submersion in halocarbon oil before and during imaging. By

contrast, diSPIM relies on water-immersion objective lenses, al-

lowing dechorionated embryos to be placed on a single coverslip
Cell Systems 14, 258–272, April 19, 2023 259
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Figure 1. Measuring the activity of individual TFs against benchmark regulatory sequences

(A) Schematics of the minimal even-skipped stripe two enhancer (eve2) transcription reporter constructs. Each contains the even-skipped promoter driving

expression of 24 repeats of the MS2 stem-loop sequence followed by a partial sequence of the bacterial lacZ operon. eve2:neutral contains a spacer sequence

with no predicted transcription factor binding sites (dashed line). eve2:wt is eve2 with a spacer containing the wild-type locus sequence between the enhancer

and the promoter. The three transcription factor reporters—eve2[Zld]:neutral, eve2[Bcd]:neutral, and eve2[Dst]:neutral—are identical to eve2:neutral but contain

two mutations to add predicted binding motifs for a single transcription activator (dashed box), either Zld, Bcd, or Dstat, respectively. Colored bars are tran-

scription factor binding sites predicted by the software SiteOut.60 Hb, Kr, and Gt stand for Hunchback, Kruppel, and Giant, respectively.

(B) Left: image of a 2D maximum projection of the diSPIM microscope field of view with histone-red fluorescent protein (magenta) and GFP-MS2 coat protein

(green). Gallery images: magnified view of the marked region over time showing a detected active transcription locus. t = 0 corresponds to the beginning of

nuclear cycle 14. Scale bars, 10 mm.

(C) Example MCP-GFP fluorescence emission record from a single nucleus during NC 14. Green marks detected active transcription signal; gray marks intervals

during which no fluorescent signal was detected.

(D) Dynamic transcription profiles during NC 14 for the constructs in (A). Binary detection of the number of detected active transcription loci within themicroscope

field of view from two replicate experiments for each construct. There are 4,535 loci detected across 114 active nuclei for eve2:neutral, 5,265 loci from 238 nuclei

for eve2:wt, 3,631 loci from 289 nuclei for eve2[Zld]:neutral, 1,512 loci from 113 nuclei for eve2[Bcd]:neutral, and 4,535 loci from 207 nuclei for eve2[Dst]:neutral.
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and imaged while in a bath of Schneider’s media (STAR

Methods). We found that embryos were equally viable when

imaged using both techniques.61 However, diSPIM has other

advantages, namely decreased photobleaching rates and

phototoxicity for a comparable signal-to-noise ratio,69–71 without

the loss of spatial or temporal resolution. Here, we chose an

excitation laser power and image acquisition frequency that

did not artificially shorten MCP-green fluorescent protein (GFP)

signal dwell times through photobleaching and minimized any
260 Cell Systems 14, 258–272, April 19, 2023
bias toward long dwell times (i.e., did not miss short dwell times;

see Figure S1 and STAR Methods).

We observed the appearance of the MCP-GFP signal as

diffraction-limited spots above the background (Figure 1B).

This signal was colocalized with the histone-red fluorescent pro-

tein (his-RFP) signal, reflecting the binding of many MCP-GFP

proteins to nascent RNA in complex with actively transcribing

RNA polymerase II proteins (RNA Pol II) within individual nu-

cleus.72 As in previous studies, we interpreted the appearance
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of signal from the MBS repeats as the start of active transcrip-

tion.67,68,73 When the transcription signal later disappeared,

presumably due to transcript termination by most or all actively

transcribing RNA Pol II and subsequent release of the fluores-

cently tagged mRNA, this was scored as the end of active

transcription.

Scoring genuine active transcription from MS2/MCP records

is challenging due to inherent extrinsic noise. We therefore

determine instances of active transcription using integrated fluo-

rescence intensity, size, and shape of MS2/MCP signal and hys-

teresis. To account for size and shape, we assume that actual

transcription gives rise to a signal that is well described by a

two-dimensional Gaussian. We also assume that single frame

dropouts (where fluorescence decreases abruptly) are an exper-

imental artifact; we therefore allow for hysteresis in tracking

spots to avoid scoring artificially short records. We report binary

transcription signals; thus, none of the measurements reported

here rely on fluctuations in signal intensity. We chose this

approach in an attempt to minimize biases that may arise from

artifacts that contribute to large fluctuations in MS2/MCP signal

intensity. Representative fluorescence intensity records, along

with a detailed description of how transcription was scored,

are in Figure S2.

For each imaging replicate, acquisition began during NC 13,

and analysis was performed on all time points from the start of

NC 14, defined here as the end of anaphase, until the onset of

gastrulation. In a comparison of biological replicates, we found

the distributions derived from the MCP-GFP transcript signal

were largely indistinguishable, save for those of eve2:neutral,

which drove weaker expression (Figure S4). For eve2:neutral,

no nuclei exhibited MCP-GFP signal above detection threshold

until �20 min into NC 14 (Figure 1D, black curve), compared

with <10 min reported by Bothma et al. for an MS2 reporter

driven by eve2 flanked by sequences from the endogenous

even-skipped locus. In addition, transcription driven by eve2:n-

eutral was detected in a small number of nuclei compared with

that same reporter.59 We thus acquired additional replicates of

eve2:neutral. All data wrangling and analysis were conducted

with custom MATLAB software that was in part adapted from

an existing platform (see data and code availability).74

Active transcription was not observed outside the stripe 2

pattern during NC 14, except in select cases, wherein the tran-

script signal was detected within the domain of eve stripe 7,

which was expected, given previous reports that used transcrip-

tion reporters for eve2.59,75–77 The anterior and posterior edges

of the stripe 2 domain are set by repressor proteins, including

Giant and Kruppel, that bind to sequences within eve2.53,78 We

limited our analysis to the nuclei located in the center of the stripe

(Figure S3), where these repressive interactions areminimized, in

an attempt to isolate activating TF activity from repressive TF ac-

tivity. Oftentimes, we observed multiple instances of active tran-

scription within the same nucleus (e.g., Figure 1C, green),

consistent with a previous study of eve2.59

An extended region upstream of even-skipped that
includes eve2 drives a normal pattern of expression
To investigate the cause of the weak expression driven by

eve2:neutral, we created a second reporter, eve2:wt, containing

a 1,517 bp sequence identical to the 50 region of the endogenous
even-skipped locus, composed of eve2 and the 1,033 bp

sequence between eve2 and the promoter (Figure 1A). The

1,033 bp endogenous sequence contains multiple predicted

TF binding motifs, including those for Bcd, Zld, and DStat.

eve2:wt was also integrated into attP2 and imaged as described

above.

In contrast to eve2:neutral, eve2:wt drove early, persistent

transcription (Figure 1D, gray curve) in nearly all the nuclei within

the center of the stripe 2 domain (Figure S1). Transcription driven

by eve2:wt was detected earlier in the NC, occurred in more

nuclei, and was more persistent throughout NC 14. This is

consistent with a previous study where an MS2 reporter driven

by a similar extended version of eve2 was shown to drive a

normal pattern of expression.59

Designing regulatory sequences to measure the activity
of individual TFs
Our strategy to measure the kinetic roles of different activating

TFs was to add binding sites for those TFs to an enhancer scaf-

fold and measure the resulting differences in expressions. This

required a scaffold where the consequences of additional activa-

tion are not obscured by a high baseline of the transcription

signal. In previous studies, high levels of activity were thought

to obscure the detection of transcriptional bursts.36,67,68 The

eve2:neutral reporter, with its weak basal expression, provides

this scaffold. We therefore created a set of variants of eve2:neu-

tral designed to recruit additional specific TFs to the reporter. For

each variant, we introduced two DNA binding motifs for a single

TF—either Zld, Bcd, or Dstat—by making two short-sequence

mutations (8–10 nucleotides) in the same location in eve2, cho-

sen to minimize the disruption to other TF binding sites (see

STAR Methods). Each of these activating TF reporters—eve2

[Zld]:neutral, eve2[Bcd]:neutral, and eve2[Dst]:neutral—were

incorporated into attP2 and imaged as above (Figure 1A). Note

that eve2:wt acts as an approximation of the upper-bound for

transcription activation by eve2:neutral and its variants and is

therefore an informative benchmark for qualitative comparisons.

However, all quantitative comparisons that follow are between

eve2:neutral and its variants, the TF reporters.

All three of the TF reporters induced transcription that ex-

ceeded that of eve2:neutral. Each dramatically altered the dy-

namic transcription profile (Figure 1D) and did so in a unique

way. eve2[Bcd]:neutral-induced transcription similar to that of

eve2:neutral but earlier and in a greater number of nuclei. eve2

[Dst]:neutral and eve2[Zld]:neutral also induced transcription

earlier than eve2:neutral but in far more nuclei, similar to that of

eve2:wt. However, the timing of activation by eve2[Dst]:neutral

and eve2[Zld]:neutral was different. The dynamic transcription

profile of eve2[Zld]:neutral peaked early in the NC then decayed

quickly, again similar to eve2:wt, whereas that of eve2[Dst]:neu-

tral had a later, broader peak. Tomake quantitative comparisons

between the TF reporters, we employed a collection of simple

empirical models, as described in the next section.

Empirical kinetic models distinguish the roles of Zld,
Bcd, and Dstat in regulating transcription
We analyzed the transcription records for eve2:neutral and

each TF reporter and report the distributions of three different

measurements—the first-passage time, the active transcription
Cell Systems 14, 258–272, April 19, 2023 261
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Figure 2. First-passage activation kinetics

(A) Graphical depiction of a first passage into transcription measurement.

Emission record as in Figure 1C. The arrow denotes the first-passage time for

this nucleus. Cartoon: during this interval the transcription reporter transitions

from a state incapable of activating transcription (left), through a number of

rate-limiting steps (dashed arrow), to a transcriptionally competent one that

activates transcription (right). Themathematicalmodel (Equation 1) is shown at

the bottom.

(B) Cumulative first-passage distributions (solid curves) overlaid with a model

(Equation 1, dashed curves) with the characteristic number of rate-limiting

steps, k, a characteristic time constant for each of those steps, t0, and the

fraction of active nuclei within the center of the stripe, Af ; see Table 1 for

parameter values. The curves are normalized to the total number of nuclei in

the center of the stripe (see Figure S3). There were 74 active nuclei and 166

nuclei total in the center of the stripe for eve2:neutral; 79/88 nuclei were active

in the center of the strip for eve2:wt; 90/103 for eve2[Zld]:neutral; 67/91 for

eve2[Bcd]:neutral; and 86/93 for eve2[Dst]:neutral. Shaded regions represent

the 90% confidence intervals from bootstrapping methods (see STAR

Methods).

ll
OPEN ACCESS Article
lifetime, and the idle period—which we explain below. These

MS2/MCP measurements are straightforward and their distribu-

tions are simple to extract from any live imaging dataset (see dis-

cussion). To analyze the shape of these distributions and to

compare across constructs, we used models commonly em-
262 Cell Systems 14, 258–272, April 19, 2023
ployed in the analysis of single-molecule data. These models

produce characteristic distributions, and we asked how well

they fit our data.74 Multiple models were compared with each

experimental distribution, and the adequate fit was assessed

by howwell the features of the experimental distribution were re-

produced by the model. Adequate fits yield a set of parameters

that we compare between constructs to assess the ways in

which the kinetic roles of these TFs are similar or different. How-

ever, we emphasize that the absolute values of these parameters

are not necessarily informative, but their values relative to one

another are. Because the number and affinity of binding sites

for each of Zld, Bcd, and Dstat differ within eve2, wemade direct

comparisons between each TF reporter and eve2:neutral.

First-passage times

There are dramatic differences in the dynamic transcription pro-

files of the TF reporters at early time points (Figure 1D). These dif-

ferences are represented in the distributions of first-passage

times when transcription is first detected in each nucleus in NC

14 (Figure 2). These distributions have three important features

related to themechanisms that lead to the first passage into tran-

scription. First, the maximum slope of the distribution is related

to the rate of initial transcription activation across the stripe

pattern. Second, the plateau of the distribution is the fraction

of active nuclei within the stripe. Third, the time delay between

the end of anaphase (i.e., t = 0 in Figure 2B) and the first detection

of transcription within the stripe 2 domain (e.g., Figure 2B t =

300 s and t = 1,260 s for eve2:wt and eve2:neutral, respectively)

is related to the number and length of kinetic states that regula-

tory DNA must pass through before reaching a state capable of

initiating transcription.

Choosing a model to describe the first-passage distributions

has been challenging for researchers working with MS2/MCP

data.30,33,39 One approach has been to ignore the time delay

following the end of anaphase and only consider the first-pas-

sage times once transcription has been detected in any nucleus

across the entire pattern (as in Dufourt et al.33). This is reasonable

since transcription cannot take place during mitosis—a process

called mitotic repression.79,80 We initially ignored the time delay

and attempted to apply the same models that are used to

describe single-molecule kinetics.74 These models performed

poorly. However, they taught us that the observed first-passage

distributions cannot be explained by a kinetic pathway with less

than 3 transcriptionally silent, rate-limiting steps (explained in

Figure S5). In addition, note that the time delay varies by

�900 s between the five different reporters (Figure 2B). This is

difficult to reconcile with the general mechanism of mitotic

repression, which would act similarly across reporters. These

data suggest that TFs are acting to shorten this time delay (see

discussion).We therefore employed amodel that can accommo-

date both of these observations. Namely, more than two tran-

scriptionally silent slow steps and highly variable time delays

following mitosis.

A critical choice for implementing this type of model concerns

the characteristic time constants associated with each transcrip-

tionally silent step. Although it is unlikely that they are all equiva-

lent, it is reasonable to assume that they are each of the

same order of magnitude.2,23 We chose to assume the time con-

stant of each silent step is equal. This decision was made for a

couple of reasons. First, it kept the number of free parameters



Table 1. First passage into active transcription model

parameters

Af k t0

eve2:neutral 0.45 ± 0.04 11.3 ± 1.2 205 ± 20 s

eve2:wt 0.90 ± 0.03 4.1 ± 0.4

eve2[Zld]:neutral 0.87 ± 0.04 4.4 ± 0.5

eve2[Bcd]:neutral 0.74 ± 0.05 8.5 ± 1.0

eve2[Dst]:neutral 0.92 ± 0.06 8.5 ± 0.9

See Equation 1. The characteristic lifetime for all rate-limiting steps, t0,

was globally fit to all five transgenic reporters. Standard errors were

computed using bootstrapping methods (see STAR Methods).
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lower than a model that allowed the rate of each silent step to

vary independently. Second, we had little a priori evidence of

what, biologically, these silent steps might represent and what

their cognate rates might be. Finally, this choice aligns with

previous studies.30,33 From this, we are forced to assume that

the number of rate-limiting steps must change to account for

the differences in the first-passage distributions in Figure 2B.

This is not to say that the kinetic pathway itself changes, only

that under different circumstances, some steps become fast

and are no longer rate limiting. Finally, due to the limitations of

the perturbations here, the model must be agnostic to exactly

what the rate-limiting steps represent biochemically and the or-

der in which they occur. We discuss other modeling options in

the discussion.

From these choices, we arrived at a linear kinetic model of

several steps, each with an equivalent characteristic time con-

stant. Each step is assumed to be irreversible. This simplifying

assumption is likely not appropriate for every step in the kinetic

pathway, but mathematically, the mean rate of transcription

from any linear kinetic scheme containing reversible steps can

be substituted by an equivalent scheme of irreversible steps

through the addition of pseudo-steps that do not represent

biochemical reactions.2 Therefore, the qualitative conclusions

here will likely be unchanged even if the true kinetic scheme con-

tains reversible steps. We emphasize that our question is simply

whether the kinetic roles of individual TFs are distinguishable;

this does not require a strict interpretation of the actual values

of the parameters, only their relative values.

Statistical assessments of error for this and other models were

assumed to lie at the level of individual nuclei and not at the level

of individual embryos. This approach is common with data from

single nuclei.81 This assumption is reasonable, considering that

within the same nucleus, transcriptions from two alleles of the

same gene are not strongly correlated.82 In addition, we have

(1) limited the analysis to a narrow region within the center of

the stripe 2 pattern (Figure S3), where the extra-nuclear environ-

ment is similar, and (2) limited the measurements that we report

to those which do not obviously suffer from embryo-to-embryo

variability, such as pattern border location.83 This strategy fortu-

itously confers the statistical power of many independent mea-

surements (i.e., nuclei) onto these data, rather than a few (i.e.,

embryos; see STAR Methods and Figure S4).

We described the first-passage distributions with a

gamma distribution model (a generalization of the Poisson

distribution):
Pi
first passage

�
t
��t0; ki;Ai

f

�
= Ai

f

h
ðt0Þk

i

G
�
ki
� i� 1

tk
i � 1 expð � t=t0Þ

(Equation 1)

Where ih eve2:wt, eve2:neutral, eve2[Zld]:neutral, eve2[Bcd]:

neutral, or eve2[Dst]:neutral. Af is the active fraction of nuclei in

the center of the stripe, t0 and k are the gamma distribution scale

and shape parameters, respectively, and G is the gamma func-

tion (Figure 2B, smooth curves; Table 1). Gamma distributions

have been applied in various contexts of biology, for example,

to determine the mechanism of molecular motors from single-

molecule data.84 Dufourt et al. did so for the measurements

similar to those in Figure 2.33 k can be interpreted as the average

number of rate-limiting steps, whereas t0 can be interpreted as

the characteristic time constant of each of these steps. Here,

we chose to fit the time constant, t0, globally to all five reporter

datasets while simultaneously fitting the number of steps, k,

independently for each reporter construct (see STAR Methods

for an explanation of this choice).

From the model, the first-passage distributions can be

explained by varying numbers of rate-limiting steps, each

with a characteristic time of 205 ± 20 s. Each of the activating

TF reporters increased the active fraction of nuclei within

the stripe relative to eve2:neutral (Af in Table 1). This quan-

tifies what would be expected from inspection of the dynamic

transcription profiles in Figure 1D. In addition, all reporters

decreased the number of rate-limiting steps relative to eve2:

neutral: k = 11.3 ± 1.2 for eve2:neutral, 8.5 ± 1.0 and 8.5 ±

0.9 for eve2[Bcd]:neutral and eve2[Dst]:neutral, respectively,

and 4.1 ± 0.4 and 4.4 ± 0.5 for eve2:wt and eve2[Zld]:

neutral, respectively. Regardless of the detailed interpretation

of this model, it is clear that although all reporters reduce the

number of rate-limiting steps on the path to first-passage tran-

scription activation, those that bind Zld (eve2:wt and eve2

[Zld]:neutral) do so to a large extent. This explains much of

the differences in the dynamic transcription profiles of Fig-

ure 1D, but not entirely. The TF reporters must be acting to

tune other kinetic parameters in addition to the first-pas-

sage time.

Active transcription lifetimes

An active transcription lifetime is the time over which a signal is

continuously detected within a single nucleus (Figure 3A). This

value is proportional to the number of RNA molecules synthe-

sized during that time interval.59 The cumulative distributions

in Figure 3B show the survival of the active transcription life-

times. The rate at which these curves fall off for increasing

active transcription dwell time (i.e., the slope) is proportional

to the rate by which active transcription turns off (see STAR

Methods).

These curves can reveal one or more types of activation pre-

sent in the distribution, each type defined by a characteristic life-

time.74 For example, the distributions in Figure 3B do not reflect

the presence of a single characteristic lifetime (Figure S6). They

are not straight but kinked; the kink separates two regions of the

curves, each with a distinct slope. This led us to apply a biexpo-

nential probability density function, which is commonly used to

describe chemical kinetics (e.g., Friedman and Gelles15) to

model these distributions:
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Figure 3. Active transcription and idle period kinetics

(A) Graphical depiction of active transcription lifetime measurements. The double-headed arrows denote two example intervals of active transcription. Cartoon:

during these intervals, the reporter locus transitions from a state containing many RNA polymerase molecules (gray bean) undergoing RNA synthesis (green line)

to one lacking detectable active transcription (green stars). The model (Equation 2) is shown at the bottom.

(B) Cumulative lifetime distributions of active transcription (solid curves). n = 190, 507, 363, 236, and 444 for eve2:neutral, eve2:wt, eve2[Zld]:neutral, eve2

[Bcd]:neutral, and eve2[Dst]:neutral, respectively. Data are overlaid with a model (Equation 2; dashed curves). Shaded regions represent 90% confidence in-

tervals from bootstrapping methods using 10,000 simulated datasets (STARMethods). The mean and standard error of the model parameters, time constants t1
and t2, and relative amplitude A are to the right. These plots also show 1,000 randomly selected parameter sets from fitting Equation 2 to simulated data from

bootstrapping (points). The bimodal nature of the eve2:neutral parameter values is due to simulated data frequently lacking a substantial long-lived population,

making those distributions best characterized solely by the t1 parameter (with A = 1).

(C) As in (B), but the data have been partitioned into the 20% of active transcription lifetimes that first appear during NC 14 (see STAR Methods). n = 37, 104, 75,

51, and 89 for eve2:neutral, eve2:wt, eve2[Zld]:neutral, eve2[Bcd]:neutral, and eve2[Dst]:neutral, respectively.

(D–F) Idle transcription period. (D) Graphical depiction of idle transcription period measurements. The double-headed arrows denote two idle periods. Cartoon:

during these intervals, the transcription reporter locus transitions from a state lacking active transcription to one containing many RNA polymerase molecules

undergoing RNA synthesis. Themodel (Equation 3) is shown at the bottom. (E) Cumulative frequency distributions of the idle periods (left). The inverse of themean

idle period, in units of s�1, can be read directly from these distributions via the vertical axis intercept (inset); these, along with their standard error, are depicted on

the right. See Table 3. n = 116, 428, 273, 169, and 358 for eve2:neutral, eve2:wt, eve2[Zld]:neutral, eve2[Bcd]:neutral, and eve2[Dst]:neutral, respectively. (F) As in

(E), but for the 20% of idle periods that first occur during NC 14.
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Table 2. Model parameters values for active transcription

A t1 t2

All lifetimes eve2:neutral 0.43 ± 0.12 36 ± 8 s 140 ± 20 s

eve2:wt 0.71 ± 0.05 59 ± 7 s 370 ± 50 s

eve2[Zld]:neutral 0.65 ± 0.09 45 ± 8 s 230 ± 40 s

eve2[Bcd]:neutral 0.58 ± 0.12 53 ± 14 s 220 ± 40 s

eve2[Dst]:neutral 0.59 ± 0.04 42 ± 5 s 360 ± 40 s

Early lifetimes eve2:neutral 0.56 ± 0.12 34 ± 10 s 200 ± 50 s

eve2:wt 0.48 ± 0.07 45 ± 10 s 500 ± 70 s

eve2[Zld]:neutral 0.26 ± 0.16 22 ± 7 s 310 ± 60 s

eve2[Bcd]:neutral 0.47 ± 0.12 41 ± 16 s 320 ± 60 s

eve2[Dst]:neutral 0.51 ± 0.08 39 ± 9 s 600 ± 120 s

Later lifetimes eve2:neutral 0.38 ± 0.27 34 ± 12 s 120 ± 40 s

eve2:wt 0.78 ± 0.10 63 ± 12 s 280 ± 80 s

eve2[Zld]:neutral 0.68 ± 0.15 44 ± 10 s 150 ± 50 s

eve2[Bcd]:neutral 0.48 ± 0.24 48 ± 17 s 160 ± 50 s

eve2[Dst]:neutral 0.56 ± 0.06 40 ± 5 s 270 ± 30 s

See Equation 2. Early lifetime distributions are composed of the first 20% of active transcription intervals detected for each reporter. Later distributions

are composed of the other 80%. Standard errors were computed using bootstrapping methods.
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Where t1 and t2 are characteristic lifetimes, and A and 1� A

are the relative amplitudes of each, respectively (Figure 3B,

smooth curves). These parameters were determined by

maximum likelihood fitting to the distributions of active transcrip-

tion lifetimes (Table 2; see STAR Methods). The slope of the

model over short lifetimes is proportional to the inverse of a

short-lived characteristic time, t1, and the slope at longer dwell

times is proportional to the inverse of a second, longer-lived

characteristic time, t2. In other words, once activated, for both

eve2:neutral and eve2:wt, transcription does not turn off sto-

chastically with a single characteristic lifetime.

Kinetically, each of these two types of activations represents a

state of the system, each of which contributes to both terms in

Equation 2. The exact details of the biochemical identities, stabil-

ity, and pathways of these states cannot be determined from the

data and analysis here.

The model in Equation 2 revealed the kinetic differences be-

tween activation by eve2:wt and activation by eve2:neutral.

The apparent increase in transcription driven by eve2:wt was

due to longer characteristic times, t1 and t2, as would be ex-

pected a priori. However, an interesting wrinkle emerged from

the application of the model. The fraction of long-lived lifetimes,

ð1 � AÞ, was greater for eve2:neutral. eve2:wt drove greater

transcription than eve2:neutral, but it did so while activating, pro-

portionally, more frequent short lifetimes.

Thebiexponential natureof the active transcription lifetimeswas

unexpected. We hypothesized that this reflects a change of the

gene regulatory network over time, and therefore, characteristi-

cally longer active lifetimes only occur early in NC 14. To test

this, we divided the active lifetime measurements of Figure 3B

into two subsets: those that first activated early inNC14 and those

that first activated later (Figures3CandS7, respectively; seeSTAR
Methods). We applied the model in Equation 2 to each of the two

subset distributions (early and later) of eve2:wt and eve2:neutral.

These subsets yielded characteristic lifetimes, t1 and t2, similar

to those of the whole distributions (Table 2). However, the relative

amplitudes, A and 1 � A, were different. In each case, the relative

amplitude for the early distribution was dominated by long-lived

activations (i.e., ð1 � AÞ>A). For eve2:wt, the amplitude of long-

lived activations for the early distribution was 1 � Aeve2:wt;early =

0:52±0:10, up from 1 � Aeve2:wt = 0:29±0:05 for the whole

distribution. For eve2:neutral, the long-lived amplitude was

1 � Aeve2:neutral;early = 1:00± 0:12 for the early subset, compared

with 1 � Aeve2:neutral = 0:57±0:12 for the whole distribution. The

biexponential nature of these distributions cannot entirely be

attributed to a hand-off between gene regulatory networks over

the course of NC 14 (see discussion).

We determined how additional activities of Zld, Bcd, and Dstat

in the TF reporters affected the characteristic active lifetimes by

applying the model in Equation 2 to their respective distributions

(Figure 3B). This revealed that only eve2[Dst]:neutral displayed

active lifetime kinetics that were different from eve2:neutral

(Table 2). Most notably, eve2[Dst]:neutral induced longer long-

lived active times (t
eve2½Dst�:neutral
2 > teve2:neutral2 ). When these distri-

butions were divided into early and later subsets, this trend held

up for the later active lifetime distributions (Figure S7; Table 2).

However, for the subset of early active times, all three activator

reporters showed an increase in the characteristic lifetime for

long-lived active times, t2 (Figure 3C; Table 2). Two conclusions

can be drawn. First, the TF reporters increase active lifetimes by

altering the long-lived characteristic time, t2, and not the short-

lived characteristic time, t1, nor the fraction of long-lived events,

1 � A. Second, at any given time point during NC 14, more

nuclei will be undergoing active transcription for each of the acti-

vating TF reporters compared with eve2:neutral. The modulation

of the active transcription lifetime therefore meaningfully contrib-

utes to the differences in the dynamic transcription profiles of

Figure 1D.
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Idle transcription

We define idle transcription as the interval of time between the

end of one observed active transcription interval and the begin-

ning of the next within the same nucleus (Figures 3D, S8, and S9).

During these intervals, the MCP-GFP transcription signal was

below the detection threshold. Analogous to a car engine that

idles while waiting at a stop light, transcriptionmay still be occur-

ring during these periods, but at a level that we could not detect.

As with active transcription lifetimes, idle periods are related to

the number of transcripts synthesized over NC 14; decreasing

the idle period increases the total time over which a locus is

actively transcribing. Modulating the length of idle periods in a

time-dependent fashion can regulate when and how much of a

transcript is produced.

We attempted to describe the idle period distributions with a

kinetic model similar to the model that was used to describe

the active transcription distributions (Figure S9). This attempt

was unsuccessful but informative. Both the shape of the distribu-

tions (Figure S9B) and the model parameter values (Figure S9C)

indicated that a single-exponential model was the best charac-

terization of the data (explained in Figure S9). The characteristic

time constant of a single-exponential distribution is the mean of

that distribution. Accordingly, we chose to use the mean idle

period to make comparisons.

The mean idle period is:

Ti = 1

,
Ni
XNi

j = 1

Li
j

ni
j

(Equation 3)

Where N is the total number of nuclei with at least one

detected active transcription interval, L is the cumulative

length of time during which no transcription signal was detected

in these same nuclei (see Figure S8), and n is the number of

active transcription lifetimes (of any length) observed in these

nuclei.

When considering the entirety of NC 14, the mean idle period

increased for each of the TF reporters when compared with

eve2:neutral (Figure 3E). These results likely do not represent

meaningful biological conclusions; because eve2:neutral turns

on transcription so late in the NC, there is little opportunity for

long idle periods to occur before the onset of gastrulation (Fig-

ure S8). Thus, eve2:neutral drives short idle periods, and all

TFs appear to increase idle periods in comparison. However,

when analyzing idle periods that take place just after a nucleus

turns on (see STAR Methods), eve2[Zld]:neutral showed a signif-

icant decrease in mean idle period relative to eve2:neutral,

whereas eve2[Bcd]:neutral and eve2[Dst]:neutral showed no

significant effects (Figure 3F).
DISCUSSION

Our goal was to determine the kinetic roles of three different

TFs known to activate transcription in the Drosophila blasto-

derm embryo. We measured their effects on transcription in

living embryos using a set of transcription reporters wherein

the variants of eve2 drive MCP-GFP marked nascent tran-

scripts and contextualized our measurements using models

derived from chemical kinetics. We characterized two bench-
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mark reporters that served as effective lower and upper bounds

for each measure of transcriptional activity, which allowed us to

discern the effect of individual TFs by comparison. Straightfor-

ward inspection of the data yielded qualitative insights into

roles for the three TFs: Zld, Bcd, and Dstat. Quantitative anal-

ysis with our empirical models provided additional insights by

contrasting the probability distributions of first-passage activa-

tion times, active transcription lifetimes, and idle periods asso-

ciated with each transgenic reporter. We found that the active

transcription lifetime and mean idle period changed over time,

with longer activation lifetimes and shorter idle periods early in

the NC 14. We further found that each TF drove transcription in

kinetically distinguishable ways, as summarized in Figure 4 and

discussed in more detail below. Our results support the feasi-

bility of kinetic synergy in eukaryotic gene regulation. Our re-

sults also highlight unresolved questions, including how TFs

bound outside of canonical enhancers affect transcriptional

output and how different combinations of TFs can achieve

similar transcription outputs.

Insights into transcriptional kinetics
Inferring kinetic roles from dynamical data requires a mathemat-

ical model. To date, there are several examples of studies that

use math models to describe MS2/MCP experiments (e.g., Eck

et al.,30 Lammers et al.,40 and Zoller et al.85). These models

assumed a kinetic scheme, typically composed of two states,

then attempted tomeasure transitions between or the probability

of these states. This ‘‘forward theory’’ approach has the potential

to realize the rate-limiting steps of regulation andwill be essential

to understanding how proteins and nucleic acids collectively

give rise to transcription regulation.86,87 Unfortunately, these

models are often phenomenological, given our lack of ability to

directly measure most biochemical steps of eukaryotic tran-

scription. ‘‘Reverse theory’’ (e.g., empirical theory), although

lacking the predictive power of forward theory, nonetheless,

has provided mechanistic insight into molecular interactions

and regulatory concepts. Here, we argue that when the underly-

ing kinetic scheme cannot be explicitly perturbed and may be

‘‘hideously complicated,’’ an empirical approach makes ‘‘good

sense.’’87 Although this approach contains certain assumptions,

like any other, its power stems from a lack of assumptions about

the underlying kinetics, mitigating concerns around the correct-

ness of the model.

Themodels used here are agnostic to the underlying biochem-

ical states of the transcriptional system. In effect, we are summa-

rizing the kinetics of transcription signals by using empirical

models to describe probability distributions. The time constants

reported here are related, but not identical, to the underlying ki-

netic pathway of transcription. This is in contrast to other studies

that have attempted to measure the kinetics of nascent

transcription in embryos by using forward theory by assuming

an underlying kinetic model. For example, Xu et al. assumed a

two-state model of transcription, then extracted the rates be-

tween the states by fitting their model to distributions of nascent

transcripts as measured in fixed embryos using single-molecule

FISH.81 Lammers et al. also assumed an underlying two-state

model, then measured transitions between them by inferring

the state of the system from the intensity record of a fluorescent

MS2/MCP reporter.40
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Figure 4. Kinetic roles of three transcriptional activators

(A) A graphical summary of the impact of each TF on each kinetic parameter. The arrows denote whether a parameter is increased or decreased by a TF.

Parameter changes consistent with activation (i.e., lead tomore transcription) are shown in green and changes consistent with repression in red. Beige and peach

mark the first-passage transcription model parameters (Equation 1), blue marks the mean idle period (Equation 3), and purple the active transcription model

parameters (Equation 2). The gray-shaded region denotes active and idle parameters early in NC 14.

(B) Model of transcription and its regulation during NC 14. Colored regions are as in (A). All three TFs increase the fraction of active nuclei (arrow in beige region),

and they decrease the number of steps to first-passage transcription (arrow in peach region). At different times during NC 14, the TFs promote active transcription

by suppressing the transition from the active to the idle state (T-bars in purple regions). Early in NC 14, Zld increases transcription by increasing the rate into the

active state from the idle state, while Dst does so later (arrows in blue regions). Zld decreases this same rate later in the NC 14 (T-bar in blue region). The ellipsis

represents a variable number of rate-limiting steps on the pathway to first-passage transcription.
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In this work, we sought to quantify how dynamic transcrip-

tional outputs changed with increased Zld, Bcd, and Dstat activ-

ities; our goal was to ask whether these three TFs had kinetically

distinguishable roles. This goal had the advantage of not

requiring any assumptions about the kinetic scheme a priori. It

only requires precisely characterizing differences in transcrip-

tional outputs. Our approach has well-established methods for

its application74,88 and relies on a simple binarization of MS2/

MCP data (STAR Methods). It is broadly applicable to all live im-

aging transcription studies.

Our analysis was restricted to the distributions of first-passage

activation times, active transcription lifetimes, and idle periods.

Other distributions, including fluorescence intensity (signal

brightness) and intensity fluctuations (noise), were not included

due to the dependency of these measurements on experimental

conditions that are difficult to control. These include excitation

laser drift and day-to-day variability, heterogeneous illumination

across the field of view of the microscope, nucleus-to-nucleus

variation in the depth of the reporter gene relative to the surface

of the embryo, and photobleaching of GFP fluorophores over the

course of an experiment. All of these sources of extrinsic noise

bias fluorescence intensity measurements must be accounted

for when reporting those distributions. These variables can

and should be controlled to the extent that they can be (e.g.,

Figure S1). However, because we largely eschew measures

of signal intensity, the approach laid out here is robust

against them.

One notable result from this study is the large differences in the

time delays between the end of anaphase and the first detection
of transcription (Figure 2). These differences strongly suggest

that the regulation of the rates of first-passage transcription is

an important and widespread mechanism of activating TFs.

From qualitative inspection, each of the activating TFs reduced

this delay, and they did so dramatically (Figure 1D). Ourmodeling

approach further supported this observation and showed that

each TF increased the active fraction of nuclei, which had previ-

ously been shown to be important for patterning in the em-

bryo.40,67 In addition, our model showed that each TF also

decreased the number of rate-limiting steps, k. It is worth noting

that these data are also consistent with a model, wherein each

TF lowers the time constant of each of several consecutive

rate-limiting steps (this can be shown by globally fitting k while

fitting t0 to each construct individually, see STAR Methods). In

either case, each TF is implicated in regulating the kinetic steps

that lead to the onset of transcription and not just the likelihood

that a locus ever turns on.

To our knowledge, this is the second report of a biexponential

probability distribution of active lifetime MS2/MCP measure-

ments. Darzacq et al., using photoactivated MS2/MCP in

cultured human cells, reported characteristic time constants

(�33 and 250 s) of the same order of magnitude as those we

report here.89 As noted above, this implies that two stable states

of the system exist. However, what, biologically, these two sta-

ble states represent is not clear.

The short time constants reported here, t1, match well to the

time we predict a RNA Pol II molecule to process along the re-

porter gene used in these experiments. Recent reports of RNA

Pol II elongation rates in the fly blastoderm range from 40 to
Cell Systems 14, 258–272, April 19, 2023 267



Table 3. Mean idle transcription periods

T

All periods eve2:neutral 89 ± 8 s

eve2:wt 152 ± 7 s

eve2[Zld]:neutral 176 ± 9 s

eve2[Bcd]:neutral 149 ± 10 s

eve2[Dst]:neutral 108 ± 5 s

Early periods eve2:neutral 41 ± 7 s

eve2:wt 45 ± 4 s

eve2[Zld]:neutral 24 ± 3 s

eve2[Bcd]:neutral 38 ± 5 s

eve2[Dst]:neutral 46 ± 5 s

Later periods eve2:neutral 81 ± 6 s

eve2:wt 159 ± 7 s

eve2[Zld]:neutral 183 ± 10 s

eve2[Bcd]:neutral 155 ± 11 s

eve2[Dst]:neutral 110 ± 6 s

See Equation 3. Early idle times are the first 20% detected for each re-

porter. Later idle times are the other 80%. Standard errors were

computed using bootstrapping methods.
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50 bp/s.40,73 Here, the DNA template is �3,400 bp from the end

of the MS2 stem-loop cassette to the poly A termination signal.

Assuming MCP-GFP binds quickly following the stem-loop syn-

thesis and the nascent transcript is released quickly from the site

of termination, a nascent transcript would be fluorescently

tagged and colocalized with the gene locus for around 75 s,

which is somewhat consistent with the t1 values reported here,

22–63 s. One interpretation supposes that the short-lived in-

stances of transcription represent low-level stochastic initiation,

wherein up to a handful of RNA Pol II molecules are able to

initiate, elongate, and terminate together in succession before

the initiation is once again ceased. The frequency and duration

of these instances are minimally affected by TFs in this context.

Significant differences between the active lifetime distribu-

tions were almost entirely attributable to the changes in the

long-lived characteristic lifetime, t2 (Figure 3B; Table 2). This

parameter ranges from 140 to 600 s, which is longer than the

�75 s we might expect for the synthesis of a single transcript.

During elongation, RNA Pol II processes at highly variable rates90

and can enter paused states far downstream of the promoter.91

It is possible that these mechanisms lead to RNA Pol II traffic

jams on the gene, leaving fluorescently tagged elongation com-

plexes paused or arrested at the gene. The long-lived state that

we observed may represent these instances, as was proposed

by Darzacq et al.89 In our data, each TF, at one time or another,

dramatically increased the long-lived transcription lifetimes (Fig-

ure 4), suggesting the long-lived state represents a highly regu-

lated state/s, wherein many RNA Pol II molecules successively

initiate transcription and process over a time window lasting

several hundred seconds.

This work also showed that a stripe enhancer, eve2, isolated

from the other enhancers in the eve locus loses the ability to drive

expressions as NC 14 progresses (Figure 1D, gray curve),

despite the fact that the TFs that regulate eve2 remain present.

This type of ‘‘enhancer shutdown’’ is widespread in the develop-
268 Cell Systems 14, 258–272, April 19, 2023
mental networks; many developmental genes are controlled by

multiple enhancers (often called shadow enhancers) and the

regulation of these genes can transition from one enhancer to

another as the development progresses (e.g., Scholes et al.61

and Dunipace et al.92). In the Drosophila embryo, there are three

different gene regulatory networks active over NC 14 that drive

expressions of the seven pair-rule genes, including eve. The

transition between these gene regulatory networks is marked

by a change in the enhancer dependence.93 However, themech-

anisms of enhancer shutdown and/or hand-off between en-

hancers are not currently known. Our modeling revealed that

the kinetic role of a TF can change over time (Figure 4), and we

speculate that mechanisms of enhancer shutdown are related

to the changing roles of TFs at individual genes. For example,

some TFs initially have kinetic roles that lead to greater transcrip-

tion, whereas later, they have roles that lead to reduced

transcription, as discussed below. Exploring this process of

enhancer shutdown is poised to be an emerging topic in devel-

opmental biology.

Insights into TF function
Zld is thought to act as a pioneer factor in the embryo, opening

chromatin and maintaining it in a state competent for transcrip-

tion.94–96 Kinetically, it is reasonable to hypothesize that this

mechanism would decrease the number of rate-limiting steps

to first-passage transcription. Consistent with this, we found

that in this context, Zld dramatically decreased the number of

steps, k. However, Zld also affected other kinetic parameters

(Figure 4). Zld increased the transcription by increasing the

active transcription lifetimes, t2, but only for early times in the

NC. In addition, Zld increased the transcription early in the NC

by decreasing the idle period, T (Table 3). Zld has been shown

to perform multiple roles at different target genes,30,33 but to

our knowledge, this is the first evidence that it plays multiple

roles at a single gene over time.

Two Zld binding site insertions served to turn the dynamic

transcription profile of eve2:neutral into something close to that

of eve2:wt (Figure 1D). From this qualitative observation, one

might conclude that the similarity is due to a similar number of

Zld binding motifs in both eve2[Zld]:neutral and eve2:wt (see

the sequence schematics in Figure 1A), although regulatory se-

quences can be sensitive to binding motif position, orientation,

and neighboring sequences.56,97 However, our modeling does

not support this interpretation. Following the first passage into

active transcription, eve2:wt maintained active transcription by

increasing the active transcription lifetimes, t2, relative to

eve2:neutral over all of NC 14. Zld did so by increasing t2 and

decreasing the mean idle period, but only for early times in the

NC. Zld then repressed transcription later on by increasing idle

periods in nuclei that were previously active. Therefore, the

similarity between the eve2[Zld]:neutral and eve2:wt dynamic

transcription profiles cannot entirely be attributed to Zld

activity as the two regulatory sequences produce similar spatio-

temporal outputs by acting on different combinations of kinetic

parameters.

Bcd is a highly studied TF, with considerable focus placed on

how the Bcd gradient and cooperative interactions between Bcd

proteins regulate target genes.44,45,48,98–100 Our characterization

of kinetic roles found that Bcd, in this context, increased the



ll
OPEN ACCESSArticle
active fraction of nuclei and decreased the number of rate-

limiting steps to first-passage transcription. This is, perhaps,

consistent with a previous report of Bcd activity early in the NC

and its capacity for pioneering activity.98 However, early in the

NC, Bcd displayed both activating and repressing kinetic roles

by suppressing both the transition out of the active state as

well as the transition into it (Figure 4). Later in the NC, Bcd had

no significant impact on the kinetics of transcription. This may

be unsurprising, given another report that Bcd is a bifunctional

TF in certain contexts,101 but the activating/repressing activities

of Bcd reported here are different than the bifunctional regulation

previously reported. In this work, Bcd acts to tune different pa-

rameters at different times during the NC, sometimes resulting

in an increase in the number of transcripts synthesized, and other

times, resulting in a decrease. Although intriguing, these conclu-

sions should be treated with caution. In this work, the effect of

additional Bcd motifs was relatively small. Of the three activating

TF reporters, the dynamic transcription profile of eve2[Bcd]:

neutral was most similar to the baseline profile of eve2:neutral

(Figure 1D). This was to be expected for two reasons. First,

Bcd has been characterized as a weak activator.46,47 Second,

of the three TFs tested here, eve2 contains the most native bind-

ing motif sequences for Bcd (Figure 1A). Therefore, Bcd activity

may already be close to saturation. An alternative variant of the

eve2 reporter with fewer Bcd binding sites may test this hypoth-

esis and give further insights into the kinetic role of Bcd.

Dstat is ubiquitously expressed in the embryo, is known to

activate even-skipped stripe 3 and 5,51,102,103 and is thought to

activate all even-skipped enhancers.78 There are two predicted

binding motifs in eve2 and four, albeit weaker, predicted sites

in the endogenous spacer sequence (Figure 1A). Given this, it

was somewhat surprising that eve2[Dst]:neutral drove a dynamic

transcription profile that differed starkly from both eve2:neutral

and eve2:wt. In this context, Dstat exclusively displayed the ki-

netic roles that were consistent with increasing transcription

(Figure 4). These results establish a role for Dstat during the initial

activation of a locus: increasing the active fraction of nuclei and

decreasing the number of rate-limiting steps to first-passage

transcription. In addition, unlike both Bcd and Zld, Dstat acti-

vated transcription throughout NC 14 by increasing active

lifetimes.

Finally, we acknowledge the temptation to generalize the ki-

netic role for these three TFs and state clearly that we do not

claim to do so. Our data show that these TFs can perform kinet-

ically distinguishable roles, in the limited context we explore

here. This addresses our question about the plausibility of kinetic

synergy and supports the idea that TFs could be characterized

by their kinetic role. It may be that these TFs play these same ki-

netic roles in different contexts, consistent with the billboard

model of enhancers.104 However, TFs are known to exhibit

strong context dependencies. It remains to be seen whether

these roles are maintained across contexts, such as in different

binding site configurations or when embedded in different

enhancer contexts.1 Exploring how consistent a TF’s kinetic

role is across contexts is a worthy goal for future work.

Conclusions
A mandate of systems biology with respect to transcriptional

regulation is to decipher the logic of transcriptional control and
predict regulatory sequence function.105 This requires establish-

ing why specific TFs have been selected to operate at a partic-

ular gene at a particular time. We wondered whether the way

each TF activates transcription is part of the answer. TF mecha-

nisms have always been defined by the methods with which we

characterize them. Genetic approaches establish proteins as

activating or repressing, biochemistry identifies the complexes

a protein interacts with, and genomics establishes the genetic

targets of a protein. Each approach plays a role in unveiling the

mechanisms by which TFs regulate transcription. A niche of

live imaging—by MS2/MCP and other methods—is to define

the kinetic mechanisms of regulation. The shortcoming of this

approach is its scalability. It is difficult to imagine applying

this approach to, for example, the hundreds of human TFs.13

This is, however, a tractable task within the blastoderm with

its �40 TFs present,106 once again placing the blastoderm as a

model for higher organisms.28

The results presented here complicate conventional mecha-

nistic labels for TFs such as activators, repressors, pioneer fac-

tors, and bifunctional factors. In this instance, Bcd and Zld act to

unequivocally increase transcriptional outputs, but they do so by

both activating some kinetic steps while repressing others (Fig-

ure 4). Does this make them activators or bifunctional factors?

Each TF plays a significant role during the first-passage activa-

tion. Does this qualify each of them as a pioneer factor? Zld

has a complicated kinetic role throughout the NC that includes

more than what might reasonably be attributed to a pioneer

factor. Defining TFs by their kinetic roles skirts these ambiguities.

It builds on a foundation with which we can work toward predict-

ing transcriptional outputs a priori.
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STAR+METHODS
KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Experimental models: Organisms/strains

yw; His2Av-mRFP1; MCP-NoNLS-eGFP Garcia et al.67 N/A

y[1] w[67c23]; P{y[+t7.7]=CaryP}attP2 Bloomington Stock Center RRID: BDSC_5253

y[1] w[67c23]; P{eve2:neutral}attP2 This study Stock No. 750, eve2:neutral

y[1] w[67c23]; P{eve2:wt}attP2 This study Stock No. 751, eve2:wt

y[1] w[67c23]; P{eve2[Zld]:neutral}attP2 This study Stock No. 754, eve2[Zld]:neutral

y[1] w[67c23]; P{eve2[Bcd]:neutral}attP2 This study Stock No. 753, eve2[Bcd]:neutral

y[1] w[67c23]; P{eve2[Dst]:neutral}attP2 This study Stock No. 755, eve2[Dst]:neutral

Deposited data

MS2 data – maximum projections This study https://doi.org/10.5281/zenodo.6313179,

https://doi.org/10.5281/zenodo.6313548

MS2 data – data files This study https://doi.org/10.5281/zenodo.6554150

Software and algorithms

MATLAB_R2019b MathWorks https://www.mathworks.com

Custom analysis scripts This study https://github.com/tth0603/flimscroll
RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources and reagents should be directed to Angela DePace, angela_depace@hms.

harvard.edu.

Materials availability
The plasmids generated in this study are available upon request.

The fly strains generated in this study are available upon request.

Data and code availability
All data have been deposited at Zenodo (In these archives, source data are provided asmaximum projection images (https://doi.org/

10.5281/zenodo.6313179 and https://doi.org/10.5281/zenodo.6313548) as well as data files (https://doi.org/10.5281/zenodo.

6554150) that can be read by the Matlab program and scripts that were used to generate these figures.) and are publicly available

as of the date of publication. The DOI is listed in the key resources table.

All original code has been deposited at Github (https://github.com/tth0603/flimscroll) and is publicly available as of the date of pub-

lication. The DOI is listed in the key resources table.

Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request

Source data for Figures 1B–1D, 2B, 3B, 3C, 3E, 3F, and S1–S9 are archived at https://zenodo.org. In these archives, source data

are provided as maximum projection images (https://doi.org/10.5281/zenodo.6313179 and https://doi.org/10.5281/zenodo.

6313548) as well as data files (https://doi.org/10.5281/zenodo.6554150) that can be read by the Matlab program and scripts that

were used to generate these figures. This archive contains an index that explains which images and data files belong to each

experiment.

TheMatlab scripts and program that were used to segment and track nuclei and spots of transcription, colocalize spots with nuclei,

and analyze the subsequent data to produce figures are publicly available at https://github.com/tth0603/flimscroll.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Drosophila lines
Flies were raised on standard cornmeal-molasses-agar medium and grown at 25� C. The sex of the embryos used in this study was

not determined.
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METHOD DETAILS

Cloning and transgenesis
An MS2 transcription reporter gene was placed in the pBOY vector backbone (Hare et al.107) using Gibson isothermal assembly.108

The reporter consisted of the Drosophila melanogaster even-skipped core promoter, a 1295 bp sequence encoding 24 tandem re-

peats of MS2 stem loops (Hocine et al.63; Addgene #45162), 3 kb of the lacZ gene, and the alpha-tubulin 30 UTR. For eve2:neutral, we

computationally designed a sequence predicted to lack binding motifs for regulatory proteins active in patterning the blastoderm

embryo, motifs for architectural binding proteins, and core promoter sequences using the online binding motif removal tool

SiteOut.60,61 This sequence, along with the 484 basepair minimal eve2 sequence,53 was commercially synthesized (GenScript

gene synthesis services) and cloned into our reporter plasmid through isothermal assembly.108 For eve2:wt, the 1033 bp that

separate minimal eve2 and the even-skipped promoter were PCR amplified from genomic DNA, then inserted into our reporter

plasmid along with eve2 also using isothermal assembly. For eve2[Zld]:neutral, a sequence identical to eve2 save for two motif

mutations—tccgccgat became tAATccgat at 299 bp with respect to the 50 end of eve2 and ttctgcggg became ttAATcCgg at

323 bp—was synthesized and cloned as above. For eve2[Bcd]:neutral, the mutations to eve2 were: tccgccgat became tcAgGTATt

and ttctgcggg became ttcAgGTAg. For eve2[Dst]:neutral the mutations to eve2 were: tccgccgat became tTcCcGgaA and ttctgcggg

became ttcCCGgAA.

We verified the sequence of the enhancers and promoter of all reporter constructs prior to injection, and checked the length of the

MS2 cassette by restriction digest. The pBOY backbone contains an attB site for phiC31-mediated site-specific recombination109

and a mini-white gene for transformant selection. For each construct, BestGene Inc. (Chino Hills, CA) injected midi-prepped DNA

into 200 embryos of Bloomington Stock BL8622, which contains the attP2 landing site on chromosome 3L.110 All constructs are in-

tegrated into this same attP2 landing site. After the constructs were successfully integrated into the fly genome, we prepared

genomic DNA, PCR-amplified the transgene and repeated the sequencing and restriction digest verification of the reporters.

Live imaging
Virgin females with the genotype yw; His2Av-mRFP1; MCP-NoNLS-eGFP67 were crossed tomales homozygous for one of the trans-

genic transcription reporters. Embryos no older than 30 minutes were collected and subsequently dechorionated in freshly-made

50% bleach for two minutes. Embryos were placed on a single coverslip and bathed in Schneider’s Drosophila medium (Gibco),

where they remained for the entire duration of the experiment.

Light sheet microscopy was performed on a diSPIM (Applied Scientific Instrumentation, Eugene OR) setup as previously

described,111 though only a single imaging viewwas used for all experiments presented here. 488 & 561 nm laser lines from an Agilent

laser launch were fiber-coupled into MEMS-mirror scanhead, used to create a virutally-swept light sheet. A pair of perpendicular

water-dipping, long-working distance objectives (NIR APO 403, 0.8 NA, Cat. No. MRD07420; Nikon, Melville, NY) were used to illu-

minate the sample and to collect the resulting fluorescence. All laser lines were reflected with a quad-pass ZT405/488/561/640rpcv2

dichroic and emission was selected with a ZET405/488/561/635M filter (Chroma) before detection on a sCMOS camera (ORCA Flash

v2.0; Hamamatsu). For data acquisition and instrument control, we used the ASI diSPIM plugin within MicroManager.112

To ensure consistent excitation laser power and light sheet shape from experiment to experiment, two laser power measurements

were made prior to each acquisition. First, a power meter was used to set the 488 nm line to 650 ± 30 mW incident to the excitation

scanner (see schematic in Kumar et al.111). This ensured consistent excitation laser power. Next, to ensure the shape of the light sheet

was the same for each experiment, we first determined the optimal light sheet shape at the 650 mW laser power. To do so, an iris

within the excitation scanner was adjusted to maximize the width of the sheet at its waist (�8.0 mm). This created the optimal light

sheet shape: an homogeneous sheet width across the microscope field of view and even excitation across the sample. This iris

setting is coupled to the laser power exiting the excitation objective (incident to the sample). Thus, for the optimal light sheet shape,

the laser power incident to the sample was measured. This value, 12 ± 0.5 mW, was then used to adjust the iris setting prior to each

experiment to reproduce the shape of the light sheet. In this way, we attempted to create even excitation across the field of view that

was consistent between acquisitions.

Image acquisition commenced during NC 13 and ceased at about the beginning of gastrulation, as judged by the directed move-

ment of nuclei that marks the start of gastrulation. Z-stacks were acquired every 30 seconds (i.e. 2 exposures/minute; Figure S1) by

sweeping the sheet in conjunction with the detection plane (controlled via piezomotor) through the sample. Z-stacks were composed

of 80 Z-planes separated by 0.5 mm; the exposure time to collect a single Z-plane was 50 milliseconds. To ensure that each part of a

sample within the imaging volume was exposed to a similar number of excitation photons, and that this value was the same in all

experiments, the area of each Z-stack (i.e. the size of the field of view in the X- and Y-direction) was kept constant. The time required

to acquire a single image stack was about 11.8 s.

Multiple embryos were imaged for each transgenic reporter. Because all distributions and modeling reported here relied on the

assumption that each nucleus was an independent measurement, we aimed for a sufficient number of nuclei from each construct

to ensure robust and reproducible distributions (i.e. first passage, active transcription, idle period distributions). For all constructs

save for eve2:neutral, measurements from two embryos were sufficient to meet this criteria. Because of the smaller number of active

nuclei in eve2:neutral, that condition required imaging four embryos to collect a number of measurements similar to those eve2:wt,

eve2[Zld]:neutral, eve2[Bcd]:neutral, and eve2[Dst]:neutral. See Figure S4.
e2 Cell Systems 14, 258–272.e1–e4, April 19, 2023
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Image analysis
Image analysis was done using custom software implemented in MATLAB, see Data and Code Availability. Algorithms for automatic

spot and nuclei detection and tracking were adapted from.74 Following maximum intensity projection of mRFP1 and eGFP emission

Z-stacks for each time frame, the nuclei were segmented. Spots of transcription were located in each time frame using an automated

spot detection algorithm that considered spot intensity, shape, and hysteresis (see Figure S2). The center of each spot was found to

subpixel resolution, then associated with the closest nucleus. Cases where multiple spots were associated with the same nucleus in

the same frame were rare (< 10 instances per data set). These were resolved by inspection: the spot closest to the location of spots

associated with that same nucleus in adjacent time frames was chosen. A nucleus was considered actively transcribing at a given

time frame if a spot of transcription was associated with it.

QUANTIFICATION AND STATISTICAL ANALYSIS

Determining model parameters
All modelingwas restricted to nuclei located in the center of the stripe 2 domain. To determine those nuclei, the time-dependentmean

position of each nuclei was computed in units of percent of anterior-posterior axis length (AP). Thismean positionwas computed over

the time interval starting with the appearance of the first active transcription spot and ending with the disappearance of the last active

spot within a single embryo. Every nucleus with amean position within 2%AP of themid-point of the stripe was considered within the

center of the stripe and was included in the modeling analysis (Figure S3).

To derive the model parameters of Equation 2, we used maximum likelihood methods to directly fit the underlying active transcrip-

tion observations as described in Friedman and Gelles.74 First, wemade survival histograms of active transcription frequency binned

by their dwell times (Figures 3B and 3C). The total frequency is given by the vertical axis intercept of this curve. This is equal to the

inverse of the idle periods of Figures 3E and 3F and Table 3. The rate at which these curves fall off for increasing dwell time (i.e. the

slope) is essentially the off rate of the active transcription dwell times; the initial slope is proportional to the inverse of the short char-

acteristic time, t1, and the slope at longer dwell times is proportional to the inverse of the long characteristic time, t2. To determine the

model parameters of Equation 2, the likelihood function was maximized using a modified version of that described in Ensign and

Pande.113 The likelihood function was:

Gi
2

�
t
��ti1; ti2;Ai

�
=

YLi
i

Pi
active transcription

�
t
��ti1; ti2;Ai

�
(Equation 4)

with fit values t1, t2, and A. Li is the total number of observed active transcription intervals for each condition i (eve2:wt, eve2:neutral,

eve2[Zld]:neutral, eve2[Bcd]:neutral, or eve2[Dst]:neutral). The probability of each observation t for a given set of parameters, t1, t2,

and A is given by Equation 2. The product of the probability of all observations (Equation 4) was maximized numerically by system-

atically varying the parameter values using the Nelder-Mead algorithm; themaximization was robust against a range of initial guesses

spanning an order of magnitude. In practice, this meant using the sum of the natural logarithm of Equation 2 (the sum of the log of

Equation 2 is equivalent to the log of Equation 4) in part because the product of the probabilities yielded exceedingly small numbers.

Thus the likelihood that the computed distribution represents the distribution of observations is maximized. We did not directly fit the

cumulative frequency distribution using conventional fitting procedures that assume independent errors because each point in the

curve includes the random errors of all points to the left. The data from two imaging replicates for each transgenic reporter were com-

bined and treated as a single dataset, as is typical for analysis of fluorescence spectroscopy experiments (e.g., Harden et al.16).

The mean idle period values (Equation 3) were computed for each transgenic reporter by summing the total time that transcription

was not detected within each active nucleus. This total inactive time included both the time between active transcription intervals as

well as the time between the end of the final active interval and gastrulation (Figure S8, black regions). The total inactive time, Li, was

then divided by the number of inactive intervals, ni. The choice for including the time between the final active interval and gastrulation

is explained in Figure S9. In Figure S9 we also justify our use of mean idle period as a representative measure of the idle distributions.

To do so, we invoked a bi-exponential model and fit the distributions in the same way that is described above for active transcription.

To determine the first passage model parameters (Equation 1), we again used the maximum likelihood methods described above.

We chose to jointly fit the gamma scale parameter, t0, to all conditions while simultaneously fitting the active fraction, Ai
f , and the

gamma shape parameter, ki, to each condition individually. Alternatively, we could have globally fit k while fittingAf and t0 individually

to each condition. We chose the former for a couple reasons. First, there is precedent: Dufourt et al. made this same choice. Second,

this choice reflects a mechanism where the kinetic pathway is regulated when a TF increases the rate of a select number of rate

limiting steps tomake them relatively fast, rather than a TFmodestly increasing the rate of all rate limiting steps in a pathway, although

the latter is a formal possibility. This idea is fleshed out in Scholes et al.2

We maximized the likelihood function:
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fÞ (Equation 5)
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TMax is themaximumobservation time, i.e. the length of NC 14.N is the total number of nuclei within the center of the stripe.m is the

number of nuclei located in the center of the stripe but in which a transcription spot never appears. Pi
first passage is given in Equation 1.

Pi
no first passage is the probability a nucleus is active but does not display a transcription spot during NC 14. This accounts for the sto-

chastic reality that, under a given set of kinetic parameters, it is possible that a nucleus does not display transcription because it does

not have time to turn on before gastrulation. In this possibility, a nucleus is not being actively suppressed nor does it lack sufficient

activating TF activity. Thus we consider it active, despite a lack of transcription signal. This term is necessary to accurately determine

the active fraction of nuclei, Af . We maximized the sum of the logarithms of Pi
first passage and Pi

no first passage instead of their product

because of the imprecision introduced by discrete observation of real, continuous phenomena.

Tomake the early distribution of active transcription lifetimes (Figure 3C; Table 2), we selected the 20%of lifetimes that first appear

in any nucleus for each imaging replicate (e.g. 61/307 lifetimes for one replicate of eve2:wt). The remaining active transcription ob-

servationsmade up the later distribution (Figure S7; Table 2). The samemethodwas used to separate the idle period distributions into

early (Figure 3F; Table 3) and later (Table 3) subset distributions.

Error analysis
All parameter errors were estimated by bootstrapping.114 Briefly, for each measurement (e.g. active transcription lifetimes, idle pe-

riods, first passage time) we generate 10,000 simulated data sets for each construct. To generate these, we randomly sample with

replacement from the experimental observations. Bootstrapping of the first passage time distribution is an illustrative example. The

eve2:wt experimental data set contained 88 nuclei within the center of the stripe. From these 88 nuclei, 88 observations were made.

Some of these observations were a first passage time (from nuclei that displayed at least one instance of active transcription) and

some of these observations represented nuclei that never displayed transcription. Thus each simulated eve2:wt data set contained

88 observations drawn randomly with replacement from the experimental data. These simulated data sets were subsequently

analyzed with the same methods that were applied to the experimental data sets, as described above. A distribution of values

was thus generated for each kinetic parameter. Standard statistical methods were then used to find the standard deviation of

each parameter. We report these as error values in all tables and the bar charts.

The shaded error regions of the frequency survival and cumulative first passage plots were also determined by bootstrapping.

These regions represent the 90% confidence intervals, i.e. 90% of the simulated datasets fall within this range.
e4 Cell Systems 14, 258–272.e1–e4, April 19, 2023
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Supplemental Figure 1. Effects of laser exposure and image acquisition frequency on kinetic
measurements. To assess if any distributions or kinetic parameters were meaningfully impacted by imaging
conditions, including photobleaching, we repeated the eve2:wt experiment using two additional laser exposure
frequencies: 4 exposures/minute and 1 exposure/minute. The data in all other figures, including for eve2:wt,
was collected using 2 exposures/minute. (A) Dynamic transcription profiles during NC 14 as in Fig. 1D. The
data for eve2:wt in Fig. 1D is reproduced here (dark red) alongside the 4 exposures/minute and 1
exposure/minute data. The three curves closely agree with one another throughout NC 14, with deviations
attributable to experimental and biological noise. This suggests that the effects of laser exposure across the
entire experiment, if any, are relatively small. (B) First passage into active transcription distributions with model
fit (dashed lines), as in Fig. 2B; model parameters on the right. As would be expected for measurements drawn
from early in the experiment (acquisition begins sometime during the previous nuclear cycle, which typically
lasts for 10 - 13 minutes), both the distributions and the model parameters agree within experimental error.
These measurements are not impacted by photobleaching. (C) Cumulative lifetime distributions and model
parameters of active transcription lifetimes, as in Fig. 3B. The model parameters belie effects due to imaging
conditions. The lower fraction of short lived events (parameter A) for 1 exp/min indicates that a subset of
events are too short to be detected under this less frequent image acquisition. Conversely, both characteristic
lifetimes ( and ) are shorter for 4 exp/min, indicating that these measurements are likely artificially
shortened by the increased laser exposure (i.e. photobleaching). (D) Barchart of mean idle periods, , as in
Fig. 3E. The value for the 1 exp/min acquisition was meaningfully impacted by acquisition frequency. As was
seen for the active transcription intervals in (C), infrequent acquisition leads to short idle periods going
undetected. Speeding up the frequency of acquisition to 4 exposures/minute, on the other hand, slightly
increased the number of short idle periods that were detected, presumably due to photobleaching, although the
two values are relatively close (105 ± 5 s versus 152 ± 7 s). Somewhat serendipitously, the imaging conditions
for all data in this work are in a goldilocks zone: not too frequent so as to incur measurable photobleaching, but
also not too infrequent so as to miss short interval events.

https://latex-staging.easygenerator.com/eqneditor/editor.php?latex=%5Ctau_1#0
https://latex-staging.easygenerator.com/eqneditor/editor.php?latex=%5Ctau_2#0
https://www.codecogs.com/eqnedit.php?latex=%20T%20#0
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Supplemental Figure 2. Records of active transcription. Fluorescence emission records selected from
either a single eve2:neutral experiment (A) or an eve2:wt experiment (B). Numbers in top right corners are
arbitrarily assigned nucleus numbers. Green denotes the binary detection of active transcription; gray color
marks intervals during which active transcription was not scored. The spot detection algorithm considered
signal characteristics in addition to the integrated intensity shown in these records. At each frame, a band pass
filter was applied to the MCP-GFP image to suppress noise and systematic variations across the field of view
while keeping signal of a length scale commensurate with spots of transcription. Genuine transcription spots
were detected by thresholding against both signal intensity and size (width); the same threshold values were
used for each experiment. The center of the spots were then found to sub-pixel resolution, and a 2D gaussian
was fit to the signal. To avoid artificially short active transcription intervals that arise from single frame signal
dropout, hysteresis was included in the detection algorithm. At frame t, the spot intensity and width thresholds
were lower if transcript signal was present at frame t − 1 and t + 1. This explains why in some records
timepoints with low integrated intensity are scored as active transcription. For example, in record 143, there are
noticeable dropouts at ~900 & 1400 s, including hysteresis ensures that this event is recorded as a single
instance of transcription and not as three distinct events.
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Supplemental Figure 3. Kinetic analysis was restricted to nuclei located in the center of stripe 2.
Histograms of the fraction of active nuclei in a given spatial region of the embryo. Active is defined as having at
least one instance of active transcription over the course of NC 14. Nuclei were binned according to their mean
location over NC 14, shown on the horizontal axis in units of percent of the anterior-posterior axis length (see
Methods). The center of the stripe is located at 0 on the horizontal axis. Gray shaded regions show the location
of the nuclei analyzed in Figs. 2 and 3. There were 74 active nuclei and 166 nuclei total in the center of the
stripe for eve2:neutral; 79/88 nuclei were active in the center of the strip for eve2:wt; 90/103 for
eve2[Zld]:neutral; 67/91 for eve2[Bcd]:neutral; 86/93 for eve2[Dst]:neutral. Repressors, including Giant and
Kruppel, act around either edge of the stripe to set the boundaries. Thus, analysis excluded these edge
regions in an attempt to isolate activating TF activity from repressive TF activity.
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Supplemental Figure 4. Reproducibility of kinetic measurements between biological replicates. The first
passage time (A) and active transcription lifetime (B) distributions for all biological replicates for each construct.
As in Figs. 2B and 3B, respectively. Each shade represents a different replicate. The first passage time, active
transcription, and idle period modeling all relied on the assumption that each nucleus is an independent
measurement (see Methods). To justify this assumption we evaluated the embryo-to-embryo variability of these
distributions statistically. To determine the probability that each replicate distribution came from the same
parent distribution we used the Kolmogrov-Smirnov (K-S) test. For eve2:wt, eve2[Zld]:neutral,
eve2[Bcd]:neutral, and eve2[Dst]:neutral, we ran a two sample K-S test between the two replicates. The tests
all failed to reject the null hypothesis that each of the distributions were selected from the same parent
distribution (p = 0.95). For those four constructs, the number of active nuclei in each replicate was adequate to
provide sufficient statistics to draw conclusions using two replicates. For eve2:neutral, there were fewer active
nuclei in the center of the stripe (19 ± 4 nuclei per replicate for eve2:neutral compared to 40 ± 5 for eve2:wt, 43
± 1 for eve2[Zld]:neutral, 34 ± 1 for eve2[Bcd]:neutral, and 43 ± 2 for eve2[Dst]:neutral). Because there were
fewer measurements for eve2:neutral, there were not sufficient statistics from two replicates. Therefore, we
collected data from four replicates for eve2:neutral.
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Supplemental Figure 5. Chemical kinetics models typically used to measure first passage rate
constants cannot describe first passage into active transcription. (A) Cumulative first passage
distributions (solid lines) as in Fig. 2B, but here the initial time delay between the end of anaphase and the first
detection of transcription is ignored for each distribution. t = 0 is the time at which a transcription signal was
first detected in the embryo, as has been done previously (Dufourt et al., 2018). The distributions are overlaid
with a single step association model:

with an active fraction and characteristic time fit parameter, and , respectively (dotted lines). (B) The
same data distributions as in (A), but overlaid with an association model of two equal rate limiting steps prior to
first passage:

Even ignoring the initial time delay, neither of these models can reproduce the observed experimental
distributions. In general, a lag in the initial association time, like that seen in Fig. 2B, requires a reaction path
with multiple (more than two in this instance) rate limiting steps prior to activation, like that of Eq. 1.

https://paperpile.com/c/u84xhB/tF2XA
https://latex-staging.easygenerator.com/eqneditor/editor.php?latex=%20P%5Ei_%7B%5Ctext%7Bone%20step%20first%20passage%7D%7D%20%5Cleft(t%20%5Cmid%20%5Ctau%5Ei%2C%20A%5Ei_f%20%5Cright)%20%3D%20A%5Ei_f%20%5Cfrac%7B1%7D%7B%5Ctau%5Ei%7D%20exp%20%5Cleft(-t%2F%20%5Ctau%5Ei%20%5Cright)%20#0
http://www.sciweavers.org/tex2img.php?bc=Transparent&fc=Black&im=jpg&fs=100&ff=modern&edit=0&eq=%20%5Ctau%20#0
http://www.sciweavers.org/tex2img.php?bc=Transparent&fc=Black&im=jpg&fs=100&ff=modern&edit=0&eq=%20A%5Ei_f%20#0
https://latex-staging.easygenerator.com/eqneditor/editor.php?latex=%20P%5Ei_%7B%5Ctext%7Btwo%20step%20first%20passage%7D%7D%20%5Cleft(t%20%5Cmid%20%5Ctau%5Ei%2C%20A%5Ei_f%5Cright)%20%3D%20A%5Ei_f%20%5Cleft(%20%5Cfrac%7B1%7D%7B%5Ctau%5Ei%7D%20%5Cright)%20%5E2%20t%20%5C%20exp%20%5Cleft(-t%2F%20%5Ctau%5Ei%20%5Cright)%20#0
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Supplemental Figure 6. A single characteristic lifetime is insufficient to model active transcription.
Cumulative lifetime distributions of active transcription lifetimes reproduced from Fig. 3B. For clarity, the
shaded error regions have been omitted. In this instance, the data has been overlaid with a single exponential
lifetime decay model:

with a single fit parameter, (dotted lines). The distributions predicted by this model are not consistent with
the experimental distributions.

https://latex-staging.easygenerator.com/eqneditor/editor.php?latex=%20P%5Ei_%7B%5Ctext%7Bactive%20transcription%7D%7D%20%5Cleft(t%20%5Cmid%20%5Ctau%5Ei%20%5Cright)%20%3D%20%5Cfrac%7B1%7D%7B%5Ctau%5Ei%7D%20exp%20%5Cleft(-t%2F%20%5Ctau%5Ei%20%5Cright)%20#0
http://www.sciweavers.org/tex2img.php?bc=Transparent&fc=Black&im=jpg&fs=100&ff=modern&edit=0&eq=%20%5Ctau%5Ei%20#0
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Supplemental Figure 7. Active transcription kinetics later in NC 14. Cumulative lifetime distributions of
active transcription, as in Fig. 3B, but omitting the 20% of lifetimes that are detected first in each nucleus. Put
another way, the data shown here combined with the data of Fig. 3C make up the entire distribution shown in
Fig. 3B. See Table 2 for parameter values. Shaded regions represent the 90% confidence intervals from
bootstrapping methods.
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Supplemental Figure 8. Binarized active transcription records for individual nuclei. Raster plots of binary
MCP-GFP transcription signal in every nuclei with at least one instance of active transcription. These data are
not limited to the center of the stripe, as opposed to all other data in this work which is drawn from the stripe
center. Each row of these plots contains data from a single nucleus over the course of NC 14. Nuclei were
sorted by time of first passage into active transcription. Colors indicate: first passage intervals (light gray),
active transcription intervals (white), idle periods (black), and no data (dark gray) due to gastrulation of
replicate embryos at different times. The cumulative length of time during which no transcription signal was
detected, , that was used to compute the mean idle period for each reporter was the sum of the black
intervals that occur between white intervals (Eq. 3 and Fig. 3).

http://www.sciweavers.org/tex2img.php?bc=Transparent&fc=Black&im=jpg&fs=100&ff=modern&edit=0&eq=%20L%5Ei%20#0
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Supplemental Figure 9. Idle period distributions and models. (A-C) Mean idle period (A; reproduced from
Fig. 3E), idle period distributions with bi-exponential model and example records depicting idle periods (B), and
model parameter values (C). These data include times between active transcription intervals (blue highlights in
the example records) but omit time between the last active transcription interval and the end of the experiment,
which is about the time of gastrulation (red outlines in example records). (D-F) as in A-C, but include the times
between the last active transcription interval and gastrulation (red outline intervals in records of E). Either set of
data is valid as a measure of idle period. We chose that of A-C because, biologically, idle periods that occur
between active transcription likely represent a different state than those that occur between active transcription
and gastrulation. As such, we have chosen to report both distributions. Additionally, a bi-exponential model (B,
top), its fit to the data (dashed curves), and the resultant parameters (C) explain why we chose to report the
mean idle period as the measure of the distribution in the main text. The model parameters of C indicate that
these distributions are closer to single exponential than bi-exponential. The fraction of short-lived events is
equal to one within error for most constructs. Therefore, we could not justify using a kinetic model that is more
sophisticated than the mean of the distribution. Comparing the distributions of the five constructs in B and their
mean values in A, the means give an accurate comparison of the distributions themselves. For example, the
shortest mean idle periods, that of eve2[Dst]:neutral and eve2:neutral, are also the “shortest” distributions in B.

https://latex-staging.easygenerator.com/eqneditor/editor.php?latex=%20B%20#0
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