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ABSTRACT

Acid ionization constants (pK,’s) of titratable amino acid side chains have received a large amount of experimental and theoretical attention.
In many situations, however, the rates of protonation and deprotonation, kon and Ko, may also be important, for example, in understanding
the mechanism of action of proton channels or membrane proteins that couple proton transport to other processes. Protonation and deproto-
nation involve the making and breaking of covalent bonds, which cannot be studied by classical force fields. However, environment effects on
the rates should be captured by such methods. Here, we present an approach for estimating deprotonation rates based on Warshel’s extension
of Marcus’s theory of electron transfer, with input from molecular simulations. The missing bond dissociation energy is represented by a
constant term determined by fitting the pK, value in solution. The statistics of the energy gap between protonated and deprotonated states
is used to compute free energy curves of the two states and, thus, free energy barriers, from which the rate can be deduced. The method is
applied to Glu, Asp, and His in bulk solution and select membrane proteins: the M2 proton channel, bacteriorhodopsin, and cytochrome ¢

oxidase.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0101960

INTRODUCTION

Titratable residues in biomolecules play important roles in
many biological processes such as enzyme catalysis, bioenerget-
ics, and viral entry. All pH effects are mediated by such residues.
In bioenergetics, they play key roles in membrane proteins that
generate or consume the electrochemical proton gradient. A key
property of a titratable residue is its pK,, the pH value where the
residue is protonated half of the time. The pK, is a thermodynamic
property that depends on the position of the residue and its interac-
tions with the surroundings. Knowing the pK, of a given residue in a
given protein is valuable, but sometimes insufficient. One would also
need to know the rates of protonation (kon) and deprotonation (Kog)
that are components of the equilibrium constant (Ka = Kof/Kon).
For example, the mechanism of action of proton pumps or proton
channels involves protonation and deprotonation of key amino
acids. Knowing the kinetics of these processes is key to identifying
rate limiting steps or mechanisms of preventing proton backflow.

Rates of protonation and deprotonation were measured
decades ago for small titratable molecules in an aqueous solution

using relaxation methods and nuclear magnetic resonance (NMR).
kon and k¢ were measured as 4.5- 10"°M™! s7! and 7.8-10%/s,
respectively, for acetic acid, and 1.5-10'° and 1.5- 10, respectively,
for imidazole."” Thus, protonation is diffusion-limited, i.e., essen-
tially instantaneous upon encounter, but deprotonation takes about
1 us for acetic acid and 1 ms for imidazole. In proteins, although
pKa measurements are abundant, kinetic data like the above are
scarce. In addition, for buried residues in proteins, protonation and
deprotonation require the movement of a proton into and out of the
protein interior, which adds kinetic barriers. Thus, for such residues,
the rate of protonation and deprotonation, Kprot and Kgepror, may
differ from the overall ko, and k.

Many methods exist for the prediction of pK.’s in proteins
but, to our knowledge, very little theoretical work has been done
on (de)protonation kinetics. The standard approach is to perform
quantum mechanical calculations to obtain a free energy profile of
proton dissociation, from which the rate can be inferred.””” It is an
expensive endeavor that cannot easily be applied to every situation
required. Here, we explore the ability of classical force fields and sim-
ulations to estimate deprotonation rates. The method builds on the

J. Chem. Phys. 157, 085101 (2022); doi: 10.1063/5.0101960
Published under an exclusive license by AIP Publishing

157, 085101-1



The Journal
of Chemical Physics

Marcus theory of electron transfer, as extended to proton transfer
and generalized for input from molecular simulations.” " We
apply it to amino acids in solution and to three membrane proteins.

THEORY

Marcus’s theory of electron transfer reactions treats the solvent
as a dielectric continuum that responds linearly to perturbations.
It predicts parabolic free energy curves of equal curvature for the
reactant and product state.’” The barriers of the reaction are
predicted to be

AGt = (A +¢)*/4A, (1)

where ¢ = AG, the free energy change of the reaction, and A is the
“reorganization energy.” These two parameters are related to the
energy gaps A; and A, between the two states at the bottom of the
two wells (Fig. 1):

Al=A+e Ay=1-=¢ (2)

Thus, calculating A; and A; as the most frequent values observed
upon simulating the two states, the above equations yield A, ¢, and
the reaction barriers. This is what we refer to as “simple Marcus
model.”

Much work has been done on testing and extending Marcus’s
theory using molecular simulations.”'""""'"  After Warshel’s
suggestion,’ the energy gap between the two states has become
the most commonly used reaction coordinate. The assumption of
linear response, which leads to parabolic profiles of equal curvature,
has been relaxed,'”'” and the temperature dependence of A has
been considered.'® Although proton and electron transfer differ
in important ways, they have in common the key role of solvent
reorganization. This allowed the application of the same approach
to proton or H atom transfer reactions.”*'”*’

One difficulty that this method commonly encounters is that
the small values of A may not be sampled by the simulation of either

FIG. 1. Schematic of Marcus parabolas for the free energy of two states 1 and 2
and definition of reorganization energy A and free energy change ¢. A1 is defined
as F,—F4 with state 1 sampled and A, as F1—F, with state 2 sampled. The x-axis
is F1—F2.
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state. One can either fit and extrapolate the curves or calculate the
curves at small A values by performing simulations of a hybrid sys-
tem and using umbrella sampling to obtain the full curve,”*'"'>*"**
Both approaches are evaluated here.

METHODS

The energy gap between protonated and deprotonated states
was calculated with the MOBHY module” implemented in a custom
version of the program Chemistry at Harvard Molecular Mechan-
ics (CHARMM), version c41al.”* For deprotonation, the protonated
amino acid was simulated and periodic attempts were made to move
the proton to a neighboring, H-bonded water molecule in ideal
H3;0" geometry (the closest of two possible positions is chosen).
For protonation, the simulation was carried out with deprotonated
amino acid H-bonded to hydronium. Upon protonation, the H is
placed according to the standard internal coordinates of the side
chain. An H-bond is considered to exist when the donor-acceptor
(DA) distance is less than 3.1 (Glu, Asp) or 3.2 (His) A, and the
D-H-A angle is at least 90°. No hops were accepted, only the hypo-
thetical change in energy upon a proton hop attempt was calculated,
A4 for deprotonation and A, for protonation. The excess proton was
modeled as a classical hydronium,” and the CHARMM version of
the TIP3 model was used for water. Because the classical force field
energies (AEmm) do not include the energy of covalent bonds being
broken, the energy of the deprotonated state has to be corrected by a
quantity that reflects the energy of breaking the bond of H with the
side chain and of forming a bond with water, AE = AEnm + Epch
— Epnszo. The value 165 kcal/mol was used for Epyso and Epsch
was fit to solvation free energy calculations of the relevant amino
acid in an aqueous solution.”” The values used here, derived for use
with the CHARMM 36 force field, are 316 kcal/mol for Glu, 303
for Asp, 253 for Hsd (m tautomer, proton on N9), and 272 for Hse
(7 tautomer, proton on Ne).

We first considered blocked amino acids in solution. A Glu,
Asp, or His amino acid acetylated at the N-terminus and methy-
lated at the C-terminus was placed in an 18.856-A cubic box with
217 TIP3 molecules (and 1 Cl™ in the case of His). The A dis-
tributions were calculated by attempting proton hops every ten
steps in a 1-ns constant pressure simulation at 300 K with Par-
ticle Mesh Ewald (PME) and a 2-fs timestep. In the case of His,
because the H3;O" tended to drift off, a distance restraint was used
to keep it close to the His. Separate calculations were done for
the two His tautomers. To obtain the distribution of A for small
values of A, a hybrid system was also simulated using the PERT
module of CHARMM. The free energy of the protonated state is
—-kT In p(A), that of the deprotonated state —kT In p(A) + c1, with
cl chosen so that the curve matches the protonated state curve at
A = 0, and that of the hybrid state —kT Inp(A) — &+ As+ ¢2,”” where
& is the coupling parameter (0-1) and c2 is chosen to match the
protonated state curve in the region where they overlap.

We then examined three widely studied membrane proteins:
the influenza M2 proton channel, bacteriorhodopsin, and
cytochrome ¢ oxidase. For the M2 channel, the 6BKK crystal
structure’® was embedded in a lipid bilayer of 138 palmitoyl-oleoyl-
phosphatidylcholine (POPC) lipids and about 4060 TIP3 water
molecules in a 70 x 70 x 63 A® box. For bacteriorhodopsin, we used
the crystal structure of the D85S mutant (1JV7°), considered to
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be a model for the O state, with S85 reverted to Asp. The missing
loop 64-77 was built from pdb 1QH]. The structure was placed in a
lipid bilayer with 114 POPC lipids, crystal waters, 6500 additional
waters, and 1 K*. The energy gap was calculated every ten steps in a
200 ps simulation. A hybrid state was also simulated to obtain data
for low energy gap values. That state consisted of 50% protonated
Asp85 H-bonded to water and 50% deprotonated Asp85 H-bonded
to H30+ .

For cytochrome ¢ oxidase, we used the crystal structure
2GSM,”* which includes the essential subunits I and IL. It was equi-
librated in a dimyristoylphosphatidylcholine (DMPC) membrane
with 144 lipids and about 16 300 TIP3 water molecules. Parameters
for the cofactors were those developed by Johansson et al”’ The
first state modeled was Pm (heme an oxidized, CuA oxidized,
heme a3 oxoferryl with ionic propionates, and CuB oxidized with
OH"). Calculations were subsequently done for reduced heme a
or reduced heme a3. Deprotonation of Glu 286 was considered
in the crystal structure (with the Glu side chain pointing down
into the D channel) or in an alternative conformation with Glu

ARTICLE scitation.org/journalljcp

pointing up and four extra waters added in the hydrophobic cav-
ity that lies above Glu. The upward conformation was generated by
rotating the x> dihedral angle to 180° and is similar to states con-
sidered in previous work.”’ Hybrid states were also simulated as
above. In all cases, we used the CHARMM 36 force field,’ a 12-A
cutoff for van der Waals interactions, and PME for long range
electrostatics. The membrane system construction and equilibration
were done using the CHARMM-gui server.”

RESULTS
Deprotonation in aqueous solution

The distributions of energy gap p(A) for protonation and
deprotonation of Glu and Hse (7) in solution are shown in Fig. 2
[plots for Asp and Hsd (m) are very similar and are not shown].
Deviations from Gaussian behavior can be seen, especially for pro-
tonation, which is reflected in that the corresponding free energy
curves in Fig. 3 are not perfectly parabolic.
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TABLE . Free energies (AG) and barriers (AGY) from different methods (kcal/mol).

FE curves Simple Marcus model Experiment”
AG AGY,  AGY AG A AGH, AGH4 AGY4
Glu 10.3 1.5 11.8 7.2 50.0 9.0 16.2 9
Asp 9.9 1.9 11.8 8.0 49.5 8.7 16.7 9
Hse 14.3 2.6 16.9 16.0 39.5 3.5 19.5 14
Hsd 14.3 2.5 16.8 14.5 40.0 4.1 18.6 14

. . P 1,2
*For acetic acid and imidazole.

The protonation curves reach A = 0, but the deprotonation
curves do not. To complete the curves for low values of A, we sim-
ulated a hybrid state at either £ = 0.5 for His or £ = 0.8 for Glu
& Asp (£ = 1 corresponds to the protonated state) and obtained
additional data that allowed us to construct the full free energy
curves, which are obtained by matching the protonation and depro-
tonation diabatic branches at A = 0 (Fig. 3). The protonation curves
(blue X) are shallow. The deprotonation curves have much “softer”
outer branches (large A, purple +), while the inner branches are
steeper and closer to parabolic. Parabolic fitting of the low-A branch
of the FE(A) curve and extrapolation to A = 0 is able to reproduce
the hybrid state umbrella sampling results quite well, but including
a quartic term improves the fit.

The complete curves are used to predict the AGs and barri-
ers shown in Table I. For comparison, if we use the experimental
deprotonation rates for acetic acid and imidazole (see Introduction)
as representative of Asp/Glu and His, and transition state theory
[k = kgT/h exp(—AGi/kT)], we obtain a deprotonation barrier of
9 kcal/mol for Asp/Glu and 14 kcal/mol for His. The deprotonation
barriers that we obtain from the classical force field and the present
method are about 3 kcal/mol higher than that. Estimates of the barri-
ers from the simple Marcus model [Egs. (1) and (2)] are even further
exaggerated (Table I).

Deprotonation in the gas phase

Even if classical force fields cannot reproduce the absolute rates
of deprotonation, they should be able to reproduce the relative
change in rates as one moves from aqueous solutions to complex
biological environments, in much the same way that classical energy
functions and continuum solvation can reproduce shifts in pK,
values relative to solution.””"* Here, we examine the effect of envi-
ronment on the calculated barriers, starting from amino acids in the
gas phase.

For Glu in the gas phase with one water molecule H-bonded to
it, the distribution of A is shifted to much larger values. For depro-
tonation, we obtain a (A4) of 112 kcal/mol, ranging from 84 to 148.
For protonation, we obtain a (Ap) of —49 kcal/mol, ranging from
—127 to +50. By extrapolating quadratically the free energy curve
(not shown), we estimate a deprotonation barrier of 49 kcal/mol and
a deprotonated state 47 kcal/mol higher than the protonated one. It
is clear that the deprotonated state is highly destabilized by the lack
of surrounding water molecules. Similar results are obtained for Hsd
but with a narrower range of A values: (Aq) = 73 (from 54 to 88)
and (Ap) = —32.5 (from —55 to —16) kcal/mol. Extrapolation gives

a deprotonation barrier of about 64 kcal/mol, a substantial protona-
tion barrier of 22 kcal/mol, and a difference of 42 kcal/mol in free
energy. Thus, the classical treatment can qualitatively reproduce the
effect of the gas-phase environment.

His37 titration in the influenza M2 proton channel

The M2 proton channel of influenza® is a membrane-
embedded helical tetramer with a quartet of His residues in its
interior that are responsible for its low-pH activation and its
proton selectivity.””” The pK,’s of these His have been mea-
sured experimentally,ss"“ as well as by theoretical calculations, >’
yielding a variety of results. Deprotonation rates have been cal-
culated using transition state theory and Quantum Mechan-
ics/Molecular Mechanics (QM/MM) energy profiles.** Here, we
apply our approach on the first titration of the His tetrad
(protonating a fully neutral His ring). For protonation, the four His
are in the Hse tautomer and are approached by a H;O" in the outer
vestibule, which can protonate the unprotonated N9. For deprotona-
tion, one of the His is doubly protonated and can deprotonate either
the N§ or the Ne (Fig. 4).

FIG. 4. The His 37 residues in the M2 proton channel (the fourth helix is omitted
for clarity).
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FIG. 5. FE curves for protonation and deprotonation of N& in M2. The green line
[1.13 + 0.0044(A — 48.5] is a fit and extrapolation of the inner branch of the
deprotonation curve.

The free energy curves for protonation and deprotonation of
N§ are shown in Fig. 5. The deprotonation curve of Ne is simi-
lar. The inner branch of the curve reaches down to 13 kcal/mol
and is fitted well by a parabolic line. Extrapolation to A = 0 yields
barriers of 4.0 and 10.3 kcal/mol for N§ protonation and deprotona-
tion, respectively. The barrier for Ne deprotonation is 10.6 kcal/mol.
The Amin (position of the free energy minimum) for deprotonation
is lower than in bulk water and that for protonation is higher. The
resulting barriers are lower than in bulk water for deprotonation
and higher for protonation. The first shift is apparently due to the
lower solvent reorganization cost in the channel interior, and the
second shift is due to the lack of hydration on the other side of the
neutral His layer, which lowers the stability of the charged form.
The barriers for deprotonation from N§ to Ne are basically the
same.

We should note that the rates we would obtain here applying
transition state theory do not correspond to the ko and kon that
combine to give K, but to the first or last step, Kgeprot» Kprot. What

FIG. 6. Key residues in bacteriorhodopsin. Asp85 on the left, Asp212 on the right,
and Lys216-retinal in the background.
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FIG. 7. Deprotonation free energy of D85 as a function of the energy gap in
bacteriorhodopsin. Data marked X are from the hybrid simulation. The line is
1.04 + 0.007 25(A — 48.52 + 3-1077(A — 48.5)*.

we calculate is the rate of deprotonation of one His, whereas ko is
the rate of release of the proton into the bulk. To reach the bulk,
the proton needs to surmount additional barriers. We also need to
take into account the “degeneracy” generated by the presence of
four His. Similarly, Koy is the rate of protonation from the bulk and
includes additional barriers (diffusion and other channel constric-
tions). What we calculate is closer to the rate of proton exchange
determined by NMR."’ That rate was consistent with a barrier of
about 10 kcal/mol.

Asp85 deprotonation in bacteriorhodopsin

The last step of the photocycle of the light-driven proton pump
bacteriorhodopsin (O — BR transition) involves the transfer of a
proton from Asp85 to the proton release group, which is likely a
pair of Glu and the neighboring waters.”” An alternative mechanism
involves abstraction of the proton by an OH™ originating from the
extracellular side.’" " Here, we consider the deprotonation of Asp85
in the O state where the Lys216-retinal Schiff base has been reproto-
nated and is in a trans form. The nearby Asp212 and the Glu of the
proton release group are deprotonated. We use the crystal structure
of the D85S mutant (pdb 1JV7,”), which is thought to be a model
for the O state, after reverting S85 to D (Fig. 6).

The deprotonation free energy curve is shown in Fig. 7 and
predicts a barrier of 19 kcal/mol. The time associated with such a

(b)

FIG. 8. Glu286 in CCO in two configurations, (a) crystal (“down”), and (b) “up.” In
the background are heme a (left) and heme a3 (right).
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barrier is 9 s. If, in view of the overestimation of the barriers in bulk
water, we consider the barrier to be lower by 3 kcal/mol, we obtain
61 ms, which is somewhat longer than the 10 ms that the overall O
— BR transition takes,* which includes additional difficult steps for
the proton, such as crossing the Arg82 region. This indicates that the
OH" abstraction mechanism may be more plausible kinetically. This
will have to be verified by separate calculations. This is one example
where calculating deprotonation rates may allow us to select one
mechanism over another.

FE (Kcal/mol)

FE (Kcal/mol)

FE (Kcal/mol)

wn

S

Pm state, Glu down

FE (Kcal/mol)
=)
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Glu286 deprotonation in cytochrome c oxidase

Cytochrome c oxidase is the terminal enzyme of the respira-
tory chain that contributes majorly to generating the electrochemical
gradient that fuels ATP synthesis.” Electrons from cytochrome c are
transferred to a binuclear Fe-Cu center via two Cu and two hemes
where they are used to reduce O, to water using four protons from
the cell or mitochondrial interior. Another four protons are trans-
ferred from the interior to the external side of the membrane. Key

Pm state, Glu up

4
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FIG. 9. Deprotonation free energy curves for E286 in cytochrome c oxidase in different states. Green Xs are from the & = 0.5 hybrid state simulation. The curves include a
quadratic and a quartic term, except for Pm “up” and reduced heme an “up” where a cubic term gives a better fit than the quartic.
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TABLE II. Mean energy gaps and deprotonation barriers (kcal/mol) of E286 in
cytochrome ¢ oxidase in the Pm state and in the Pm state after reduction of heme
aor heme a3.

Down Up
(A) Barrier (A) Barrier
Pm 65.7 18.3 63.0 14.5
Pmreda 68.5 19.2 60.9 16.6
Pm red a3 69.6 21.8 52.0 10.9

to the function of this enzyme is a central Glu residue (here E286)
that appears to be a transition hub for the protons. Here, we calcu-
late the deprotonation rate of this Glu in two conformations: “down”
(as in the crystal structure, pointing inward toward the D channel)
and “up,” with the Glu pointing outward with four water molecules
added in the hydrophobic cavity (Fig. 8). This movement of Glu has
been hypothesized to provide a “valve” preventing the backflow of
protons.”’ We do this calculation first in the Pm state (see Methods)
and then investigate the effect of electron transfer on deprotonation
rates by reducing either heme a or heme a3. Because the low A values
are not sampled well, we also simulate a hybrid state at £ = 0.5 with
PERT.

The deprotonation free energy curves are shown in Fig. 9 and
the barriers are shown in Table II. In the Pm state, the energy gap
statistics are somewhat more favorable in the up orientation. Reduc-
tion of heme a increases both barriers slightly. Reduction of heme a3
has a larger effect, increasing the downward barrier and lowering
the upward barrier. The reason for the change in barriers upon
reduction is simple electrostatics: placing a negative charge in the
direction of H* movement favors deprotonation; placing it in the
opposite direction disfavors deprotonation. In most cases, the mean
energy gap correlates with the barrier except for the up configuration
in reduced heme a where the (A) decreases but the barrier increases
due to increased steepness of the curve.

DISCUSSION

In this paper, we adapted a method to obtain free energy curves,
barriers, and rates for electron and proton transfer in simple systems
to titration of amino acids in proteins. Although classical force
fields are not expected to provide accurate absolute rates, they
could account for the effect of the environment, such as long-range
interactions, on the rates. The method does not require lengthy
simulations. In some cases, an additional hybrid state simulation
may be required to obtain the full free energy curve, but such tools
are available in most biomolecular simulation packages. This type
of calculations could provide insights into systems where proton
transfer is central, such as proton pumps and proton channels.
The results could be useful in their own right, and they could also
provide rate data for hyperdynamics-style MD simulations.”" The
main hindrance in this line of work is the lack of experimental data
to validate predictions. Hopefully, the availability of theoretical esti-
mates would stimulate experimental labs to take up this important
task.

The emphasis in this paper has been on deprotonation because
protonation is usually very fast. In fact, in solution, it is close to
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diffusion-limited. So, to compute ko, one has to account for the
diffusional encounter rate.”” " In solution, deprotonation is likely
to be the rate-limiting step, so kgcprot should be a good approxima-
tion to kot For sites buried in proteins, the situation is much more
complex. A proton released to or absorbed from the bulk solvent has
to traverse significant barriers. In addition, the multiplicity of paths
through the anisotropic protein matrix has to be accounted for, and
each path must be weighted according to each probability.

The results on cytochrome c oxidase allow us to make an inter-
esting point. The pK, is a valuable thermodynamic quantity that
reflects the free energy of removing a proton from a given site and
placing it in the bulk. The approach of a negative charge raises
the pK, of an acidic site. However, the effect on ko and ko is
not isotropic. Ko actually increases in the direction of the neg-
ative charge and decreases in the opposite direction. This could
be important in tracing proton paths and estimating their kinetic
feasibility.
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