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We present a novel device-design methodology that produces interferometrically robust photonic

integrated circuits on commercial foundry platforms.

This new approach, which we call phase-

injected topology optimization, leverages reciprocity to both reduce the computational load and
condition the corresponding optimization problem and is compatible with existing adjoint-based
design frameworks. We experimentally validate our methodology by designing, fabricating, and
testing a 90° optical hybrid that operates over C-band and occupies just 8 um x 8 pum. We
measured our device across three different wafers, and observe < +7° of random variability, and a
net -10° systematic phase deviation between simulation and experiment across all four output arms.

I. INTRODUCTION

Large-scale photonics integration provides a promis-
ing platform for high-density, high-bandwidth interfero-
metric systems on a chip which are essential for next-
generation telecommunications [1], neuromorphic com-
puting [2-6], and quantum information processing [7].
Indeed, the apogee of photonic design lies in achieving in-
tegration densities that scale on par with integrated elec-
tronics, incorporating vast networks of thousands or even
millions of photonic devices. Despite significant advances
in commercial foundry processing [8], however, two fun-
damental challenges continue to impede this effort: (1)
fabrication variability (as well as environmental changes)
often renders large interferometric systems inoperable
without the use of dynamic tuners dispersed throughout
the chip [9], a costly compromise not amenable to scal-
ing; (2) optimized integrated photonic devices are diffi-
cult to design due to the enormous number of degrees of
freedom available to photonic designers, often requiring
sophisticated “inverse-design” algorithms that, while ef-
fective, are typically limited by fundamental tradeoffs be-
tween design dimensionality, device footprint, functional
complexity, computational cost, and realizable perfor-
mance [10].

To overcome these challenges, we present and experi-
mentally validate a novel phased-injected topology opti-
mization (TO) paradigm uniquely capable of designing
interferometrically stable integrated photonic devices ro-
bust to various forms of manufacturing variability and
operating conditions. We show that for many inter-
ferometric devices, reciprocity enables alternative prob-
lem formulations that reduce the corresponding com-
putational complexity required by the device optimiza-
tion (Sec. II). As a result, we can efficiently design fun-
damental building blocks with reliable, arbitrary phase
and amplitude transformations that readily scale to fully
passive interferometric networks on chip. To validate our
approach, we designed and fabricated a broadband and
compact 90° hybrid on the GlobalFoundries 45CLO sil-
icon photonics commercial foundry process. We mea-

sured the devices fabricated on three separate wafers and
identified tight phase tolerances across all four output
arms (Sec. IIT). Specifically, we measured < £7° of ran-
dom variability, and a net -10° systematic phase devia-
tion between simulation and experiment across all four
output arms.

While phase-injected TO relies on recent advances
in photonic adjoint-variable algorithms and software
tools [11-14], this work focuses on the problem formula-
tion itself, using first principles (e.g. reciprocity and su-
perposition) to identify ideal figures of merit (FOM) and
optimization trajectories for interferometrically sensitive
devices. The vast design space ensures that many possi-
ble designs (and consequently, problem formulations) ex-
ist, but not all formulations yield equal (or even compa-
rable) device performance or computational complexity.
Properly formulating a particular optimization problem
(e.g. how the designer’s goals and constraints are math-
ematically composed) is often more computationally im-
pactful than the underlying adjoint tooling or optimiza-
tion algorithm. To this end, we anticipate that phase-
injected TO will enable the design of large-scale photonic
transformers, digital logic circuits, and holographic net-
works on commercial foundry platforms.

II. PHASE-INJECTED TOPOLOGY
OPTIMIZATION

We now describe phase-injected TO within the con-
text of a frequency-domain, density-based TO frame-
work, although our work generalizes to any device-design
approach (e.g. level-set optimization) that iteratively
refines the device’s geometry using adjoint gradients.
Density-based TO parameterizes the design at each sim-
ulation voxel, evolving the corresponding material un-
til some user-specified FOM (e.g. transmitted and re-
flected power) is satisfied [15]. When paired with an
adjoint-variable method (AVM) [16, 17], which efficiently
computes gradients of the FOM w.r.t. all the above-
mentioned degrees of freedom (DOF) using just two
Maxwell solves, standard nonlinear gradient-based op-
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Figure 1. Comparison of different optimization problem formulations, each of which is capable of designing a phase splitter. A
straightforward approach involves minimizing the error-vector magnitude (EVM) for both output arms, where the corresponding
error vector is described by the difference in simulated and ideal (complex) scattering parameters (a). This approach requires
two distinct FOMs (whose evolution is depicted in the inset) and also constrains the optimizer, requiring it to descend toward
a unique target value in the complex plane for each arm. To alleviate this restriction, we recognize that only the relative phase
between each arm is relevant in this context, and that a ratio of the output (complex) scattering parameters captures both
the desired magnitude and phase profile. To this end we define a new EVM, which compares the simulated splitting ratio to
the ideal splitting ratio, and the accompanying insertion loss (IL, b). Both of these techniques establish a traditional adjoint
problem where the phase splitter operates in a “forward configuration” (d). To further simplify the optimization problem,
we leverage reciprocity and formulate the problem in reverse such that the desired magnitude and phase profile are injected
as inputs (e). The corresponding optimization problem results in a simple minimization of the insertion loss, a purely real
quantity (c).

timization algorithms can readily traverse the enormous designing real devices and subsystems requires extensive
cost space. While the flexibility and freedom offered by experience and designer intuition, as several different
density-based TO often produce compact devices that FOMs can describe the same performance metrics for
yield unprecedented performance [10], ensuring the final a given problem but exhibit significantly different cost

device is fully manufacturable [18-20] and robust [21-24]  landscapes due to the overall conditioning of the prob-
requires sophisticated optimization constraints. lem. As such, certain devices are better suited with par-

Conventional AVM-design frameworks establish a “for- ticular problem formulations than others. The primary
ward problem”, which evaluates the FOM of the device, innovation behind phase-injected TO lies in strategically

and an “adjoint problem”, which is needed to compute considering the role of the forward and adjoint current
the FOM gradients w.r.t the DOF. The forward prob- sources when formulating the optimization problem it-

lem setup consists of a “design region” where the geom- self.

etry is allowed to evolve, current sources (e.g. planewave To better illustrate this subtle nuance, we consider an
sources and eigenmode sources) which excite the struc- example problem where one seeks to design a simple split-
ture, and one or more FOM regions (e.g. the mode over- ter with an asymmetric (i.e. arbitrary) magnitude and
lap domains) that record the response of the sources’ phase profile between its two output arms. To achieve
interaction with physical geometry. To design a sim- the proper device characteristics, we can formulate vari-
ple integrated photonic splitter, one might use an eigen- ous FOMs that each favor different aspects of the device
mode source to excite the input waveguide of the split- performance in exchange for varying levels of computa-

ter, and perform eigenmode overlap integrals with the tional complexity or optimization “stiffness” (where the
steady-state response of each output. The corresponding Hessian matrix of the corresponding cost function is ill-
adjoint problem places new “adjoint” current sources at conditioned). For example, one could define two sepa-
the FOM regions, which are essentially the derivative of  rate objective functions (one for each arm), seeking to
the FOM with respect to the electromagnetic fields from minimize the error of the target complex-valued scatter-
the forward run [10, 25]. ing parameters [1]. Alternatively, we can formulate the

While the general procedure is rather straightforward, problem in reverse, by injecting into the output ports



the proper phase profile we desire and simply minimiz-
ing the insertion loss (IL) of the device itself. This ap-
proach, inspired by an experimental technique used to
characterize and tune interferometric devices [26], mini-
mizes a physical quantity (the insertion loss) rather than
an abstract error-vector magnitude (EVM). While the
corresponding FOM for this forward problem does not
yield any explicit performance metrics regarding the de-
vice’s magnitude and phase response, the minimized 1L
implicitly ensures (due to reciprocity) that when operat-
ing in the conventional forward configuration, the split-
ter will exhibit the desired phase profile. Fig. 1 com-
pares each of these optimization problem formulations
and their respective tradeoffs. More detail regarding the
explicit FOM derivations and corresponding optimization
problems is provided in Supp. Mat. SI.

Whereas conventional design formulations rely on the
adjoint sources to convey any knowledge of the phase-
sensitive FOM, phase-injected TO encodes this informa-
tion directly within the forward sources. As such, this
approach is most advantageous when designing devices
that exhibit an asymmetric transfer matrix (where the
number of inputs does not match the number of outputs)
and only require a relative phase relationship between the
(conventional) output ports. Fig. 2 illustrates the evolu-
tion of a 50/50 phase splitter with a 180° phase offset
between the output arms, designed using phase-injected
TO. The final structure is fully binary, operates across
100 nm of optical bandwidth, and adheres to common sil-
icon photonic fabrication constraints [18]. Importantly,
the device was designed to be robust to over- and under-
etching.

Ensuring that the final device is both broadband and
robust to fabrication variability is essential for large-scale
interferometric operation. To overcome this, designers
can perform a “worst-case” optimization over multiple
“design fields” which describe various random or system-
atic perturbations [24, 27]. For example, by incorporat-
ing and over- and under-etching tolerance into the design
space, we demonstrated robust silicon photonic splitters
exhibiting strongly asymmetric splitting ratios [21]. Ac-
counting for all possible sources of variability (either due
to manufacturing or operating conditions) leads to a com-
binatorial explosion which is infeasible to implement even
on large compute clusters. Incorporating one particular
form of device robustness into the design process, how-
ever, often reduces sensitivity to other forms of manu-
facturing or operating variability, such that only a few
worst-case perturbations must be considered. For exam-
ple, broadband optimization itself prevents any high-Q
resonant behavior, which is inherently sensitive to even
minor fabrication variability. Similarly, designing devices
resilient to changes in the underlying material models
(i.e. refractive index) also ensures that the final device
will perform as expected in spite of material imperfec-
tions (due to the fabrication process) or temperature vari-
ations (due to operating conditions).

Phase-injected TO lends itself well toward incorporat-

Design region (a)

———

o

-1
10
=
2
10 Fabrication
constraints
1073 C 1 1 1 1
0 50 100 150 200
Iteration
Figure 2. Design evolution (a) and optimization evolu-

tion (b) of a 180-degree, 50/50 splitter designed using phase-
injected TO. Light enters into a 3 um X 3 pm design region
from two arms 180 degrees out of phase before interfering and
recombining into the single output. The final design is shown
with the steady-sate field profiles operating in forward mode,
demonstrating that the device works as expected regardless of
the configuration. The binarization constant (3) is held con-
stant for 70 iterations (1 epoch), after which the binarization
factor increases and the optimization algorithm restarts, as
indicated by significant drops in performance at iteration 70
and iteration 140. Design rule constraints are activated during
the final optimization epoch (iteration 140). Once the fabrica-
tion constraints are fully activated, the optimization problem
stiffens and is unable to achieve the same level of conver-
gence seen within the previous epochs. Nonetheless, the final
splitter exhibits just < £7° of phase error across 100 nm of
bandwidth, and is robust to over- and under-etching pertur-
bations of 20 nm (see Supp. Mat. SI for additional regarding
optimization parameters and robust performance).

ing these design considerations into the problem formu-
lation. For example, broadband optimization is easily
achievable using a hybrid time-/frequency-domain AVM
that timesteps Maxwell’s equations in the time domain,
while computing the respective adjoint and gradient in-
formation in the frequency domain using a discrete-time
Fourier transform [11]. This technique can compute gra-
dients of the phase-injected FOM at an arbitrary number
of wavelength points with no additional cost, provided
the specified wavelength points are far enough apart to
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Figure 3. Steady-state response (a) of the final 90° optical
hybrid (b) at § = 0°, 180°, 90°, and 270°. The hybrid mixes
the two input signals with the four quadrature phase states
in order to decode the relative phase offset between them.

satisfy the Fourier uncertainty principle on a reasonable
time-scale (determined by the designer). Similarly, “in-
the-loop” software packages exist, allowing the desire to
run multiple forward and Maxwell solves for different de-
sign configurations in parallel [11]. In other words, the
cost of additional design-field gradients, which are typ-
ically optimized in a minimax sense [28], is linear with
each additional compute node the designer is able to al-
locate. Furthermore, the computational efficiency of the
framework allows designers to design many such devices
in tandem using the same optimization framework. Ad-
ditional detail provided in Supp. Mat. SI describes the
broadband, robust design of multiple phase splitters with
different output phase profiles.

III. DEVICE DESIGN AND EXPERIMENTAL
RESULTS

The 90° optical hybrid is often used to decode the rel-
ative phase difference between two input signals, and is
a fundamental building block for various classical and
quantum communication architectures [29]. Fundamen-

tally, the two inputs are interfered at the four quadra-
ture phase states: 0°, 180°, 90°, and 270°. Balanced
detectors measure the relative output power of each arm
and recreate the in-phase and quadrature (IQ) compo-
nents, thereby characterizing the inputs’ relative phase
difference. Integrated 90° optical hybrids are either all-
passive [29-31], or require dynamic tuning to ensure a
stable and consistent phase response [32]. In both cases,
the conventional design methodology is to first identify
various constituent components, like multi-mode interfer-
ometers (MMI), directional couplers, and y-branch power
splitters, and then cascade these individual components
until the desired phase transformation is achieved. As
such, a compact and comprehensive device capable of
achieving the target transformation without any on-chip
tuning or additional components is of great interest.

While there are many ways to formulate an opti-
mization problem that designs an integrated 90° optical
hybrid, the corresponding asymmetric transfer function
lends itself well to phase-injected topology optimization.
For example, one could naively formulate an independent
FOM for each input-output relationship and ensure that
both the final phase and magnitude response behave as
intended. The resulting optimization problem, however,
requires the simultaneous optimization of eight indepen-
dent FOMs that are heavily constrained by the need to
satisfy a magnitude and phase requirement. In contrast,
we drive the hybrid’s output arms with a forward source
described by the proper magnitude and phase profile.
This alternate approach demonstrates two superior ad-
vantages to the naive formulation: (1) the total num-
ber of FOMs is reduced from eight to just two, one for
each input arm; (2) each FOM must simply maximize
the power (not the magnitude and phase) in each input
arm, significantly simplifying the design problem.

Using the above formulation, we designed a 3D,
8 pm x 8 pum 90° optical hybrid that operates over the
optical C-band. We ensured the final device was com-
patible with thousands of foundry-specified design rule
checks (DRC) by placing minimum linewidth, linespac-
ing, curvature, area, and enclosed area constraints during
the last epoch of the optimization [18]. Fig. 3 illustrates
the final 3D design, along with the steady-state field per-
formance for each of the four quadrature states.

The devices were fabricated across three different
wafers using the GlobalFoundries 45CLO CMOS silicon
photonics process [33, 34]. To characterize the final phase
response of the device, we used an interferometric struc-
ture on chip. Fig. 4 describes the fabricated test structure
and a comparison of the ideal, simulated and measured
performance for each output arm. We measured < £7°
of random variability, and a net 10° systematic phase
deviation between simulation and experiment across all
four output arms. The experimental transfer function
yields a smooth and continuous response from input to
output for all measured wavelengths, even though the de-
vice was was only optimized at five discrete wavelength
points (Sec. V C).
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Figure 4. Experimental results for the 90° optical hybrid. An interferometric on-chip test structure (a) was used to characterize
the broadband performance of each hybrid output arm. The simulated (orange) and measured (green) transfer function were
used to determine the phase error as a function of input angle (b). By using the 0° port as a reference, the broadband phase
performance for the remaining three ports is compared to the simulation (c-e). Best- and worst-case measurements across all
three wafers are depicting by the light green shaded region. A colored inset of the hybrid’s geometry describes which port each

measurement corresponds to.

Two ports exhibit almost no systematic error (0° and
270°), whereas the other two ports exhibit a notable yet
similar systematic shift of 15-20°. The root cause of
the systematic error is likely due differences in simulated
and realized layer thickness and refractive index mod-
els. In future work, we plan to design multilayer struc-
tures leveraging both the standard silicon-on-insulator,
along with the poly-silicon layer, to provide additional
wave action needed to minimize insertion loss and miti-
gate the broadband phase errors. Higher resolution for-
ward and adjoint simulations, coupled with higher-order
subpixel smoothing routines and more sophisticated ma-
terial models [11] should result in a closer match between
simulation and experiment.

IV. CONCLUSION

We present a new photonics inverse design methodol-
ogy well-suited for compact, interferometric devices ro-
bust to fabrication variability. In particular, we highlight
the importance of considering the forward and adjoint
current sources when formulating the optimization prob-
lem, and show that for many devices, a proper choice
yields an optimization problem requiring significantly
fewer Maxwell solves yielding devices robust to variabil-
ity. We validate our approach by designing and fabri-
cating a compact 90° optical hybrid on a commercial

foundry platform and characterize its transfer function
across three wafers. The device was explicitly designed
for broadband operation, which additionally reduced its
sensitivity to fabrication variability. Unlike other opti-
cal hybrids reported in the literature, our design is all-
passive, comprised of a single component, and occupies
a footprint orders of magnitude smaller than the state
of the art. We foresee this methodology as a standard
design tool for producing compact, phase transformation
blocks needed to create very-large scale interferometric
transformers.

V. METHODS

A. Device simulation

All devices were simulated using the free, open-
source FDTD software package Meep [35]. Gradients
for multiple wavelength points were computed in par-
allel using our hybrid time-/frequency-domain adjoint
solver [11]. We used a free/open-source implementa-
tion [36] of the globally convergent method of moving
asymptotes (MMA) [37] optimization algorithm to design
all devices. We ran all simulations and optimizations on
various Intel Xeon Gold 6226 2.7 GHz CPU nodes using
resources provided by the Partnership for an Advanced



Computing Environment (PACE) at the Georgia Insti-
tute of Technology [38].

B. Asymmetric splitter design

We designed four different (2D) 50/50 splitters exhibit-
ing unique phase offsets: A¢ = 0°, 45°, 90°, and 180°
(Fig. S1). The simulations emulated a fictitious foundry
with a minimum feature size of 80 nm and dispersion-
less Si and SiO4 refractive index models for the solid and
void regions respectively [18]. The splitters’ design re-
gion was 3 pm X 3 pm, with a simulation resolution of 30
pixels/um and a design grid resolution of 60 pixels/um,
such that 32,400 DOF were used throughout the design
process (not including the auxiliary parameter, ¢). The
input and output waveguides were 0.5 um wide, and the
output waveguides were separated by 1 pm edge-to-edge.

We ran each optimization for 70 iterations over 3
epochs (210 iterations total) using 12 cores of a com-
pute node, such that each optimization terminated af-
ter about 2 hours. Each epoch was defined by a bina-
rization constant such that § = 816,32 respectively,
and was restarted using the final design of the previ-
ous epoch as an initial condition. The design was uni-
formly initialized (p = 0.5) for the first epoch. We used a
conic filter radius of 80 nm throughout the optimization
process. Minimum linewidth and linespacing constraints
were activated during the last optimization epoch, using
1e = 0.75, ng = 0.25, and ¢ = 8500.

The optimization was performed over 10 discrete wave-
length points from 1500 nm to 1600 nm. To further im-
prove the robustness of each device, the optimization was
additionally performed over three design field variants
(i.e. eroded, ideal, and dilated). We used the harmonic
filters to produce the eroded and dilated design fields
with o = 107 and a filter support defined by a circle
with a radius of 20 nm, which accounted for an over-
/under-etch tolerance of 20 nm uniformly (Supp. Mat. SI,
Fig. S2).

C. Optical hybrid design

We designed a 3D, 90° optical hybrid for the Glob-
alFoundries 45CLO commercial foundry silicon photon-
ics process [33]. The design region was 8 ym X 8 pm,
with a simulation resolution of 30 pixels/um and a design
grid resolution of 60 pixels/um, such that 230,400 DOF
were used throughout the design process (not including
the auxiliary parameter, ¢). All waveguides are single-
mode with a width of 0.5 um. The two input waveg-
uides feed into the hybrid from the same side. The in-
phase arms exit from one side of the hybrid, and the
quadrature arms exit from the other side such that no
waveguide crossings are required. All input and out-
put waveguide pairs are 0.5 pum apart, and are routed
away from the structure using standard S-bends. The

design was only parameterized along a 2D cross-section
and extruded such that it spanned the thickness of the
silicon-on-insulator layer. Using 8 nodes (each containing
24 cores), our hybrid time-/frequency-domain Maxwell
adjoint solver converged for each forward and adjoint
run after 15 minutes on average. Two FOMs describing
the hybrid’s transfer function were optimized in paral-
lel (4 compute nodes/FOM). Unlike the phase splitters,
only the nominal design field was simulated each design
iteration (i.e. no over-/under-etching).

The optimization was performed over 5 discrete wave-
length points from 1530 nm to 1565 nm (spanning C-
band) and consisted of 70 iterations for 3 epochs, fol-
lowed by an additional 100 iterations during the final
epoch (310 iterations total) to enable better performance
once the fabrication constraints were activated. Each
epoch was defined by a binarization constant, such that
B = 8,16,32 respectively. The design was uniformly
initialized (p = 0.5). We used a conic filter radius
of 90 nm throughout the optimization process. Min-
imum linewidth and linespacing constraints were acti-
vated during the last optimization epoch, using n. = 0.7,
Na = 0.25, and ¢ = 8500. The minimum area and mini-
mum enclosed-area constraints were also activated during
the last epoch.

D. Device fabrication

The optical hybrid was fabricated using the Global-
Foundries 45CLO CMOS platform [33, 34]. The process
monolithically integrates electronics and photonics on
300 mm SOI wafers. The SOI layer (RX) is 160 nm thick
and the buried-oxide layer (BOX) is 2 pm thick. The op-
tical hybrid and corresponding test structures were fab-
ricated on three separate wafers.

E. Device measurement & characterization

To properly measure the phase relationship of the op-
tical hybrid, we designed a mismatched Mach—Zehnder
interferometer (MZI) using a standard directional cou-
pler as the input and the inverse-designed optical hy-
brid as the output. The MZI’s path length mismatch
(AL=115 pm) was chosen to ensure enough interference
fringes spanned the band of interest without spanning be-
low the resolution of the tunable laser source (Keysight
81642A). The four output arms of the optical hybrid fed
into individual grating couplers and a single fiber array
(OZ Optics) was used to measure all outputs simultane-
ously. The relative difference in peak transmission for
each channel directly corresponds to the phase offset in-
troduced by the optical hybrid (i.e. its transfer function).
We used a Hilbert transform to determine the relative
phase between output arms induced by the optical hy-
brid as a function of wavelength (Fig. S3).
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SECTION I: COMPARISON OF OPTIMIZATION PROBLEM FORMULATIONS

Here, we mathematically establish the optimization framework used to implement phase-injected topology opti-
mization and compare this framework to various other possible formulations. Throughout our analysis, which focuses
on both the phase splitters and the 90° optical hybrid (although is completely generalizable), we seek to achieve three
goals: (1) derive an optimization problem that is smoothly differentiable, allowing for off-the-shelf, gradient-based
optimization algorithms; (2) ensure the resulting search space is smooth and well-conditioned, which minimizes the
number of iterations needed for convergence; (3) minimize the computational cost of each optimization iteration.

Unlike many other photonics TO problems, all phase-injected TO problems are “minimax” (or alternatively, “max-
imin”) optimization problems [28] over the design variables p involving N distinct objective functions subject to
Maxwell’s equations spanning M frequency points:

min, (max, {f,(E)}] ne{l,2,..,N}
st. VX -V x E—wyee(p)E = —iw,d me{1,2,..,M} s1)
0<p<i
gr(p) <0 ke{l,2,.., K}

where f, is each objective function dependent on the spatial, steady-state field pattern E, € is the relative permittivity
as a function of the density design variables at each point in space, J is the current density, and g is the k"
constraint function. In order to cast the above optimization problem into a differentiable form, we use an epigraph
formulation [18, 37] by introducing the auxiliary parameter, ¢ € R with additional nonlinear constraints:

ming ¢ t
st. V x ﬁv x E— w2 e (p)E = —iw,d me{l,2,..,M}
0<p<l1 (52)
fo(x)—t<0 ne{l,2,...,N}
gr(p) <0 ke{l,2,.,K}

When designing interferometrically robust devices, this approach offers an important advantage over alternative
optimization formulations which aggregate multiple FOMs into a final objective function (e.g. using the L' or L?
norm). Namely, a minimax framework applied to broadband optimization ensures each wavelength point of interest
is optimized in tandem, forcing a “flat-band” response. The optimizer identifies which wavelength point exhibits the
worst behavior and is able to target that wavelength’s performance during the next iteration. In contrast, a mean-
square error (MSE) formulation (i.e. the L? norm) cannot identify or mitigate the effect of outliers, and is forced to
optimize the device’s aggregate performance. Similarly, the minimax formulation identifies performance discrepancies
across different design fields (e.g. when designing phase splitters robust to over- and under-etching, Sec. II) and/or
different FOMs (e.g. when designing the 90° optical hybrids which require a different FOM for each input arm,
Sec. III).

With the motivation behind a minimax framework established, the goal now is to identify the minimum number of
FOMs, f,, needed to characterize the device, as each FOM will require its own gradient computation. Furthermore, we
want to ensure each FOM is properly conditioned, such that the optimizer can readily traverse the corresponding cost
space. All objective functions relevant to this work involve manipulation of mode fields within the input and output
waveguides (e.g. values within a scattering or transfer matrix). We define a complex-amplitude mode coefficient,
at . of the m*™ mode for either the forward (+) or backward (—) directions in the n'" port of the device. The mode

m,n’

coefficient itself is determined by an overlap integral over a cross-section A [39],

m,n

ab,=C / EIGE H, () +E, () < H ()] #da, (S3)
A
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~ —~ ~+ —=
where E(r) and H(r) are the Fourier-transformed monitor fields at a particular frequency, E,, ,(r) and H,, ,(r)
are the mode profiles corresponding to the m™ mode at the n'" port at the same frequency for the forward- (+)
and backward- (—) propagating modes computed based on the chosen waveguide geometry, and C' is a normalization
constant chosen such that
+

m,n

| l® = Prr (S4)

where P,in is the total power propagating in that particular mode.
We note that each FOM must be real-valued and must ensure that the magnitude and phase transformation of the
device operates as desired. To better understand the nuances behind the choice of FOM, we first identify the desired

transfer function of an arbitrary phase splitter, described by

V2 {ale_jgl} |

T = — .
a267‘792

5 (S5)

where a; and ay describe the field amplitude of each output arm, and 6, and 05 describe the absolute phase delay.
By defining the transfer function in this way, we assume the splitter operates from “left to right”, such that light is
injected into the input arm, and then split accordingly to the two output arms, where the appropriate phase shift is
applied.

Naively, one could define four, real-valued FOMs that capture the magnitude and phase of each element of the
above transfer matrix,

9 2
Q19
= : -0.5] ,
fO Oéil
9 2
_ [ |eds
fi= — —-05] ,
o
1,1 (SG)
L 2
Qq o
f2: Z ’ _91 )
of,
" 2
Qg3
=L . — 0y ,
f3 (O{ii_J) 2

where port 1 corresponds to the input waveguide, ports 2 and 3 correspond to the output waveguides, and we evaluate
the squared error to preserve a differentiable form. We note that the relative scales of fo and f; (which range between
0 and 1) are drastically different than that of fy and fs, which depend on the defined units of the complex angle, and
must be appropriately normalized and scaled. Once this is properly implemented, we could potentially reduce the
number of simultaneous Maxwell solves from four to one by casting an aggregated FOM, consisting of a simple linear
combination of the above terms. However, this approach loses many of the advantages of a minimax optimization, as
discussed earlier, since the optimization is likely to focus on simpler aspects of the FOM (e.g. power) to compensate
for the lower performance of other aspects (e.g. phase).

A more elegant (and computationally efficient) formulation is to instead directly minimize the error-vector magni-
tude (EVM) between the simulated (complex) transmission coefficient and the desired transmission coefficient such
that

2
_ 0[1‘:2 @ —j01
fO + 2 € )
Q11
. ) (S7)
fi= s _ Qefﬂ92
ozfl 2

As before, these individual FOMs could be aggregated into a single FOM as a function of wavelength. Unlike our
naive approach above, the EVM does not require any additional scaling or conditioning — an important improvement.
However, the current formulation places an unnecessary constraint on the final device’s performance. Namely, it forces
both the output arms to have a specific phase relative to the input (i.e. an absolute phase response). While this is
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important when designing devices that must be cascaded together, many other devices, like the 90° optical hybrid,
only require a relative phase profile between their output arms.

In these unique cases, we can further simplify the FOM by redefining the EVM as a measure of the error between
the simulated complex ratio of both output arms and the target ratio, such that

; (S8)

where R is the target ratio. To ensure that the device’s insertion loss (IL) is also minimized, we define an explicit
constraint function (independent of the auxiliary parameter, t) of the form

2 2

+ +

Qq o Qy 3
go=1—-|—]"| — |7 (S9)

Qg Qg

which will require its own forward and adjoint simulations to compute the corresponding gradient. The designer has
some flexibility over how this constraint is implemented. For example, a particular threshold could be defined (e.g.
a maximum insertion loss of 1 dB) which prevents any progress on the actual FOM until the insertion loss criteria
is satisfied. In many ways, this additional threshold parameter is analogous to a scalar weighting parameter used in
the augmented approaches described earlier, and subject to the same drawbacks. Alternatively, one could incorporate
some dependence on the auxiliary parameter itself [18], to better condition the relationship between the IL constraint
and the original FOM.

Finally, we can leverage a phase-injected formulation to maximally simplify the resulting optimization problem. To
do so, we operate the device in reverse, which yields the transpose of the above transfer function

TH:Q

5 [a1e7% agel®]. (S10)

If we intentionally drive the (new) input arms with the desired magnitude and phase, an “optimal” device will
maximize power through the (new) output arm. Thanks to reciprocity, if we minimize the device’s insertion loss, the
final device will operate as expected in both forward and backward configurations. The resulting FOM reduces to

2 2

+ +
« o

fom1-| S| el (s1)
Qg Qg

which is strictly positive. This last optimization formulation only requires a single FOM and and a single gradient
evaluation per wavelength and design field variation. Additionally, its relative definition for input phase is significantly
easier to achieve than the alternative absolute definition.

We can replicate the same analysis as above using the 90° optical hybrid. By analyzing its transfer function,

Togo = : (S12)

and choosing to operate it in reverse, we see that the phase-injected formulation requires just two FOMs optimized
in parallel (one for each column vector of T).

SECTION II: OPTIMIZATION PARAMETERS

In this section, we describe the optimization parameters used to design both the arbitrary phase splitters and the
90° optical hybrid. The parameterization approach follows that of traditional density-based TO methodologies [15],
with some important modifications described in [18]. The “latent” DOF (p), which describe each voxel of the design
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domain, are first convolved with a 2D conic filter kernel, w(x), described by

%1—M rzeN
w(m){ g R ) a:¢,/\/7 (S13)

where N\ is a circle of radius R, @ is the center of N, and a is a normalization factor such that [w(z) = 1. Filtering
the latent design field regularizes the final design, such that the resulting optimization problem is better conditioned
and a smoother structure emerges [15]. In addition, the proper choice of filter kernel works in tandem with the
geometric length constraints (described below) to ensure the final design is manufacturable.

The filtered DOF (p) are then projected to a quasi-binary value using

tanh (1) + tanh (3 (p —n))
tanh (1) + tanh (3 (1 —n))’

where p is the projected design field, and 8 and n are the threshold parameters [27]. As ( increases, the projected
design becomes more binary. The norm of the resulting gradient, however, approaches 0 as § — oo due to the
resulting discontinuity in the projection function. As such, we use finite values of 3 throughout the optimization
process. Furthermore, we use multiple values of (3, restarting the optimization algorithm each time S is updated,
as this corresponds to an entirely new optimization problem. This update scheme forces the resulting geometry to
binarize while simultaneously pivoting the optimization algorithm out of any local minima it may be occupying. We
call each of these optimization evolutions “epochs”, as they closely resemble the iteration scheme used while training
artificial neural networks [40]. Since we are unable to force a binary design using /3, we rely on the corresponding
geometric constraints (described below) to ensure the final design is both binary and manufacturable.

The other threshold parameter, 7, is used to erode (n > 0.5) or dilate (n < 0.5) the projected design, a useful
feature when simultaneously optimizing over multiple design fields (e.g. for robust optimization). Unfortunately, the
resulting morphological transforms heavily depend on the dynamic range of the latent design field, and ensuring a
fixed, systematic erosion or dilation is nearly impossible.

To overcome this issue, we use the approach introduced in Ref. 18, which assumes 1 = 0.5 for all elements of p, but
involves an additional nonlinear filter step after the projection. The harmonic erosion filter [41] is defined by

5= (S14)

emp):(pja*w)l—a, (s15)

where « is a nonlinear threshold parameter. The harmonic dilation is defined by
1 -1
Dy(p)=1—|—— - a, 516
o) =1 (=g ruw) e (510

The filter w is a uniform kernel and its support determines the amount of erosion/dilation that occurs in a particular
direction. « is a regularization parameter to ensure differentiability; the exact dilation/erosion operation is obtained
in the v — 0 limit.

The final permittivity (&) is then interpolated from the projected (and possible eroded/dilated) DOF using

Er(ﬁ) = €min + p(gmam - Emin) (817)
where €;, is the permittivity of the “void” region (SiO2) and €4, is the permittivity of the “solid” region (Si).
To ensure manufacturability, we enforce geometric constraints (i.e. minimum linewidth and linespacing) and area
constraints (i.e. minimum area and enclosed area). The minimum-linewidth constraint, grw < 0, is described by the
function

gow == ST () fmin {7, — ne), 0} (18)
€N

where IV (p) is an indicator function that identifies the inflection region of the solid phase:
1Y (p) = p-exp (—e|VAI*) (519)

where ¢ is a dampening term that dictates the “strength” of the indicator function. The minimum-linespacing



13

constraint, grs < 0, is described by a similar function

gus =+ 3" 1% (po) - fmin {(na — 7 ), O} (520)
€N

where 179 (p) is an indicator function that identifies the inflection region of the void phase:
155 (p) = (1= p) - exp (—¢|VpI) (s21)

To determine 7, and 74 from the foundry minimum linewidth (l,,) and minimum spacing (), the following relations
hold [24]:

2
H 'k el
Me=1q—3(k)" +L Leei2 (522)
1, b € [2,00)
101 (1:)\2 l
5‘1(%)2’ 7 €10,1]
na=41+31(k)" -k Leo , (523)
0, L e [2,00)

where R is the user-specified radius of a conic filter. This allows one to arbitrarily choose the filter radius and derive
the subsequent threshold parameters (7. and 74) from the above relations.

Both the linewidth and linespacing constraints also place implicit constraints on the corresponding minimum cur-
vature for both solid and void regions. Assuming a circular filter is used (as is the case in this work) and that
the constraint is satisfied, the resulting topology cannot contain circular elements whose diameters are smaller than
the corresponding lengthscale (e.g. linewidth for solid regions and linespacing for void regions). Consequently, the
corresponding minimum radius of curvature k,, s is defined by

lﬂ) S
Kuw,s = 2’ . (S24)

We incorporated minimum-area constraints [18] using the constraint function, g4, such that

ga = /ﬁIA(ﬁ)dﬁ> (S25)
where p are the projected design parameters and I 4 (p) is an indicator function that is nonzero in regions enclosing all

the islands that are too small to be reliably fabricated. Similarly, we incorporated minimum-enclosed-area constraints
using the constraint function, gg 4, such that

G4 = / (1= p)Ipa(1— p)dp (526)

where I 4 is an indicator function that marks all the regions of the topology containing holes that are too small to
be reliably fabricated.

SECTION III: SUPPLEMENTARY FIGURES
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Figure S1. Steady-state performance (a), broadband phase response (b), and broadband insertion loss (c) for various phase-
splitters designed to operate at A¢ = 0°, 45°, 90°, and 180°. Each device was designed to be robust to 20 nm of over-/under-
etch variability. Worst-case performance bounds are dictated by the light-blue region, and the mean performance is dictated
by the solid-blue line.
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Figure S2. Steady-state field performance for the nominal 180° phase splitter, compared to its over-etched (top row) and under-
etched (bottom row) variants at A = 1.50 pym, A = 1.55 pum, and A = 1.60 pum. The effects due to over- and under-etching
were simulated using the morphological erosion and dilation filters, with a perturbation of +20 nm. Despite the fabrication

variability, the device still performs as intended (i.e. 180° phase offset between the output arms) across the entire band of
interest, as shown in Fig. S1.

(a) (b) (c)

360
Uy 1.0 P
/M L
NS 0.5f ; : ‘ £270¢
g AR
2 S00RV VAV YAV V) 5’180:
g | Ty "y U\ % :, - m—
g -0.5 , | ) : / | / g 0F
= | = I
_0'....|....|....|.,,, _1.0,,,,|,...|....|.... 0-....|....|....|....
1540 1545 1550 1555 1560 1540 1545 1550 1555 1560 1540 1545 1550 1555 1560
Wavelength (nm) Wavelength (nm) Wavelength (nm)

Figure S3. Phase extraction procedure for the optical hybrid. Using a tunable laser source and a standard fiber array, we
simultaneously measured the all four output channels over the optical C-band (a). We subsequently removed the amplitude
envelope induced by the grating couplers using a bandpass filter (c¢). Finally, we extracted the relative phase as a function
of wavelength using a Hilbert transform, such that Port 4 (0°) served as the frame of reference for the remaining ports.

The resulting broadband transfer function can then be used to characterize the device’s demodulation capabilities and overall
performance.
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Figure S4. Distributions of phase error across the measured spectra and all three wafers (denoted by W1, W2, and W3) for
three of the output arms (Port 4 is used as a reference) of the optical hybrid. Systematic variability are dictated by shifts in
the median phase error (red line), whereas random variability is described by the spread of the distribution (< £7° for each
arm). As systematic errors tend to dominate the source of phase error, future design iterations should optimize over multiple
design fields, such as over-/under-etching, changes in the refractive index, or the layer thickness itself.
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