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Topological defects are a ubiquitous phenomenon across different physical systems. A better un-
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derstanding of defects can be helpful in elucidating the physical behaviors of many real materials
systems.
impurities, showing their promise as molecular carriers and nano-reactors. Continuum theory and
simulations have been successfully applied to link static and dynamical behaviors of topological de-
fects to the material constants of the underlying nematic. However, further evidence and molecular
details are still lacking. Here we perform molecular dynamics simulations of Gay—Berne particles, a
model nematic, to examine the molecular structures and dynamics of +1/2 defects in a thin-film

nematic. Specifically, we measure the bend-to-splay ratio K3/K; using two independent, indirect

In nematic liquid crystals, defects exhibit unique optical signatures and can segregate

measurements, showing good agreement. Next, we study the annihilation event of a pair of +1/2
defects, of which the trajectories are consistent with experiments and hydrodynamic simulations. We
further examine the thermodynamics of defect annihilation in an NVE ensemble, leading us to cor-
rectly estimate the elastic modulus by using the energy conservation law. Finally, we explore effects
of defect annihilation in regions of nonuniform temperature within these coarse-grained molecular
models which cannot be analysed by existing continuum level simulations. We find that +1/2 de-
fects tend to move toward hotter areas and their change of speed in a temperature gradient can be
quantitatively understood through a term derived from the temperature dependence of the elastic
modulus. As such, our work has provided molecular insights into structures and dynamics of topo-
logical defects, presented unique and accessible methods to measure elastic constants by inspecting
defects, and proposed an alternative control parameter of defects using temperature gradient.

1 Introduction
topological defects17-18. Despite the above-mentioned advances

Liquid crystals (LCs) represent a range of condensed matter  of molecular models in understanding the equilibrium proper-

phases that exhibit features of both simple liquids and crystalline
solids12. The nematic phase, in which LC molecules display
orientational ordering without positional ordering, is most stud-
ied thanks to its wide spectrum of applications, including dis-
play technology?3, sensors*>, directed self-assembly®’, and au-
tonomous materials®. The direction-dependent material prop-
erties of an LC are rooted in the anisotropic shape of its con-
stituent molecules. Molecular dynamics (MD) simulations can
therefore provide molecular-level insights into a variety of unique
phenomena in LCs®~12. Examples include revealing molecular
self-assembly structure on the interface of an LC nanodroplet!3,
elucidating surface anchoring conditions for LC-liquid 141> and
LC-solid boundaries®, and resolving the molecular structure of
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ties of LCs, dynamical behaviors of LCs are much less studied by
molecular simulations %1921,

A widely used coarse-grained model of low molecular weight
LCs is the Gay-Berne (GB) model®224, GB particles interact
through a modified Lennard—Jones (LJ) potential accounting for
particle shape anisotropy and interaction anisotropy22-24. The
GB model can capture isotropic, nematic, smectic, and columnar
phases in LCs2>31, Moreover, by carefully picking its parameters,
the GB model can well simulate certain common LC molecules,
e.g., 4-Cyano-4-pentylbiphenyl (5CB)3? and p-terphenyl®3. The
advantage of the GB model against other atomistic models is its
affordable computational costs and its convenience in studying
the genuine physics of LCs34. Previous works have been de-
voted to measuring material constants of GB particles by different
methods. For example, orientational elastic moduli of GB par-
ticles have been measured using the direct correlation function
method 35, density of states3®, free energy calculations3*37, and
equilibrium orientational fluctuations 3839, Viscous coefficients of
nematic GB systems were measured using equilibrium MD 40-46
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and non-equilibrium MD simulations*’->3. These fundamental

studies have revealed microscopic structures and properties of
LCs, and have paved the way toward more quantitative study of
LC materials using molecular models.

Indeed, the GB model has been used to quantitatively elucidate
a range of LC-related phenomena, such as anchoring effects>4,
wetting®®, droplet shape°®, nanofilm>7->%  nanoconfinement ef-
fect®0-72 nanoparticle effect’377, boundary absorption of LC
molecules %78, and the phase behavior of GB-GB mixtures’%83
and GB-LJ mixtures848>, Other physics, such as the effect of ex-
ternal field 8687 and the addition of charges8889 or dipoles9-92
are also introduced in the GB model, showing interesting phe-
nomena such as reorientation®! and the tilted phase®2. Recent
GB particle simulation works have been extended to discotic?3,
biaxial?4101  deformable 102, or even active 193 LCs. These ef-
forts have shed light on the structures of LCs at the microscopic
scale, which is difficult to observe in experiments and inaccessible
by continuum simulations.

In spite of the above research progress, the study of topologi-
cal defects using the GB model is scarce. Topological defects are
a consequence of broken symmetry in ordered systems. Because
of its ubiquity, topological defects are important for understand-
ing a wide variety of phenomena in various physical systems 104,
Topological defects in nematic LCs are regions where the orien-
tational ordering of the molecules is frustrated. Point defects in
two-dimensional (2D) nematics and wedge disclinations in three-
dimensional nematics can be characterized by their winding num-
ber or topological charge, defined as k = a/2n, where « is the
angle by which the director rotated (positive for counterclock-
wise rotation and negative for clockwise rotation) after a coun-
terclockwise traversal of the Burgers circuit surrounding the de-
fect 105, Because of the nematic symmetry, the topological charge
of a 2D point defect can be multiples of half integer. The self
energy of such defect is proportional to the square of its topolog-
ical charge 19°. Therefore, defects carrying the lowest topological
charge +£1/2 are the stable ones in 2D nematics, which will be
heavily studied here.

There is a recent interest in studying the structures and dynam-
ics of topological defects in nematic LCs3196-108 thanks to its
emerging applications in defect-directed self-assembly 19%, mate-
rial transport 110, and micro reactors. Interestingly, recent studies
also showed that topological defects can reveal material proper-
ties of the LC. For instance, the morphology of a +1/2 defect is re-
cently used to infer the elasticity of a lyotropic nematic LC 111,112,
it is believed that during the annihilation event of a pair of +1/2
defects, the +1/2 defect moves faster than the —1/2 defect due
to hydrodynamic effects111:113, Despite the success of contin-
uum models that can reproduce the above-mentioned phenom-
ena, molecular insights into these mechanisms are still lacking.

Here, we use MD simulations to investigate morphological and
dynamical properties of topological defects in a nematic repre-
sented by GB particles. We first measure the shape of equilibrated
+1/2 defects constructed by GB models with varying parameters
and infer their elasticity ratio K3/K;. Subsequently, we use the
distance between two +1/2 defects in a quasi 2D nematic con-
fined to a disk to infer K3/K;. The two independent, indirect
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measurements of the elasticity ratio agree well with previously
published results. We next study the annihilation event of a pair
of +1/2 defects and find qualitative agreement with experiments
and hydrodynamic simulations in terms of defect speed dispar-
ity and defect orientation dependence. We further extend our
model to elucidate the thermodynamics of defects. Specifically,
our micro-canonical ensemble (NVE) simulation gives a simple
way of measuring the LC’s elastic modulus using the energy con-
servation law. We also show that higher temperature leads to
a longer time of defect annihilation. Finally, we demonstrate one
special feature of MD simulation by considering the dynamics of a
+1/2 defect under a spatial gradient of temperature. We find that
its moving speed is accelerated along the positive gradient direc-
tion but decelerated in the opposite direction. This can be under-
stood by considering the negative coupling between the tempera-
ture and the elastic modulus. Taken together, our MD simulations
confirm that dynamical phenomena observed in macroscopic sys-
tems are also present at the nanoscale, which also agree with
the continuum theory. Our simulations provide simple methods
to infer elastic moduli of a nematic by inspecting defect struc-
tures and thermodynamics. Further, the prediction of tempera-
ture gradient effect on defect dynamics shows its promise in con-
trolling defects for applications in, for example, defect-directed
self-assembly, molecular transport, and nano-reactors.

2  Model and simulation details

2.1 Gay-Berne potential

The Gay-Berne (GB) potential is an anisotropic version of the LJ
potential to mimick prolate and oblate spheroid molecules?2-24,
The interaction potential between two uniaxial GB particles can
be written as follows2>~24;

PO, R dyyop\ dyy0p\
UGB(uiauj»rij):4S(ui7uj7rij)|:< v;ao> 7(»;{0) ., @

where @; and ; are unit vectors representing the orientations of
particle i and j, respectively. ¥;; = r;;t;; is the center-to-center
vector pointing from particle j to i. oy is the diameter of the
cross-section of the particle normal to its orientation (Fig. S1
in Supplementary Section 1). The ‘softness’ of the potential d,,
allows for appropriate scaling of oblate spheroid particles, set to
0.345 for the x = 0.345 oblate spheroid GB particles and 1 for all
prolate spheroid particles. R approximates the surface-to-surface
distance by

R=rij— G(ﬁi,ﬁj,f‘lj) +d,,0p.
The range parameter o(ii;, ;,1;;) takes the following form

G(ﬁlaﬁj,flj) =

o {1 o R)? (8- Ri)? - 207 (8 - Fy) (8- Fy) (8- @

22008,
where the ratio y = (k%> — 1)/(x? + 1) characterizes the asphericity
of the liquid crystal molecules, and x represents the aspect ratio
of the GB particle (Fig. S1 in Supplementary Section 1). The
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Fig. 1 Morphology and structure of +1/2 defects in Gay—Berne nematics. (a) Phase behavior of a bulk nematic of GB(4.4,20,1,1). (b) Scalar order
parameter S as a function of temperature for three types of GB particles with comparison to the reference3°. (c) GB(4.4,20,1,1) particles confined
to a disk with a homeotropic anchoring boundary condition. Defects morphology displayed by particle for GB(4.4,20,1,1) (d), GB(3,5,1,3) (g) and
GB(0.345,0.2,1,2) (i). r in (d) indicates the radial distance used to measure the morphology of +1/2 defects. Defects morphology displayed director
field for GB(4.4,20,1,1) (e), GB(3,5,1,3) (h) and GB(0.345,0.2,1,2) (k). The color bar indicates the order parameter S and dashed blue lines highlight
the shape of the +1/2 defects. Two +1/2 defects observed in a disk region for GB(4.4,20,1,1) (f), GB(3,5,1,3) (i) and GB(0.345,0.2,1,2) (I). Inset
in (c): colormap indicates the particle orientation for (a), (c), (d), (g) and (j).

molecular anisotropy potential £(d;,a;,#;) in Eq. 1 is given by
A Qs ) = At TR TR
E(ulvuj7rlj) =&¢& (ul:uj)gz (ul7uj7rlj)7

where g is the characteristic energy representing the energy well
depth for cross configuration (Fig. S1 in Supplementary Section
1). & and &, are defined as

1
-2
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and
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Parameters v and u are dimensionless. Parameter y' = (K‘/ﬁ -
1)/ (K’ﬁ +1), where k' = g/¢,. is the ratio of the potential well
depths corresponding to the side-to-side (ss) and end-to-end (ee)
configuration, respectively (Fig. S1 in Supplementary Section 1).
A cut-off distance rey is introduced to Eq. 1 such that the potential
U* = 0 when rj; > reye. A GB model can be fully determined by

four parameters, denoted by GB(k,«’,i,v). In this paper, we
use three kinds of GB particles, i.e., GB(4.4,20,1,1), GB(3,5,1,3)
and GB(0.345,0.2,1,2). Elementary units, i.e., energy scale &,
length scale oy, mass scale m, and the Boltzmann constant kg,
are set to 1. All units are multiples of these fundamental values,
with distance x scaled as x* = x/cy, volume V as V* =V /gy,
energy U as U* = U /gy, temperature T as T* = kgT /&y, density
p as p* = Noy?/V (N is the number of particles), pressure P as
P* =P} /ey, time 1 as 1* =1(kgT /mooy?)'/?, elastic modulus K; as
K} =K;00/€y, and viscosity n as n* = n6y> /€y To. In what follows,
units are omitted if simulation units are used.

2.2 Simulation Details

MD simulations were carried out using the Large-scale
Atomic/Molecular Massively Parallel Simulator (LAMMPS) 114,
Periodic boundary conditions are applied in all three directions,
and the Nosé-Hoover thermostat is adopted to control the tem-
perature in the constant-pressure, constant-temperature ensem-
ble (NPT) and canonical ensemble (NVT). The time step is
dt = 0.001 for GB(4.4,20,1,1), GB(3,5,1,3) and dt = 0.0001 for
GB(0.345,0.2,1,2) in simulation units for all investigations un-
less otherwise specified. The cut-off distance for GB(4.4,20,1,1),
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Table 1 A summary of simulation parameters for different systems.

GB(x, k', 1, V) GB(4.4,20,1,1) GB(3,5,1,3) GB(0.345,0.2,1,2)
Ly x Ly x L} (phase) 21.06 x 21.06 x 21.06 18.85 x 18.85 x 18.85 9.63 %X 9.63 x9.63
D* x L} (disk) (88—176) x12 (60—120) x8 (21.04 —42.09) x20
Ly X Ly x L} (annihilation) 143.44 x 143.44 x 28.17 163.55 x 163.55 x 22.36 63.44 x 63.44 x 15.16
Ly x Ly x Lt (T gradient) 356.84 x 143.80 x 28.24 - -

N (phase) 1,805 2,016 2,106

N (disk) 15,540 — 59,220 7,368 — 28,552 18,480 — 66,520
N (annihilation) 112,000 180,000 144,000

N (T gradient) 280,000 - =

GB(3,5,1,3) and GB(0.345,0.2,1,2) is reur = 609, 50p and 1.60y,
respectively. The NPT ensemble is set up using pressures ex-
tracted from NVT ensemble simulations, which is variable de-
pending on the model and temperature used. The densities
of GB(4.4,20,1,1), GB(3,5,1,3) and GB(0.345,0.2,1,2) are p* =
0.1932, 0.3, and 2.36, respectively. To characterize nematic-
isotropic phase transition, we use a cube as the simulation box
(Fig. 1a). For the rest of the prolate GB systems, the z-dimension
L} is much smaller than the other two dimensions and we treat
them as quasi 2D systems. The simulation details of the parame-
ter setting are summarized in Table. 1.

We use the Q-tensor formalism to calculate the scalar order
parameter S and the director field in the nematic. The tensor
representation is based on a spatial average of the dyadic product
of individual molecular orientations. It is defined as 11116

-2 ¥ (8- 51) @
2Nr = el 3 ?

where N' is the number of GB particles in the sampling region
and I is the identity tensor. The local average orientation i of the
region is the eigenvector of Q associated with its largest eigen-
value S, which corresponds to the scalar order parameter in the
local region quantifying its degree of nematic ordering. The size
effect study of the sampling region shows that the scalar order
parameter S is only marginally dependent on N* (Supplementary
Section 2). To measure the hydrodynamic velocity field in our GB
system, we divide the simulation box into 15 x 15 regions in the xy
plane, and use individual particle’s time-dependent position vec-
tor to calculate a local region’s average velocity v. For the k-th
region, the velocity vector V; is computed from

B 1N %1+ AF) —%a(rF — AF)

_ 1 3
Vilt) NT & 200 ’ ®)

where i = 1,2,...,N; denotes the i-th particle in the region, and
X;(t*) represents the i-th particle’s position vector at time *. The
time interval for the measurement is chosen to be Ar* = 200. Note
that this hydrodynamic velocity vector v is different from the in-
stantaneous velocity V of individual GB particles.

3 Results

We first study the nematic ordering of a bulk GB particle system
at different temperatures using an NVT ensemble. For the tem-
perature range we considered, nematic and isotropic phases are
respectively detected below and above a critical temperature Ty
(Fig. 1b). Our measured scalar order parameter S as a function of
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temperature 7* quantitatively agrees with the benchmark results
reported in literature 3¢ for all three GB parameters, serving as a
validation of our calculations (Fig. 1b).

Topological defects in a nematic LC are associated with high
elastic energy region19>. In continuum theory, the Frank-Oseen
elastic energy density of a nematic LC is expressed in the follow-
ing117:

1 1
fHO = SKi(V-1)? + Ky (- V x h)?

€ 2 2
. S1\2
+§K3(n>< (V x 1))
1

— 5 KaaV (V) + R (V<))

where K, K;, K3, and K4 are the splay, twist, bend, and saddle-
splay modulus, respectively. In a 2D system, twist (K) and
saddle-splay (K,4) terms are irrelevant. Therefore, the mor-
phology of +1/2 defects is solely determined by the competi-
tion between splay (K;) and bend (K3) constants, which controls

the in-plane distortions of the director field around the defect
core 111,112,118

To simulate the defect annihilation process in a GB system, we
prepare a thin-film nematic containing a pair of 4+-1/2 defects sep-
arated by a distance d* = 16 ~ 70 and equilibrate these defects
under an NPT ensemble (pressure obtained from NVT ensemble
simulations) to reach the desired density for a short duration of
t* = 5. Hereafter, we perform simulations in the NVT ensemble
during which the two defects approach each other and eventu-
ally annihilate driven by the elastic force. We further measured
the scalar order parameter S and the director fi around the core
of the +1/2 defect based on Eq. 2 well before the pair of defects
are annihilated (Fig. 1e, h, k), and the equilibrium § is different
across the three types of GB particles. The low scalar order pa-
rameter areas (dark color) defined by S < 0.5 correspond to the
defect cores and their sizes are r} ~ O(1) (Fig. le, £, h, i, k, | and
Supplementary Section 3). The comet-like shape of the director
field around the defect core is also slightly different among the
three types of GB systems (Fig. le, h, k). The defect associated
with k¥ = 4.4 and 0.345 exhibits a V-like and a U-like shape, re-
spectively. Whereas the defect associated with the intermediate
aspect ratio k = 3 shows an intermediate shape. To quantitatively
characterize the shape of the +1/2 defect and to avoid boundary
effect, we measure the azimuth dependence of the director ori-
entation angle 6 around the defect core at a fixed radial distance
r* from the defect core before two defects are too close. This ra-
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Fig. 2 Two independent measurements of the elasticity ratio. (a)
Morphology of +1/2 defects averaged from 40 data points for each GB
particle type. Inset: quantitative description of +1/2 defect morphology:
6 is the angle between the y-axis and the director orientation; ¢ is the
polar coordinate. (b) Defect distance measurement in disk simulations
and theory, b is the extrapolation length. Error bars indicate standard
deviation of 40 measurements; inset: d is the distance between two +1/2
defects in a disk with a homeotropic anchoring by fixing the GB particles
(one layer near the boundary) along the radial direction.

dial distance r* = 8, 8, 4 for k = 4.4, 3, 0.345, respectively, which
are chosen much shorter than the box dimension to minimize the
influence of the other defect or the far field (Fig. 1d, g, j). Note
that the local Frank elastic constants close to defect core regions
could deviate from their equilibrium values due to the lowering
of the scalar order parameter S caused by the diverging elastic
distortions. Therefore, r* is chosen to be considerably larger than
rr.

To quantify the shape of +1/2 defect, we set a polar coordinate
system represented by (r,¢) centered at the defect core and mea-
sure the orientation angle 6, defined as the angle between the
y-axis and the director orientation #, as a function of the azimuth
angle ¢ at the fixed radial distance r* (Fig. 2a inset). Our mea-
surements indeed reveal the quantitative difference among the
three GB systems we study here (Fig. 2a). By fitting our data with
Frank elasticity theory!!!, we can further extract the elasticity ra-
tio K3/K;. We find that the higher the aspect ratio « is, the larger

K3/K; is. Moreover, k > 1 and < 1 lead to K3/K; > 1 and < 1, im-
plying that the bend constant Kj is larger (smaller) than the splay
constant K| in a rod-(disk-)like system. These observations are
consistent with our expectations; as past results have suggested
that shape (rather than enthalpy or molecular identity) comprises
most of the information necessary to capture liquid crystal order-
ing and elasticity36:119:120,

We can also measure the elasticity ratio from an alternative sys-
tem, namely a disk region consisting of two +1/2 defects. Specif-
ically, we equilibrate a disk region of diameter D of GB parti-
cles with homeotropic anchoring by fixing the GB particles (one
layer near the boundary) along the radial direction with time step
dr = 0.0001. The separation distance between the two defects d
is an outcome of the competition between splay and bend energy
cost. Our MD simulations show that the average separation dis-
tance d of the two defects is different among the three types of GB
systems (Fig. 1f, i, ). The higher « is, the closer the two defects
are. By minimizing the free energy of a nematic confined to a
disk region using Ginzburg-Landau equation!2! (Supplementary
Section 4), we can theoretically find the equilibrium separation
distance d of the two +1/2 defects with a known elastic constant
ratio K3 /K; (Fig. 2b). The higher K3/K; is, the more costly bend
distortion is in the system, which will bring the two defects closer;
otherwise, the two defects will move away from each other to sup-
press splay deformation. In the special case when K3 /K| = 1, our
calculation shows d/D ~ 0.667, consistent with what is reported
in literature 122123,

By pairing the elasticity ratio K3/K; from the defect shape
measurement and the defect separation distance d/D from the
disk simulation, the different size data points (K3/K7,d/D) corre-
sponding to the three different GB particle types collapse onto
the theoretical curve (Fig. 2b). The slight deviation between
data points and theoretical curve can be understood by consid-
ering effects of finite anchoring and unevenly distributed scalar
order parameter (Supplementary Section 5). This remarkable re-
sult demonstrates that Frank elasticity theory still works in the
nanoscale.

The elastic constant ratio reported from the density of state
method 3¢ and our measurements are summarized in the follow-
ing table:

Table 2 Thermodynamic quantities and elastic constants of the three
GB systems.

GB(x,x,11,0) GB(4.4,20,1,1) GB(3,5,1,3) GB(0.345,0.2,1,2)
o 0.1932 0.30 2.36

T* 3.00 2.80 2.60

Tai 30 7.00 3.80 5.50

536 0.74 0.82 0.73

K, 36 2.43 5.00 6.00

K330 6.07 8.32 4.05

K3 /K 6 2.50 1.67 0.67

K3/K; (shape) 2.68 1.58 0.75

K3 /K, (disk) 2.17-2.71 1.18—1.72 0.51-0.67

For both prolate and oblate (discotic) particles, three different
measurements of K3 /K differ by less than 12%. The two methods
provide a simple visual way to measure the elastic constant ratio
in nematic LCs.
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Fig. 3 Two scenarios of defect annihilation events. (a) Sequential snapshots for the parallel scenario, the far field orientation (top left inset: the
orientation of far field represented by the zoomed red particle) and the the auxiliary line (dashed white line) connecting the two defects are parallel.
Top right Inset: colormap indicates the particle orientation. (b) Sequential snapshots for the perpendicular scenario, the far field orientation (top left
inset: the orientation of far field represented by the zoomed green particle) and the auxiliary line (dashed white line) connecting the two defects are
perpendicular. (c) Defects position in x-axis as a function of time. The origin is set to the position of —1/2 defects in MD simulation; error bars
indicate standard deviation of 10 independent simulation runs. (d) Defects position in x-axis as a function of time in LBM simulation with elastic

constant ratio K3/K; = 2.50.

After studying the static properties of topological defects using
the GB model, we turn to studying their dynamical behaviors. In
what follows, we focus on GB(4.4,20,1,1) system. A pair of +1/2
defects in an otherwise uniform thin-film nematic is prepared to
study their annihilation process. We consider two scenarios of de-
fects configurations, namely a parallel scenario and a perpendicu-
lar scenario 11! (Fig. 3a, b). In a parallel (perpendicular) scenario,
the auxiliary line connecting (white line in Fig. 3a, b) the two de-
fect cores is parallel (perpendicular) to the nematic far-field, the
orientation of which is represented by the zoomed red and green
particles in Fig. 3a, b. In both scenarios, the two defects will ap-
proach each other to reduce the elastic energy of the system. The
comet-like +1/2 defect will therefore move forward (backward)
with respect to its head in the parallel (perpendicular) scenario
(Fig. 3a, b). After the annihilation, the system returns to a uni-
form state.
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We have run 10 independent simulations starting from the
same defect separation distance for each scenario, and mea-
sured the averaged defect trajectories shown in Fig. 3c. For
comparison, we have also performed hybrid lattice Boltzmann
method (LBM) simulation using the same elastic constant ra-
tio (K3/K; = 2.50) 124, Our calculations show that the speed of
the —1/2 defect is lower than that of the +1/2 defect (Fig. 3c),
in line with the literature ! and the hydrodynamic simulations
(Fig. 3d), indicating that a hydrodynamic effect that causes de-
fect speed disparity also exists in our nanoscale system 111113,
We also notice that the two scenarios show different annihilation
times. Specifically, the perpendicular scenario has faster annihi-
lation dynamics than the parallel scenario (Fig. 3c), again consis-
tent with the actin-based experiment!1! and the hydrodynamic
simulations (Fig. 3d). Moreover, both MD and LBM simulations
agree on the relative position of the annihilation point: the anni-
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hilation point of the two defects for the parallel scenario is closer
to the original position of the —1/2 defect; whereas the annihi-
lation point of the perpendicular scenario is slightly closer to the
center point between the original positions of the two defects.
Therefore, there is a semi-quantitative agreement between the
two simulations in terms of the defect trajectories. No significant
size effect on defect annihilation event is observed in our simu-
lation (Supplementary Section 6). We further measure the ve-
locity and the scalar order parameter field in the MD simulation
(Fig. 4a, ¢) and contrast them to the hydrodynamic simulation
results (Fig. 4b, d). The velocity vector field measured from the
GB system based on Eq. 3 is similar to that calculated from the
hydrodynamic simulations (Fig. 4) and the literature %8, Dur-
ing the annihilation, the prolate spheroid GB particles rotate and
translate collectively to accommodate the re-arrangement of the
director field, leading to a hydrodynamic flow (Fig. 4a, c). For

both scenarios, two vortices of flow are seen distributed on the
two sides of the auxiliary line connecting the two defects, which
push the +1/2 defect to move towards the —1/2 defect (supple-
mentary movie). Whereas there is no significant large-scale flow
near the —1/2 defect. This backflow effect explains the observa-
tion that the +1/2 defect moves faster than the —1/2 defect in GB
systems (Fig. 3c). The annihilation time difference between the
two scenarios can be understood by considering the viscous coef-
ficients associated with the backflow. In the parallel scenario, the
director field between the two defects is perpendicular to the flow.
For the perpendicular case, however, the director field between
the two defects is aligned with the flow. Therefore, the relevant
Miesowicz viscosity 12° in parallel and perpendicular scenarios is
M, and ny, respectively. Because 1, > 1 in GB(4.4,20,1,1) 46 the
hydrodynamic flow is stronger in perpendicular scenario than in
parallel scenario, therefore explaining the annihilation time dif-
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ference between the two scenarios.

Although we averaged the velocity in each region, the velocity
fluctuations in MD simulations are more significant than that in
LBM simulations. The color in Fig. 4 of two methods look differ-
ently. That is because thermal fluctuations of the order parameter
are absent in an LBM simulation, which is based on a continuum
model. In MD simulations, thermal fluctuations are naturally in-
cluded and are reflected by the non-uniform color in the images.
For equilibrium simulations, this noise can be reduced by doing
longer time average. For dynamic simulation in which defects
move and annihilate, the instantaneous scalar order parameter
will be noisy. In MD simulations, the displacement of the defects
in the y-direction fluctuates, making the vortex center and ver-
tex shapes change during the annihilation (Fig. 4a, c). Moreover,
there is a diverging flow at the final stage of the annihilation pro-
cess in the LBM simulation, which is not observed in the MD sim-
ulation. Nevertheless, an acceleration of the —1/2 defect speeds
is found in MD simulation, consistent with the fact that the elas-
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tic force diverges as their separation distance approaches zero,
driving a strong flow in the final stage of the annihilation process
(Fig. 3¢).

To estimate the Ericksen number of the GB model in the de-
fect annihilation event, we have measured the rotational viscos-
ity 7 = 5.89 using rotating field method (Supplementary Section
7.1). The characteristic velocity of the two defects v = 0.0360¢ /79
(Fig. 3c), the core size of defects during annihilation & = 2r.* =~
448, and choose the mean elastic constant K* = 4.2530. This
gives rise to Er = ;7§ /K* = 0.224, comparing to Er = 0.219 in the
LBM simulation. Therefore, the viscous effect is considerable but
less important than the elastic force for this range of the Erick-
sen number. This is also consistent with the fact that the hydro-
dynamic effect is present in our GB systems. Note that, similar
to the concept that one can estimate orientational elastic moduli
by inspecting defect shapes, one can also estimate viscous coeffi-
cients by inspecting defect velocities. Indeed, this method yields
7; = 3.11, which is in the same order of magnitude of the rotating



field measurement (Supplementary Section 7.2).

We next study the thermodynamics of defect annihilations us-
ing different ensembles. We first consider an NVE ensemble
and set the initial temperature to 7* = 3. During annihilation,
we detect a steady increase of the temperature despite strong
fluctuations in the measurements (Fig. 5a). After annihilation,
temperature fluctuates with respect to a higher mean value with
T* ~3.005 (Fig. 5a). The increase of the thermal energy associ-
ated with the temperature rise allows us to estimate the elastic
modulus of the nematic. Specifically, the elastic energy corre-
sponding to the initial state of the two defects separated by a
distance d* = 70 can be approximated by a elastic energy formula
under one-constant approximation 10°:

*

d
Eel = —27'L'K*k1 kzL; In ﬁ,

c

where k; = 1/2 and k, = —1/2 are the topological charge of the
two defects, respectively, K* is the mean elastic modulus, and r} ~
2.24 is the characteristic size of the defect core. After annihilation,
this elastic energy is dissipated into heat in the NVE ensemble.
The thermal energy change in the simulation is:

Ethermal = NkpAT™.

We can use the relationship E,ermal = Ee) to estimate the elastic
constant,

- NkpAT*
2mkiko L In 5

The estimation of elastic constant is K* = 4.61, agreeing well with
(K1 +K3)/2 = 4.25 reported in literature3®. We also find that
when the distance d* is comparable to the defect core size, the
elastic constant measurement using the energy conservation law
will become inaccurate (Supplementary Section 8). This provides
a convenient method to estimate the order of magnitude of the
elastic modulus of the nematic in MD simulations. This estimate,
if combined with the visual measurement of the elasticity ratio,
can be used to determine the absolute values of both K; and K3.
This idea of applying thermodynamic frameworks to study defect
annihilation dynamics is a fertile area for future works.

To ensure that our calculations are independent of the choice
of the ensemble, we simulate defect annihilations in otherwise
equivalent NPT, NVT and NVE ensembles using GB(4.4,20,1,1).
A change in thermodynamic variables during defect annihilation
is also observed. In the NVT ensemble, the measured pressure
P has dropped by ~ 0.35%; whereas, in the NPT ensemble, the
measured volume has shrunk by ~ 0.17%. Note that the pres-
ence of defects can distort the nematic and lead to less efficient
packing of the GB particles, resulting in higher pressure for the
fixed volume system and larger volume for the fixed pressure sys-
tem. In all the three ensembles we consider here, the fluctuations
of thermodynamic variables, (Ax)/(x) (x =T, P, or V) is in the
order of 10~3, comparing to 1/v/N ~ 3 x 1073, This shows that
our nanoscale system is within the thermodynamic limit (Supple-
mentary Section 9). To compare defect annihilation dynamics be-
tween different ensembles, we conduct NVT, NVE, and NPT en-
semble simulations with the same initial temperature and density,

and compare their annihilation dynamics in terms of annihilation
time ¢* and the location of annihilation point x* (Fig. 5d). There
is no significant difference between different ensembles within
statistical uncertainty, confirming that the GB system is indeed in
the thermodynamic limit and different ensembles are indifferent.

We further investigate the temperature dependence of defect
annihilation processes using the NVT ensemble. The effect of
temperature has two folds. On the one hand, viscous coefficients
are usually lower at higher temperature4®, which can facilitate
hydrodynamic flows and help accelerate defect annihilation. On
the other hand, elastic moduli are lower at higher temperature 3¢,
which will reduce the driving force of the defects, slowing down
the annihilation process. Our MD simulations can be used to as-
certain the relative importance of these two competing effects.
Our measured defect trajectories at three different temperatures
show that higher temperature leads to a longer time of annihila-
tion (Fig. 5e), implying that elasticity is more important than the
viscous effect in terms of annihilation dynamics in the GB system
considered here. This is again consistent with the estimated Er-
icksen number Er = 0.224 < 1 of the system at which elastic effect
wins over viscous effect.

Finally, we study the effect of temperature gradient on defect
dynamics. It is advantageous to use MD simulations against con-
tinuum simulations to study non-uniform temperature systems.
The temperature dependence of material constants such as elas-
tic moduli and viscous coefficients has to be implemented ad hoc
in continuum simulations. In molecular models, however, they
emerge naturally. In what follows, we use the GB model to inves-
tigate how a +1/2 defect moves under a temperature gradient.
To this end, we consider a pair of +1/2 defects separated in the x-
direction along which the local temperature varies linearly from
T at the center to T, at the two edges of the box, where the
periodic boundary condition requires that their temperatures are
equal (Fig. 6a, b). If T} > T, the +1/2 defect facing towards the
center is under a positive temperature gradient (Fig. 6a); if oth-
erwise, the +1/2 defect is under a negative temperature gradient
(Fig. 6b). The temperature range of the system bounded by 7}
and 75 are within the nematic phase. Our simulations show that
the +1/2 defect under a positive temperature gradient spends less
time to move to the center of the box than under a negative tem-
perature gradient (Fig. 6¢c, d). We also notice that GB particles
tend to rotate out of the plane near the center of the box, a simi-
lar behavior found in uniform temperature systems (Fig. 3). This
phenomenon is more severe for the positive temperature gradi-
ent scenario in which the box center is hotter, where stronger
thermal fluctuations may promote the out-of-plane rotations of
the GB particles.

We further quantify the change of moving speed of +1/2 de-
fects under different temperature gradients. We subtract the
defect velocity v, by v,y measured from a simulation of a uni-
form temperature 7* = (7}* +7,') /2 and plot Av, = v, — v, against
dT* /dx* = (T} —T;)/(0.5L}) in Fig. 7a. The results show that the
more positive (negative) the temperature gradient is, the higher
(lower) the defect speed will be.

We can understand the above behavior using a continuum the-
ory. The elastic energy of the system is Eg = —2nK*kikyL} lnz‘l—;
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under one-constant approximation %>, where K* is a function
of temperature 7*36. The force acting on the +1/2 defect can

to suppress any global flow (Fig. 7b). The results also show that
the +1/2 defect tends to move towards the hotter region, which

e derive ifferentiating the elastic ener = -2 — rovides an additional support of these theoretical arguments.
be derived by diff iating the elasti gy F 8811;1 provid dditional supp f th h ical arg

wL: ; 9K* d* K* . .
- ~In4. + &), where the first term contributes to the . . .

2 (Ga In 2 + ) 4 Discussion and Conclusion

change of defect speed Av, and the second term corresponds to v,g
for a uniform temperature system. Therefore, the theory shows
that there is a linear relation between Av, and dT*/dx* and the
proportionality is wﬁ% = % In g—r}% = 3.67, comparing to
3.95 measured from a linear fit to the simulation data (Fig. 7a).
This quantitative agreement again demonstrates that the molec-
ular system can be understood from a continuum point of view.
The above predictions can be further tested in future experiments.
Note that a recent experiment of a colloid dispersed in nematic
5CB has reported a similar phenomenon that the colloid tends
to move toward the hotter region126. This is due to a similar
physical reason that the elastic modulus of the hotter regions is
lower, which provides a force to push the colloid to the hot zone
to reduce the elastic distortion costs incurred by the presence of
the colloid, an opposite direction when dispersed in an isotropic
medium under the same temperature gradient 126, To further sup-
port our proposed mechanism, we perform a separate simulation
in which a temperature gradient is along the transverse direction
(y-direction), where the periodic boundary condition is turned off
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In this work, we have performed molecular dynamics simula-
tions of topological defects in a thin-film Gay-Berne nematic.
We first use two independent, indirect methods to measure the
bend-to-splay ratio K3/K; for three types of GB particles, includ-
ing two different prolate particles and one discotic particle. In
the first method, we inspect the shape of the +1/2 defect and
fit it with a continuum theory. In the second method, we mea-
sure the distance of two +1/2 defects of a nematic confined to
a disk region with homeotropic anchoring. By comparing to the
continuum theory, K3/K; measured by the two methods agree
with each other and are within ~ 10% difference with the liter-
ature3®. This provides a direct molecular evidence of the Frank
elasticity theory. We next study the spontaneous annihilation pro-
cess of a pair of £1/2 defects in an otherwise uniform nematic of
GB(4.4,20,1,1). The defect trajectories indicate that the 4+1/2 de-
fect moves faster than the —1/2 defect, and the configuration of
the director field can also dictate the annihilation speed. Both fea-
tures are thought to originate from hydrodynamic effects of the
nematic. This agreement with experiments and continuum sim-
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ulations confirms the hydrodynamic theory of nematics. We can
also extract the flow field of the GB system during defect annihi-
lation and compare favorably with that calculated from hydrody-
namic simulations. We further examine the thermodynamics of
the system before and after defect annihilation. The NVE ensem-
ble simulation allows us to correctly estimate the elastic modulus
by equating the elastic energy stored in the defect-bearing state
and the thermal energy acquired after defect annihilation. Com-
bined with the visual methods of measuring the elasticity ratio,
it is possible to use the information of defect structures and dis-
sipated energy during defect annihilation to determine the abso-
lute values of K; and K3. By varying temperature, simulations
show that defect annihilation is faster for lower temperature, un-
derscoring the importance of the elastic effect, which becomes
stronger at lower temperature. This is consistent with our esti-
mated Ericksen number of the system Er = 0(0.1) at which elastic
force wins over viscous force.

Temperature gradients can lead to spatial gradients of elastic
constants, viscous coefficients, and diffusion constants. Landau—
de Gennes theory can be used in the quasi-static limit and when
thermal noise is not considered. In general, a hydrodynamic
model accounting for elastic constant gradients, back-flow effects,
and thermal diffusion effects has to be developed to fully describe
the thermophoresis phenomenon of defects. In addition to the
complexity of this model, the temperature dependence of these
material constants is unknown, with limited measurements avail-
able from which to estimate their magnitude, therefore requiring
they be set ad hoc in the model as well. In the molecular model,
however, the temperature dependency of these constants natu-
rally arises and no ad hoc assumption is required, and all the
physics are included. Therefore, the molecular model provides
a convenient platform onto which to theoretically study the tem-
perature gradient effect. Finally, we simulate defect motion in a
region of nonuniform temperature. Our calculations show that
+1/2 defects tend to move to hotter area. Using a simple theory
based on the temperature dependence of the elastic modulus, we
are able to quantitatively explain the change of defect speed due
to local temperature gradient. There is a recent interest in study-
ing the transport phenomena of topological defects in nematic lig-

uid crystals. For example, certain types of defects can self propel
in active nematics 123, Because defects tend to segregate foreign
molecules and particles in nematic liquid crystals®-109:127
trolled motion of defects motion can lead to applications in, for
example, defect-carried material transport and micro reactors. In
active nematics, internal stresses have to be maintained to mobi-
lize these defects. Therefore, temperature gradient provides an
alternative method to mobilize defects locally and in demand.

, con-

Put together, our work presents a compendium of new inves-
tigations into the physics of topological defects in nematic liquid
crystals; we have systematically compared MD and continuum
simulations in terms of defects’ structures, thermodynamics, and
annihilation dynamics. The study shows that there is a quan-
titative agreement between the two physical models of distinct
length scales, including the measured elastic constant ratio, an-
nihilation dynamics, and temperature gradient effect on defect
motion. Moreover, the measurement of viscoelastic constants of
a material is often-times cumbersome and inevitably involves the
application of external fields. In this work, we propose passive
methods to measure these constants, namely through inspecting
defect structure, defect separation distance, or measuring temper-
ature change during an annihilation event. The temperature gra-
dient effect provides an alternative way to control defect dynam-
ics using heat, and presents a novel prediction which should stim-
ulate future experimental interest, particularly as thermophoretic
effects are likely to be present in the burgeoning field of active
liquid crystals.
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