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Abstract

Population spatial synchrony, the tendency for temporal population fluctuations to be correlated
across locations, is common and important to metapopulation stability and persistence. One
common cause of spatial synchrony, termed the Moran effect, occurs when populations respond
to environmental fluctuations, such as weather, that are correlated over space. Although the de-
gree of spatial synchrony in environmental fluctuations can differ between seasons and different
population processes occur in different seasons, the impact on population spatial synchrony is
uncertain because prior work has largely assumed that the spatial synchrony of environmental
fluctuations and their effect on populations are consistent over annual sampling intervals. We
used theoretical models to examine how seasonality in population processes and the spatial syn-
chrony of environmental drivers affect population spatial synchrony using theoretical models.
We found that population spatial synchrony can depend not only on the spatial synchrony of
environmental drivers, but also on the degree to which environmental fluctuations are correlated
across seasons, locally and across space. Moreover, measurements of synchrony from ”snap-
shot” population censuses may not accurately reflect synchrony during other parts of the year.
Together, these results show that neglecting seasonality in environmental conditions and popu-
lation processes is consequential for understanding population spatial synchrony and its driving

mechanisms.
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Introduction

Population spatial synchrony—the tendency for temporal fluctuations in the abundance of an
organism to be correlated across locations—is a common phenomenon across ecological systems
(Liebhold et al. 2004). Population synchrony results primarily from two key mechanisms: dis-
persal of individuals between locations (Abbott 2011; Bjernstad et al. 1999; Koenig 1998) and
demographic responses to environmental fluctuations that are themselves spatially correlated
(i.e., Moran effects; Moran 1953). Spatial synchrony is notably important for rare and endan-
gered species, as all else being equal more synchronous populations are expected to be more
susceptible to extinction (Earn et al. 1998; Heino et al. 1997). Understanding factors that favor or
disrupt synchrony is also highly relevant for anticipating and managing outbreaks of pests (Pel-
tonen et al. 2002) and disease (Rohani et al. 1999; Viboud et al. 2006) and for the sustainability
of yields of exploited organisms (Ong et al. 2021; Schindler et al. 2015). These applications have
motivated a long history of study in both empirical and theoretical contexts.

Despite longstanding interest in population spatial synchrony, one notable knowledge gap is
the role of seasonality in shaping patterns of spatial synchrony. By seasonality, we mean: (1) that
different population processes (e.g., birth, migration, mortality) tend to be concentrated in differ-
ent seasons, (2) that dominant environmental drivers of population dynamics may differ among
seasons (Lima et al. 2002; Topper et al. 2018), and (3) that seasons may differ in the degree of
spatial correlation of environmental drivers (environmental synchrony). Seasonal separation of
population processes can have profound impacts on population dynamics (Astrém et al. 1996;
Boyce et al. 1999; Kot and Schaffer 1984). As an example of dominant drivers differing among
seasons, rainfall plays a key role in mediating aboveground plant competition and seed produc-
tion during growing season months (Hallett et al. 2019), while temperature can play a key role
in dormancy breaking and seed germination at the start of the growing season (Honda 2008).
Analyses of environmental drivers show that temperature is generally more strongly spatially

correlated than precipitation across spatial scales (Koenig 2002). Moreover, there are seasonal
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differences in patterns of spatial correlation of temperature and rainfall: in North America, both
exhibit greater correlations extending over longer distances during winter than summer (Koenig
and Liebhold 2016). Thus, there is empirical evidence that seasonality could impact spatial syn-
chrony in three key ways; however, the consequences of these phemonena are unclear.

The empirical literature on population spatial synchrony offers clues that seasonality may
have critical influences on spatial synchrony, even though few studies have addressed this di-
rectly. Across multiple species, birds have been observed to exhibit greater spatial synchrony
during overwintering than breeding seasons (Koenig 1998), yet the reasons for this difference
remain unclear. Furthermore, several studies have concluded that spatial synchrony is driven by
environmental fluctuations during particular times of year. For example, Anderson et al. (2021)
found that climate oscillations influencing winter weather were a primary driver of spatial syn-
chrony in deer abundances in Wisconsin, USA. Fall, but not winter, precipitation was an apparent
driver of spatial synchrony for the annual herb Plantago erecta (Walter et al. 2021). Synchronous
winter temperatures drove synchrony in the phenology of British aphids (Sheppard et al. 2016).
While examples such as these strongly suggest that we cannot fully understand synchrony with-
out considering seasonality, the mechanisms underlying the role of seasonality in each example
are unclear. The apparent influence of seasonality could relate to underlying ecology via the
mechanisms described above. Independent of ecological mechanisms, however, some seasons
could appear more important than others due to their proximity to sampling events.

Despite some empirical evidence for the importance of seasonality to spatial synchrony, a gen-
eral understanding is unlikely to arise through empirical study alone. Long, multi-location time
series suited to studying spatial synchrony are rare in proportion to the total number of ecological
datasets, and records with regular observations across multiple seasons rarer still. Furthermore,
disentangling pattern from process may be difficult in purely observational data (Abbott 2011;
Kendall et al. 2000). In such cases where a lack of data hinders a robust general understanding,
theory is valuable for assessing whether, and under what conditions, some phenomenon alters

predictions about outcomes of interest. Such results can, in turn, guide future study design and
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sampling protocols, and aid in conservation and management. However to date, theoretical in-
vestigations of spatial synchrony have largely assumed simple functional forms of population
dynamics and consistent environmental synchrony across time steps or sampling intervals (e.g.,
Engen and Seether 2016; Heino et al. 1997; Moran 1953); it is unclear how simple but realis-
tic violations of these assumptions alter expectations concerning population synchrony and its
relationship to environmental drivers.

In this study we use theoretical models to examine how seasonality in population processes
and in environmental drivers shapes population spatial synchrony. We first establish a general
theoretical model and derive an analytical result showing that, when there is seasonality in pop-
ulation processes and environmental drivers, population spatial synchrony depends on details of
population dynamics, the spatial synchrony of environmental drivers, and the degree to which
environmental drivers are correlated across seasons in the same location and between locations.
We then use simulations to show that a) our theory is robust to certain violations of simplifying
assumptions; b) measurements of population synchrony can depend substantially on the timing
of sampling relative to population processes; and c) both seasonality in population processes and
seasonal differences in environmental drivers are important determinants of population spatial
synchrony. We examine how seasonality alters classic predictions concerning the effects of envi-
ronmental drivers (Moran effects) on synchrony. Our findings imply strongly that “cross-season”
synchrony, i.e., correlations between environmental drivers in different seasons, in the same loca-
tion and between different locations, shapes the spatial synchrony of populations; however, this

phenomenon has received little attention.

Methods

This study considers population dynamics across locations (patches) in which there is a sum-
mer breeding season during which offspring are produced and individuals may perish, and an

overwintering season during which individuals may perish only. In the interest of biological
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concreteness we use the terms “breeding” and “overwintering” appropriate for an animal study
system, but we note that general insights from this model extend to other organisms including
plants that reproduce during a particular season, and which then must survive until the next
reproductive opportunity. Population dynamics in the breeding and overwintering seasons are
subject to the influence of environmental drivers, which may be correlated between patches and
seasons. For simplicity, and since synchrony is commonly measured in a pair-wise manner, we
consider a two-patch model in which spatial scale is arbitrary; nonetheless, since the strength
of spatial correlation in environmental drivers tends to decline with distance (Di Cecco and
Goubhier 2018; Koenig 2002), one might imagine differing degrees of environmental synchrony
as corresponding to different distances between patches. First, we develop an analytical solution
showing how seasonality affects overall population synchrony under reasonable and common
simplifying assumptions. Second, we use simulation to strengthen understanding of the under-
lying dynamics and to compare results to alternative models with more commonly considered

assumptions.

Analytical Theory

We consider the model
Nl'<t> = N,‘(t — 1)f(Nl(t — 1),63/,‘“)) . S(Nl‘(t — 1)f(Nl(t — 1>/€B,i(t))/€w,i(t))/ (1)

where N;(t) is population density in patch i at time t; the function f(N,ep) corresponds to
breeding season population growth; and the function s(B, ey) is an overwintering survival rate.
Each timestep t begins with breeding, followed by overwintering, and the model advances to
the next timestep after overwintering. The population density following the breeding season
is denoted B, which like N may be indexed by patch i and time t. The variables ep and ew
represent environmental drivers during the breeding and overwintering seasons, respectively.
In empirical settings, ep and ey might be thought of as the same environmental variable (e.g.,

temperature) measured in two different seasons, alternatively as distinct environmental drivers
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(e.g. temperature, precipitation) that are important at different times of year, or even multivariate
combinations of environmental conditions in different seasons.

We consider the two-patch case of this model, and for simplicity ignore dispersal while
deriving our analytical result. We assume f > 0 and df/dN < 0, so that increasing pre-
breeding density always reduces the per-capita population growth rate during the breeding
season. We do not assume f > 1, so net loss during the breeding season may occur. We as-
sume df /dep > 0, so that higher values of the breeding-season environmental variable enhance
per-capita breeding season population growth. We assume 0 < s < 1, and ds/dB < 0, so that
increasing post-breeding-season population density always decreases the overwintering survival
rate. We assume ds/dew > 0, so that higher values of the winter environmental variable al-
ways enhance winter survival. We adopted the convention that larger values of environmental
variables are always “good” for the population. This convention is arbitrary, but is adopted
without loss of generality. For simplicity, we assume the four-dimensional random variables
(eB,i(t),en;(t), ew,(t), ew,(t)) are independent and identically distributed (iid) across time (thus
their ¢ argument can usually be dropped); and that (ep;, ew,) and (ep, €w,) are identically dis-
tributed and (ep;, €w ;) and (epj, ew,) are identically distributed. The first of these assumptions
is an assumption of white-noise environmental conditions, which implies stationarity, and the
second and third assumptions make our model spatially homogeneous.

Our main interest is to determine how spatial synchrony (the Pearson correlation between
N;(t) and N;(t)) depends on the parameters of this model, and thus on seasonality in population
dynamics and in environmental drivers. Moran (1953) stated that for fluctuating populations
N;j(t) governed by identical linear dynamics subject to environmental perturbations (i.e., en-
vironmental noise or stochasticity, €;(t), where N;(t) = aN;(t — 1) + €;(t)), population spatial
synchrony is equal to the degree of correlation in environmental perturbations; that is, consid-
ering two patches i # j: cor(N;(t),N;(t)) = cor(e;(t), €j(t)). We build from this observation,
known as the “Moran theorem,” to investigate how seasonality influences spatial synchrony.

We begin by linearizing our model and then analyze the linearized version. We assume
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that the one-patch, deterministic version of our model has a positive stable equilibrium N* and

linearize it at the equilibrium. Defining

g(N,ep, ew) = Nf[N,ep|s[Nf[N, es], ew], 2)
ni(t) = Nj(t) — N*, (3)
eg,i(t) = ep,(t) — €, (4)
ew,i(t) = ew,i(t) — €w, )
linearizing gives
ni(t) =~ PATli(t — 1) + PBEB,i(t) + Pwewli(t) (6)
where
 9g
Py = |=% (7)
[ON (N*E5,Ew)
)
Py = ai (8)
L9€B (N*€p,Ew)
" 9g
Py = Fre. . )
LOEW |(N*&5,8w)

This is an autoregressive moving average-like model, which can be subjected to a wide range of
mathematical analyses.

To determine the spatial synchrony of two locations 7,j whose dynamics follow eq. 6, we
compute the Pearson correlation cor(n;, 1;) by computing the covariance cov(n;, n;) and the
variances var(n;) and var(n;). Making use of the above assumptions about the environmental
drivers ep and €, we determine the spatial synchrony in population abundances cor(N;,N;) to

be:
Pl% COV((—:B/i, eB,j) + PI%V COV(GW,Z', €w/]‘) + 2Pg Py COV((—:B,i, (—,‘W’]‘)
szz Var(eB,i) + PI%V Var(ewri) + 2P Py COV(G‘BJ', €W11‘)

cor(Nj, N;) =~ (10)

See Online Appendix A for added detail about this derivation.
The first two terms in the numerator relate to traditional measures of spatial synchrony of
environmental variables, but there are also contributions from “cross-season” synchrony, both be-

tween and within locations (in the numerator and denominator, respectively). Hence, we predict
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that the spatial synchrony of populations influenced by season-specific environmental drivers is
sensitive not only to the spatial synchrony (spatial covariances) in each environmental driver, but
also to the degree of covariance in environmental drivers between seasons in the same location,
and the degree to which environmental drivers in different seasons co-vary across different lo-
cations. We conducted a simple exploration of cross-season synchrony using summertime and
wintertime temperatures and precipitation across the conterminous United States and found that
strength of such correlations varies widely with substantial positive and negative values possible
(i.e. Pearson correlations range from ~ —0.5 to 0.5) (Online Appendix B). We concluded from
this exploration that substantial cross-season synchrony in environmental conditions is possible,
but more detailed exploration is needed to resolve its spatiotemporal structures; for this study
we consider a range of influences from no to moderate degrees of cross-season synchrony.
Using the analysis above, we also predict that spatial synchrony depends on terms related to
the quantitative effects of environmental variation on population growth (P3, P, PgPy). These
quantities are affected by f(N,ep) and s(B, ew), and hence are related to details of population
growth and survival. We found a primary manifestation of this dependence to be that certain
relationships between environmental synchrony and population synchrony depend on whether

population growth is undercompensatory or overcompensatory.

Defining a Specific Model

To illustrate the sensitivity of population spatial synchrony to the elements of (eq. 10), we exam-

ine a specific model that is a straightforward case of (eq. 1). We define

f(N,ep) = exp(fo) exp(—=N/kp) exp(ep) (11)
and
s(B,ew) = exp(so) exp(—B/kw) exp(ew), (12)

where B is the population size after the breeding season. Choosing a particular model allows

computation of P4 and Py (eq. 8-9), key variables in eq. 10, based on parameters in a specific
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population dynamic model. For use in quantitative explorations of parameter sensitivity, we here
introduce the “relative survival rate” §), where sy = 5y fo. Doing so ensures we analyze scenarios
of biologically meaningful densities and is consistent with the analytical solution above such that
so < fo. Most importantly, temporal population dynamics are determined by the interplay of
population growth and survival rates. Analyzing §y allows us to define areas of parameter space
where dynamics are overcompensatory versus undercompensatory. Consistent with assumptions
of Moran (1953), we assume that the population dynamic parameters fo, kg, so, and ky are
uniform across locations. We also begin by assuming the environmental drivers ep and ew
are zero-mean normally distributed random variables and independent through time, and that
there may be correlations between eg; and €pj; ew, and ew; €p; and ew,;; and €p; and ey,;.
Throughout, we consider the case in which cross-season environmental synchrony is the same
within and between locations, i.e., cor(ep i, ew,) = cor(epj, €w,j) = cor(€pj, €w,) = cOr(€p,, €w,;),
but that need not be the case. Note that because we consider this particular case our notation
omits the patch subscripts i, j when referencing correlations among environmental drivers in
different seasons. We also assume throughout that environmental drivers are equally temporally
variable across seasons and locations (o3 = o), but that the variances of environmental drivers
can change between model scenarios; this assumption helps ensure that differences in population
spatial synchrony result only from separation of population processes into distinct seasons or
from differences between seasons in the synchrony of environmental drivers. Although our
solution (eq. 10) is expressed in terms of covariances and variances, we generally express model
inputs and outputs in terms of correlations and standard deviations because those are more
common in empirical studies of spatial synchrony and population dynamics, generally.

We first examine synchrony dynamics of our analytical solution (eq. 10) as applied to model
egs. 11 and 12. To show general trends in spatial synchrony, we systematically vary both the
breeding season (ep) and overwintering (ey) environmental correlations between locations, the
relationship between growth rate (fp) and the relative survival rate (5p), and finally the degree

of cross season synchrony, cor(ep,ew). We then show how patterns of parameter dependence

10
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depend on over- versus undercompensatory population growth, calculating spatial synchrony
across a range of growth rates (fp) from 0.3 to 2.45 and relative survival rates (3p) from —0.9 to 0.
The under- and overcompensatory regimes were determined from the deterministic skeleton of

our model.

Simulations

We next conducted a simulation study that allowed us to relax some assumptions that we
made above for analytical convenience. Earlier, for analytical tractability, we assumed a form
of overwintering-season dynamics in which population increases during the overwintering sea-
son were possible. In simulation, we modified eq. 12 so that overwintering-season population

increases were not possible:

s(B, ew) = min(exp(so) exp(—B/kw) exp(ew), 1). (13)

We relaxed the assumption of no dispersal by specifying a fraction d of each population i, j to be
exchanged with the other. We also tested the sensitivity of our results to interannual correlation
in environmental conditions; while we focus in the main text on the case of white noise environ-
mental drivers (interannual lag-1 autocorrelation = 0), we also conducted simulations in which
environmental drivers had first-order autoregressive [AR(1)] structure with AR(1) coefficients
of -0.5, -0.2, 0.2, and 0.5 (Online Appendix C). Our simulations work directly with nonlinear
equations, not linearizations thereof.

We compared predictions of population spatial synchrony, cor(Nj (), N»(t)), from our analyt-
ically obtained solution to population spatial synchrony computed from simulations to evaluate
consistency between our analytical solution, which is an approximation due to the assumptions
facilitating analytical tractability, and simulations that allowed relaxing some of our strictest as-
sumptions. We show a selection of results in Online Appendix Fig. S1 across multiple regions

of parameter space, and found strong agreement between our analytical and simulation-based
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estimates of population spatial synchrony.

In addition, to better understand how the combination of seasonality in population processes
and multiple environmental drivers contributes to our results, we compared results for our main
model with results from two alternate models that make different assumptions about seasonality
in population processes and environmental drivers.

For our main simulation model, we use the special case of eq. 1 we defined above (eq. 11, 13).
One alternate model, which we denote the “no overwintering” model, examines the case in which
there are two environmental drivers acting on the population, but there is no separation of popu-
lation dynamics into distinct seasons. In this case, f(N, ep) = exp(fo) exp(—N/kp) exp(eg) exp(ew),
and s(B, ey ) is disregarded. We retain the notation ep and €y because the consistency aids com-
parison across model formulations, but under this formulation the € are not regarded as happen-
ing in any particular season. This formulation is similar to, in eq. 12, setting so = 0 and ky = oo,
and hence eq. 10 could provide an approximate solution.

The other alternate model considered here, which we denote the “same environment” model,
examines the case in which population processes are separated into two distinct seasons, but
the environmental driver in each season is identical, i.e., eg = €. This version is equivalent to
cor(ep, ew) = 1, and again eq. 10 could provide an approximate solution.

We used a simulation experiment to test the sensitivity of spatial synchrony, cor(N;(t), N;(t)),
to parameter variability, and how this sensitivity differed between our main and alternate mod-
els. Latin hypercube sampling (Stein 1987) was used to efficiently survey the space of parame-
ter combinations in 300 replicates, using distributions of individual parameters shown in Table
1. The chosen ranges for fy, kg, 59, and ky produce undercompensatory to overcompensatory
population growth, but not period-doubling or chaotic oscillations. The density dependence pa-
rameter ky was specified as a fraction of kg, corresponding to an assumption that kyy <= kg.
Simulations were run for 10,000 time steps, with the first 1,000 time steps discarded to remove
effects of initial conditions. We then used multiple linear regression to examine how spatial

synchrony in population abundances N;(t) depended on each parameter. Prior to regression

12
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analysis, all main effect predictors were scaled to have mean = 0 and standard deviation = 1 so
that regression coefficients can be interpreted as relative effect sizes. In addition to comparing
relative effect sizes of parameters for our main simulation model, we also compare results for our
main model with those from the “same environment” and “no overwintering” alternate model
formulations described above, facilitating comparisons between the main model and two more
common assumptions for seasonality.

Next, to focus on impacts of seasonal differences in the synchrony of environmental drivers on
population spatial synchrony, we varied breeding season environmental synchrony (cor(ep ;, €5 ))
and overwintering season environmental synchrony (cor(eyw i, €w,j)) independently while hold-
ing other parameters constant. Both cor(ep, €pj) and cor(ew,, €w,) took values 0, 0.05, 0.1, ...
1, and 75 replicate simulations were run for all combinations of cor(ep;, €p,;) and cor(ew;, €w,j)-
Each simulation was run for 2,000 time steps, with the first 1,000 discarded to remove effects
of initial conditions. Cross-season synchrony (cor(eg, ew)) took the values -0.2, 0, and 0.2; see
Online Appendix C for results when cor(ep, ey) = —0.2,0. Because of the differences between
under- and overcompensatory dynamics, we show results from parameterizations that create
under- and overcompensatory dynamics by manipulating fo; fo = 1 (undercompensatory) or
fo = 2 (overcompensatory). Other parameters were held constant at kg = 100, 39 = —0.1,
kw = 80, cor(ep, ew) = 0.2, and sd(e) = 0.1.

We used these simulations to make two primary comparisons. The first examines the impor-
tance of assumptions about seasonality in population processes and environmental drivers by
comparing results from our main simulation with those from the “same environment” and “no
overwintering” alternate model formulations described above. The second examines the impor-
tance of timing of sampling. Here, we compared spatial synchrony entering the new breeding
season (i.e., cor(N;(t), Nj(t))) to spatial synchrony between the breeding and overwintering sea-
sons (i.e., cor(B;(t), Bj(t))). Parallel results with cor(ep,ew) = 0 and cor(ep,ew) = —0.2 are
reported in Figures 5.2-5.5.

Code reproducing this study is available on Zenodo at https:/ /doi.org/10.5281/zenodo.7881163.

13
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Simulations and analyses were implemented in R version 4.2.1 (R Core Team 2021).

Results

Our analytical results (eq. 10) predict that population spatial synchrony depends on details
of population dynamics [f(N, eg) and s(B, ey )], the spatial synchrony of environmental drivers
[cor(e,i, €p) and cor(ew,;, €w,;)], and covariance between environmental drivers for different sea-
sons, both in the same location [cor(ep;, €w,i)] and between locations [cor(€ep;, €w,;)]. The nature
of these dependencies for our chosen model (egs. 11, 12) are illustrated in Figure 1. Population
spatial synchrony changes with environmental synchrony as a weighted average of environmen-
tal synchrony during the breeding and overwintering seasons, here more strongly influenced by
the overwintering season. Further, population spatial synchrony can be negative despite positive
correlations in environmental drivers, as exemplified with this model parameterization (Figure
1la). Population synchrony also depends nonlinearly on cross-season synchrony (Figure 1b), with
the direction of the relationship (positive or negative) depending on whether population dynam-
ics are undercompensatory (black, green) or overcompensatory (blue, red). Note that we here
considered the case where cor(ep;, €y ;) = cor(ep, €W,j) but this need not be the case.

With seasonality, population synchrony also depends nonlinearly on the population growth
and survival rates (Figure 1c). However, the direction of these effects is contingent on whether
population dynamics are in the undercompensatory or overcompensatory regime, and on whether
cor(ep,i,€pj) > cor(ew,,ew,) (Figure 2). Population synchrony was highest when relative sur-
vival and growth rates were either both low or high. Interestingly, the shape of the nonlinearities
between fj and § are consistent, though their magnitude varies with the strength of cor(eg;, € B,j)
and cor(ew,i, €w,;) and the directionality depends on if cor(ep, €p,j) > cor(ew,, ew,j) (Figure 2).

Our simulation results agreed with our analytical results, demonstrating their robustness
to certain violations of the assumptions enabling analytical tractability of our model (Figure

S.1). For our main model, sensitivity of population synchrony to variation in model parameters
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was generally consistent with predictions from analytical theory (Figure 3). Separating cases
when the population dynamic regime was under- or overcompensatory and with cor(eg, €p,j)
greater or less than cor(eyw ;, €w,j) addressed major sources of nonlinearity and allowed remain-
ing parameter dependencies to be reasonably approximated by linear effects. Consistently across
these cases, overwintering season environmental synchrony [cor(ey ;, eW,]-)] and cross-season
synchrony [cor(ep, ew)] had large effects, although the direction of the effect of cor(ep, ew)
depends on population dynamic regime. When cor(ep;, €p;) > cor(ew,, €w,), the population
growth rate fy and relative survival rate sy had large effects whose direction depended on popu-
lation dynamic regime (Figure 3). Simulation also allowed us to address the effects of dispersal:
consistent with canonical expectations, increasing the dispersal rate tended to increase spatial
synchrony (Figure 3), and the effects of seasonality remained qualitatively similar (Figures S.8,
S.9). Similarly, the effects of interannual autocorrelation in environmental drivers accorded with
expectations from prior work (Heino 1998). Interannual autocorrelation increased spatial syn-
chrony, but did not qualitatively alter the effects of seasonality (Figures S.10, S.11).

Comparison of our main model to two alternate models making different assumptions about
seasonality in population processes and environmental drivers demonstrates how both influence
the dependence of population spatial synchrony on environmental synchrony and other model
parameters. Removing the separation of population processes into breeding and overwintering
seasons tended to increase the importance of fy, Kp, breeding season environmental synchrony,
and cross-season environmental synchrony (Figure 3). Having the breeding and overwintering
seasons affected by the same environment tended to increase the importance of environmental
synchrony and altered the dependence of population synchrony on population dynamic pa-
rameters such as fy and sy in ways that depended on population dynamic regime (Figure 3).
Seasonality in both the environment and population processes yields “weighting factors” for the
effects of season on population synchrony (Figure 4a,d). In comparison, under the “no overwin-
tering” and “same environment” alternate models, population synchrony increased as a linear

function of environmental synchrony, with equal weighting of the breeding and overwintering
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environments in the “no overwintering” model (Figure 4b,e). In the “same environment” model,
population synchrony depends directly on environmental synchrony, following the Moran theo-
rem (Figure 4cf).

Importantly for empirical investigations of synchrony, differences in when a population is
censused could lead to marked differences in measures of population synchrony and its de-
pendence on the synchrony of environmental drivers. For example, using the same model, we
observe striking variation in cor(N;) versus cor(B;), leading to differences in measured popula-
tion synchrony up to +0.3 (Figure 5). Spatial synchrony of breeding populations depends more
heavily on the breeding season environment (Figure 5b,e), while spatial synchrony of the over-
wintering populations depended on both seasonal environments, with the winter environment

weighted more heavily (Figure 5a,d).

Discussion

For many organisms, from microbes that bet-hedge through stressful environmental conditions
via dormancy (Jones and Lennon 2010; Wisnoski and Lennon 2021) to plants with distinct pe-
riods of growth and seed production (Harper et al. 1977), to highly migratory mammals with
winter and summer ranges (Sawyer et al. 2016), different life-history stages and demographic
processes are concentrated during distinct seasons—and for migratory species in distinct locales.
Various population processes may be linked to different environmental cues, such as temper-
ature, precipitation, or food availability, suggesting that environmental cues during a specific
season may be especially important for a given demographic process (Aikens et al. 2017; Hallett
et al. 2019). Different seasons and locations also exhibit different spatiotemporal patterns of envi-
ronmental variation (Di Cecco and Gouhier 2018; Koenig 2002), implying that seasonality could
have substantial consequences for spatial population synchrony. Using theoretical models, here
we mechanistically showed that incorporating seasonality in population processes and environ-

mental drivers consistently alters the relationship between environmental drivers and population
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spatial synchrony. For example, seasonality can cause population synchrony to be greater than
environmental synchrony in the absence of dispersal (Figure 4a), contradicting conventional ex-
pectations, and representing a case of interacting Moran effects (Castorani et al. 2022; Sheppard
et al. 2019). Alternatively, seasonality can lead to negative population spatial synchrony de-
spite positive Moran effects (Figure 4d). More generally, the interplay of environmental drivers
and population growth, specifically the degree of over- or undercompensatory dynamics, yields
strong impacts of seasonality on population synchrony (Figure 2). Finally, we showed that empir-
ical measurements of synchrony likely depend on the season of sampling (Figure 5), identifying
a new challenge in connecting patterns of population spatial synchrony to mechanism and sug-
gesting that consistency in the season of sampling is critical for empirically testing patterns of
synchrony. The ubiquity of seasonal effects on ecological populations, and their importance for
population synchrony as shown here, emphasizes that theoretical and empirical investigations
should consider the impact of “cross-season” synchrony:.

The Moran theorem predicts, under certain assumptions, that population spatial synchrony
will equal the spatial correlation in an environmental driver (Moran 1953). Intuitively, one might
expect that, in a case with multiple environmental drivers, population spatial synchrony should
equal the average synchrony of the environmental drivers, consistent with what we observed in
the “no overwintering” model (Figure 4). However, we showed that when population processes
were separated into distinct seasons, population synchrony was instead a weighted average of the
synchrony of the environments in the distinct seasons. In the cases considered in this study, the
weights reflect differences in population processes across the seasons, but our theory (eq. 10) pre-
dicts that differences in variance between the environmental driver—or, equivalently, differences
in sensitivity of population dynamics to the environmental drivers—could also weight the effects
of distinct seasons differently. More broadly, our results demonstrate how a simple addition of
biological realism to a theoretical model can lead to marked changes in population spatial syn-
chrony and its relationship to environmental drivers. Although some aspects of our results are

intuitive, others—such as the dependence of the population synchrony-environmental synchrony
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relationship on population dynamic regime and the importance of cross-season synchrony—were
more surprising. Consequently, we assert that further efforts to increase the biological realism
of population models in studies of spatial synchrony are likely important to improved under-
standing of synchrony itself and closely related phenomena like metapopulation stability and
persistence.

A key finding of our study is the importance of what we termed “cross-season” or “cross-
variable” synchrony, i.e., correlations in environmental drivers between seasons, both in the same
location and between different locations. A primary way that cross-season synchrony affected
population synchrony in our results was to increase or decrease population synchrony when
spatial synchrony in the breeding and overwintering environments was low, including creat-
ing cases where population spatial synchrony was greater than the synchrony of either environ-
mental driver. Investigations of spatial synchrony have largely assumed that population spatial
synchrony would be less than that of environmental conditions (Liebhold et al. 2004; Peltonen
et al. 2002), and indeed our results are impossible under the assumptions of the classic Moran
theorem. Further, we conducted a preliminary empirical investigation of cross-season synchrony
in precipitation and air temperatures from which we concluded that weak to moderately strong
positive and negative correlations between environmental conditions in different seasons were
common (Online Appendix B), suggesting empirical patterns under which our theoretical results
may be corroborated empirically. Future work should investigate the spatiotemporal structures
of cross-season synchrony; for example, does it tend to decline with distance, and is it more
prevalent in particular regions? Is it changing through time as a possible consequence of climate
change?

Our theoretical findings have multiple implications for empirical studies of spatial synchrony.
In particular, we found that measures of population synchrony depend strongly on the season of
sampling (Figures 5). Differences in spatial synchrony measured from the Breeding Bird Survey
and Christmas Bird Count (occurring in spring versus winter months) have presented an inter-

esting conundrum (Koenig 1998). While multiple biological and methodological mechanisms
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(e.g. sampling protocol differences) may be at play, we posited that seasonality could explain dif-
ferences in the spatial synchrony of bird populations during breeding and overwintering. This
hypothesis was one of the primary motivations for this study, and our theoretical results offer
one plausible explanation for this empirical phenomenon.

Many empirical synchrony studies have found season-specific drivers of population syn-
chrony (e.g. Anderson et al. 2021; Sheppard et al. 2016, Walter et al. 2021). Here again, our
theoretical results offer plausible explanations: we found that when population processes ex-
hibited distinct seasonality, environmental conditions during one season had a greater effect on
population synchrony (Figures 3, 4). Moreover, many studies attributing specific climatological
drivers of spatial synchrony are of univoltine or multivoltine insect species (Haynes et al. 2013;
Liebhold et al. 2004; Sheppard et al. 2016; Walter et al. 2020) that tend also to have short sea-
sons of physiological activity separated by long periods of inactivity (e.g., overwintering eggs)
during which individuals may be less sensitive to environmental variation (but see Sinclair 1999;
Sinclair et al. 2013). By contrast, spatial synchrony seems less extensively studied in longer-lived
taxa such as birds, mammals, and fish, and with fewer studies that conclusively attribute climato-
logical drivers to population spatial synchrony (but see Anderson et al. 2021; Grenfell et al. 1998;
Post and Forchhammer 2002). These longer-lived taxonomic groups are often physiologically
active year-round and exhibit the sort of seasonal cycles in population processes that motivated
this study. Thus, we speculate that seasonality has already played a role in the spatial synchrony
literature by shaping for which organisms synchrony can be most reliably quantified and mecha-
nisms attributed, given the available data and current methods. Better awareness of the potential
influence of seasonality in the dynamics of longer-lived species could improve empirical attri-
bution of mechanisms of synchrony by matching sampling periods to hypothesized drivers and
considering how environmental drivers act on population processes such as fecundity, carrying
capacity, or environmentally driven mortality events. For example, a new empirical approach
to examining the impact of seasonality on synchrony is demonstrated in Nicolau et al. (2022),

showing strong seasonal dependence of synchrony in vole populations, with winter weather a
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primary driver.

With ongoing climate change, the effect of seasonality on synchrony may be heightened. The
temporal autocorrelation of environmental drivers has increased historically (Dillon et al. 2016;
Koenig and Liebhold 2016) and is expected to increase further under climate change (Di Cecco
and Gouhier 2018; Wang et al. 2015). A future increase in spatial autocorrelation is predicted
given projections under current “business as usual” carbon emission scenarios (Di Cecco and
Goubhier 2018). However, these changes in spatial synchrony of environmental drivers are ex-
pected to be both seasonally and geographically variable (Di Cecco and Gouhier 2018; Portmann
et al. 2009). Increased differences between seasons given climate change may exacerbate both
the patterns we identify here and the dependency of population synchrony on seasonal pat-
terns. These large-scale climate drivers have already been shown to synchronize populations,
even across large geographic distances (Post and Forchhammer 2002; Sheppard et al. 2016), with
climate change effects on synchrony already documented (Post and Forchhammer 2004). If the
synchrony of environmental drivers continues to change across seasons, our modeling results

here suggest that we should expect impacts on population synchrony.

Conclusion

Seasonality in population processes and environmental drivers can alter expected patterns of
population synchrony and variability. The present lack of recognition that seasonality shapes
spatial synchrony and related population outcomes likely hinders fundamental understandings
of synchrony, our ability to detect drivers empirically, and applications to conservation and natu-
ral resource management. Theoretical studies of spatial synchrony have predominantly adopted
very simple models, including low-order autoregressive models (e.g., Moran 1953; Walter et al.
2017) and simple nonlinear models such as the Ricker equation (e.g., Heino et al. 1997), which
trade off biological detail for tractability. Seasonality is just one of multiple ways that real popula-

tions can be dissimilar from the models predominating theory on spatial synchrony and inform-
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ing empirical studies. We call for theoretical research on spatial synchrony to explore spatiotem-
poral patterns in cross-season synchrony and to incorporate distinct life-history periods in future
modeling efforts, broadly addressing a range of ecologically realistic processes and grounding

empirical observations.
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Tables

Parameter

fo ~ uniform(0.3,2.45)

kp ~ uniform(10,200)

so ~ uniform(—0.9,0) x foy

kw ~ uniform(0.1,1) X kp
cor(ep, €p,j) ~ uniform(0,1)
cor(€ew,;, €w,j) ~ uniform(0,1)
cor(ep, ew) ~ uniform(—0.5,0.5)
sd(e) ~ uniform(0,0.1)

d ~ uniform(0,0.2)

Table 1: Distributions from which parameters were drawn for sensitivity testing.
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Figure 1: Results from analytical solution (eqn. 10) showing how population spatial synchrony

depends on various parameters. a) The effects of varying breeding season (cor(ey;, €,)) and
overwintering season (cor (€ i, €4,;)) synchrony. Both varied from 0 to 1 with all other parameters
held constant at fo = 1.6, kg = 100, so = 0, ky = 50, cor(ep,ew) = 0.2, and ¢ = 0.01. b) The
effects of varying cross season synchrony (—0.5 < cor(ep, ) < 0.5) with other parameters held
constant at kg = 100, kyy = 85, cor(ep,, €p;) = 0.3, cor(ew, ew,;) = 0.1, and ¢ = 0.05. Black:
fo =12and 3y = —0.4, blue: fo = 1.8 and 59 = 0.0, red: fp = 2.4 and 5y = —0.1, and green:
fo=0.6and 59 = —0.7. c) The effects of varying growth rate (fy) and relative survival (p), which
varied from 0.3 < fy < 2.45 and —0.9 < 3y < 0 with other parameters held constant at kg = 100,
kw = 85, cor(ep, €p,;) = 0.8, cor(ew,, €w,;) = 0.2, cor(ep, ew) = 0.0, and o = 0.05.

Figure 2: Spatial synchrony depends on fo, 3o, cor(ep,;, €p,), and cor(ew ;, €w ;). a) All else being
equal, varying fy and 3y changes population growth from an undercompensatory to an overcom-
pensatory regime. b)-g) show the effect of fp and sy on predicted population spatial synchrony
(eqn. 10) with the spatial synchrony of environmental drivers at the indicated values. In the
undercompensatory regime, increasing fo or $§p tends to increase spatial synchrony, but in the
overcompensatory regime increasing fo or §y tends to decrease spatial synchrony. For all panels,

kg =100, ky = 85, cor(ep, ew) = 0.0, and ¢ = 0.05.

Figure 3: Sensitivity of spatial synchrony of population size (cor(N;(t), Nj(t))) from the main, no
overwintering, and same environment simulation models to variation in model parameters, as
represented in coefficients from multiple linear regression on standardized predictor variables.
Parameter values were drawn from distributions given in Table 1. Simulations giving rise to un-
dercompensatory versus overcompensatory population growth were separated given the findings
in Figure 2. Parameter combinations resulting in undercompensatory versus overcompensatory

population growth were determined from the deterministic skeleton of our stochastic model.

28



This is the authot's accepted manuscript without copyediting, formatting, or final corrections. It will be published in its final form in an upcoming issue of
p p P 8 8 [ p 8
The American Naturalist, published by The University of Chicago Press. Include the DOI when citing or quoting:
https://doi.org/10.1086/725804. Copyright 2023 The University of Chicago.

Figure 4: Population spatial synchrony (cor(N;(t), N;(t))) as a function of environmental syn-
chrony and population growth regime for the main, no overwintering, and same environment
simulation models. In a, b, d, e, the color scale corresponds to cor(N;(t), N;(t)). Here, fo = 1 for
undercompensatory dynamics and fy = 2 for overcompensatory dynamics, kg = 100, sp = —0.1,

kw = 80, cor(eg, ew) = 0.2, and sd(e) = 0.1.

Figure 5: Population synchrony when measured between overwintering and breeding [i.e., N;(t);
a), d)] versus when measured at the end of the breeding season [i.e., B;j(f); b, e)] for the main
model for population growth in undercompensatory and overcompensatory regimes; differences
are shown in c), f). Here, fo = 1 for undercompensatory dynamics and fp = 2 for overcompen-

satory dynamics, kg = 100, sp = —0.1, kw = 80, cor(ep, ew) = 0.2, and sd(e) = 0.1.
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Supplement - Seasonality alters spatial synchrony

A: Details of analytical derivation

To compute synchrony of the linearized model (eq. 6), we compute cor(n;,n;) for i # j by

computing cov(n;, n;), var(n;) and var(n;). We have

COV(Tl,‘(f),?’l]'(t)) = COV(PAT’ll'(t — 1) + PBBB,i(t) + PWeW,i<t)/PAnj(t — 1) =+ PBEB,]'(t) + Pwewlj(t))

(S.1)
= P4 cov(n;(t —1),nj(t — 1)) (S.2)
+ Pjcov(ep,(t), ep,;(t)) (S.3)
+ P% cov(ew,(t), ew,(t)) (S4)
+ 2P Py cov(ep(t), ew,;(1)). (S.5)

We here used some of the assumptions about the environmental noise random variables de-

scribed in the main text. We then have
(1—P3)cov(nj,n;) = Pjcov(ep,,€p,j) + Py cov(ew,i, ew,j) + 2PgPw cov(ep i, €w ). (S.6)
Furthermore,

var(n;(t)) = P3 var(n;(t — 1)) + P3var(ep,;(t)) + P& var(ew(t)) + 2PgPy cov(ep,(t), ew,i(t)),

(S5.7)
and therefore
(1 — P3)var(n;) = Pjvar(ep;) + Pa var(ew ;) + 2Ps Py cov(ep;, ew.:), (S.8)
which holds independently of the value of i. Therefore,
cor (i, ;) — P} cov(ep, €p,j) + Pg cov(ew,, €w,j) + 2PgPy cov(ep,i, € j) 9)

Pl% Var(eB,i) -+ PI%V Var(EW,i) + 2P Py COV(€B,1', €W,i)

2
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Supplement - Seasonality alters spatial synchrony
The correlation cor(#;,1;) approximately equals the correlation cor(N;, N;) of the original (un-

linearized) model, therefore:

P2 cov(eg,, €p,) + P, cov(ew, €w,j) + 2PgPy cov(ep i, €w,j)

cor(N;,N;) =~
(Ni, Nj) Pivar(ep;) + Pa var(ew,) + 2PsPy cov(ep i, €w,i)

(S.10)

Note that the first two terms in the numerator relate to traditional measures of spatial synchrony
of environmental variables, but “cross-variable” synchrony, both between and within locations
(in the numerator and denominator, respectively), also contribute.

To estimate cor(N;, N;) for our chosen instance of this general model (egs. 11 and 12), using
eq. S.10, we must compute the partial derivatives Pg, and Py at the equilibrium population

density N*, and the expected values of the environmental drivers € and €p:

Pgp =[N"exp(fo) exp(—N*/kg) exp(eg) exp(so)-
exp(—(N"exp(fo) exp(=N"/kp) exp(es))/kw) -
N*exp(fo) exp(—N*/kg) exp(eg) exp(so)- (5.11)
(exp(—(N"exp(fo) exp(~N *’ kg) exp(eB))/kW)-

(N*exp(fo) exp(—N"/kp) exp(ep)/kw))] - exp(ew),

Py =N"exp(fo) exp(—N*/kg) exp(eg) exp(so)-
(5.12)

exp[—(N"exp(fo) exp(—N"/kp) exp(ep))/kw] exp(ew).

B: Exploration of cross-variable synchrony

To explore general patterns of cross-variable synchrony, we measured the Pearson correlation

between summertime (June, July, August) and wintertime (December, January, February) daily

3
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Supplement - Seasonality alters spatial synchrony
mean temperatures in the conterminous United States, and between summertime temperatures

and wintertime precipitation. 1990-2009 monthly mean temperature and total precipitation time
series were extracted from PRISM gridded climate data (https://prism.oregonstate.edu) at 1000
randomly selected locations and aggregated into annual-time-step summer and winter time se-
ries by averaging. We computed the cross-correlation (i.e., cor(Tsymmer (i), Twinter (j) ) between sum-
mer and winter temperatures for all site pairs, including the cross-correlation between summer
and winter temperature in the same location, i.e.,, i = j. Prior to analysis, linear trends were
removed from all time series. For summer and winter temperatures, cross-season synchrony in
the same location tended to be low (median = 0.027), but could take moderately positive and
negative values (2.5% quantile = -0.35, 97.5% quantile = 0.45). The distribution of cross-season
synchrony between different locations had a similar distribution (median = 0.044; 2.5% quantile
= -0.41, 97.5% quantile = 0.48). For summer temperature and winter precipitation, cross-season
synchrony in the same location tended to be somewhat negative (median = -0.14), and could
take moderately positive and negative values (2.5% quantile = -0.51, 97.5% quantile = 0.32). The
distribution of cross-season synchrony between different locations had a similar distribution (me-
dian = -0.11; 2.5% quantile = -0.65, 97.5% quantile = 0.44). Although cross-season synchrony was
commonly low, moderate values were relatively common, and very high values, up to £0.8, were

observed, though very rarely.
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Figure S.1: Comparison of analytical (left column) and simulation (right column) calculations
of spatial synchrony. In all cases, breeding season (cor(eg;, EBJ‘)) and overwintering season
(cor(ew i, ew,}-)) synchrony both varied from 0 to 1. All other parameters were held constant
at (a-b): fo = 1.05, kg =50, so = —0.2, kw = 40, cor(ep, ew) = —0.1, and ¢ = 0.02; (c-d): fo = 1.6,
kg = 100, so = 0, kw = 50, cor(ep, ew) = 0.2, and ¢ = 0.01; (e-f): fo = 2.2, kg = 100, so = —0.1,

kw = 80, cor(ep, ew) = 0, and o = 0.1.
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Figure S.2: Population spatial synchrony (cor(N;(t), Nj(t))) as a function of environmental syn-
chrony and population growth regime for the main, no overwintering, and same environment
simulation models. In a, b, d, e, the color scale corresponds to cor(N;(t), Ni(t)). Parameter values

are as in main text Figure 4, except cor(eg, eyy) = 0.
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Figure S.3: Population synchrony when measured between overwintering and breeding [i.e.,
N;(t); a), d)] versus when measured at the end of the breeding season [i.e., B;(); b, e)] for the main
model for population growth in undercompensatory and overcompensatory regimes; differences

are shown in c), f). Parameter values are as in main text Figure 5, except cor(eg, eyy) = 0.
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Figure S.4: Population spatial synchrony (cor(N;(t), Nj(t))) as a function of environmental syn-
chrony and population growth regime for the main, no overwintering, and same environment
simulation models. In a, b, d, e, the color scale corresponds to cor(N;(t), Ni(t)). Parameter values

are as in main text Figure 4, except cor(ep, eyy) = —0.2.
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Figure S.5: Population synchrony when measured between overwintering and breeding [i.e.,
N;(t); a), d)] versus when measured at the end of the breeding season [i.e., B;(); b, e)] for the main
model for population growth in undercompensatory and overcompensatory regimes; differences

are shown in c), f). Parameter values are as in main text Figure 5, except cor(eg, ey) = —0.2.
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are as in main text Figure 4, except the dispersal rate d is 0.1.
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Figure S.7: Population synchrony when measured between overwintering and breeding [i.e.,
N;i(t); a), d)] versus when measured at the end of the breeding season [i.e., Bj(); b, e)] for
the main model for population growth in undercompensatory and overcompensatory regimes;
differences are shown in c), f). Parameter values are as in main text Figure 5, except the dispersal

rate d is 0.1.
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Figure S.8: Population spatial synchrony (cor(N;(t), Nj(t))) as a function of environmental syn-

chrony and population growth regime for the main, no overwintering, and same environment

simulation models. In a, b, d, e, the color scale corresponds to cor(N;(t), Ni(t)). Parameter values

are as in main text Figure 4, except the dispersal rate d is 0.2.
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Figure S5.9: Population synchrony when measured between overwintering and breeding [i.e.,
N;i(t); a), d)] versus when measured at the end of the breeding season [i.e., Bj(); b, e)] for
the main model for population growth in undercompensatory and overcompensatory regimes;
differences are shown in c), f). Parameter values are as in main text Figure 5, except the dispersal

rate d is 0.2.
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Figure S.10: Population synchrony (cor(N;(t), N;(t)) when the environmental drivers exhibit in-
terannual correlation. The “red noise” environments have positive lag-1 autocorrelation (0.2) and
the ”“blue noise” environments have negative lag-1 autocorrelation (-0.2). Parameter values are as
in main text Figure 5 otherwise. Missing data cthresponds to edge case parameter combinations
for which the environmental driver covariance matrix was not positive-definite, causing technical

challenges with generating driver time series.



This is the authot's accepted manuscript without copyediting, formatting, or final corrections. It will be published in its final form in an upcoming issue of
The American Naturalist, published by The University of Chicago Press. Include the DOI when citing or quoting:
https://doi.org/10.1086/725804. Copyright 2023 The University of Chicago.

Supplement - Seasonality alters spatial synchrony

- a) Undercompensato
= > X >
Q © o C
(o] o
c © c
S & o >
c 2 2
QG o« 3
2 £ o k=
o
e 63 3
o
o
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Breeding synchrony Breeding synchrony
c) Undercompensato d) Overcompensato
=] e
E 0 0
o £ o £ o
c c c
z2 @ o » o
o P 2
O G o g -
2 Eo £ o
e = :
g 2 o 2 o
= 0o s O s
o o
o o
0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 04 0.6 0.8 1.0
Breeding synchrony Breeding synchrony

Figure S.11: Population synchrony (cor(N;(t), N;(t)) when the environmental drivers exhibit in-
terannual correlation. The “red noise” environments have positive lag-1 autocorrelation (0.5) and
the “blue noise” environments have negative lag-1 autocorrelation (-0.5). Parameter values are as
in main text Figure 5 otherwise. Missing data ctéresponds to edge case parameter combinations
for which the environmental driver covariance matrix was not positive-definite, causing technical

challenges with generating driver time series.





