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ABSTRACT
Modern chemical science and industries critically depend on the application of various catalytic methods. However, the underlying molecular
mechanisms of these processes still remain not fully understood. Recent experimental advances that produced highly-efficient nanoparticle
catalysts allowed researchers to obtain more quantitative descriptions, opening the way to clarify the microscopic picture of catalysis. Stimu-
lated by these developments, we present a minimal theoretical model that investigates the effect of heterogeneity in catalytic processes at the
single-particle level. Using a discrete-state stochastic framework that accounts for the most relevant chemical transitions, we explicitly evalu-
ated the dynamics of chemical reactions on single heterogeneous nanocatalysts with different types of active sites. It is found that the degree
of stochastic noise in nanoparticle catalytic systems depends on several factors that include the heterogeneity of catalytic efficiencies of active
sites and distinctions between chemical mechanisms on different active sites. The proposed theoretical approach provides a single-molecule
view of heterogeneous catalysis and also suggests possible quantitative routes to clarify some important molecular details of nanocatalysts.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0137751

I. INTRODUCTION

Catalysis is a set of physical-chemical processes that allow
accelerating slow chemical reactions, and for this reason, it is
an indispensable tool for synthetic chemical research as well as
for a large number of industrial applications.1–5 Nanocatalysts of
different material compositions, such as metals, oxides, and sul-
fides, have wide applications ranging from chemical transforma-
tions to energy conversion and storage. There have been multiple
investigations1,3,4,6,7 to understand the molecular mechanism of
chemical transformations in homogeneous and heterogeneous catal-
ysis. Individual nanoparticles differ in size, shape, and surface sites,
leading to time-dependent, particle-specific catalytic activity. Sur-
face facets and surface defects on the surface can affect the catalytic
activity. Surface structural dynamics can give rise to temporal activ-
ity fluctuations that also differ from one nanoparticle to another.
So it is important to access individual nanoparticles to develop effi-
cient catalysts. The ubiquitous heterogeneity among nanoparticles

makes it challenging to characterize the catalytic activity of nanopar-
ticles. Themajority of the studies are bulk investigations that provide
only ensemble-averaged descriptions of catalyzed chemical reac-
tions, missing out on these crucial molecular details of the cat-
alytic processes.8 Such ensemble measurements fail to capture the
effects of their intrinsic heterogeneity that arise from their structural
dispersion, heterogeneous surface sites, and surface restructuring
dynamics. However, there is significant recent progress in resolv-
ing this problem due to developments of nanoparticle catalysts that
could be quantitatively analyzed using a variety of single-molecule
techniques, such as yielding important microscopic information on
the molecular mechanisms of catalysis.9–14

Nanocatalysts have been known for more than 100 years, and
they have been thoroughly investigated using multiple experimental
and theoretical tools.2,5 The mechanisms of heterogeneous catalysis
are reasonably well understood at various levels. At the same time,
recent experimental advances that provided single-molecule obser-
vations for these processes led to discoveries of new phenomena that
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have not yet been addressed by theoretical studies.9,15 It is impor-
tant to develop a quantitative framework that would help to explain
better these aspects of heterogeneous catalysis.

Single-molecule investigations of chemical reactions via fluo-
rescence microscopy on nanocatalysts have uncovered multiple new
features by measuring the dynamics with unprecedented spatial and
temporal resolutions.9,10 Single-molecule microscopy of fluorogenic
reactions was initially developed for studying catalysis by single
enzyme molecules.16,17 In 2006, this approach was applied for the
first time to investigate heterogeneous catalysis on layered hydrox-
ide microcrystals18 and photocatalysis on TiO2 films,19 and it was
later extended to study catalysis on single metal nanoparticles.10
These studies clarified themicroscopicmechanisms of chemical pro-
cesses for several systems that could not be obtained by ensemble-
averaged methods.9,10 In the context of single nanocatalysts, one of
the main results was a very large heterogeneity and strong stochas-
tic fluctuations in the dynamic properties of catalyzed chemical
reactions.9,10,15,20 Experiments on single nanocatalysts exhibited very
broad distributions of effective rates for the formation and release of
the products of chemical reactions, as well as the dependence of cat-
alytic activities on the sizes of nanoparticles. It was found that there
are several different types of active sites on the same nanoparticles
that lead to the same products but differ in their catalytic efficiency.15
Site-specific catalytic activity was also reported in catalytic reactions
on two types of shaped nanocrystals: Au nanorods and nanoplates.
It was found that for 1D nanocrystals such as Au nanorods, the cat-
alytic activity at different locations within the same surface facets
on a single nanorod is not constant.21 These findings emphasized
the importance of surface defects and other heterogeneities. Sev-
eral possible reasons for all these observations have been identified.
The surfaces of nanoparticles might undergo a dynamic restructur-
ing that results in fluctuations in the catalytic activity.1,7,22,23 The
dynamic surface restructuring is also found to be slower for larger
nanoparticles, and this might partially explain the size dependence
of the transition rates for chemical reactions on nanocatalysts.24
Meanwhile, the microscopic origin of stochastic fluctuations in the
catalytic properties of nanoparticles has been identified,15,21,24,25 cur-
rently, there is no theoretical framework to quantitatively account
for the effects of heterogeneity at the single-particle level, which
could also provide more information on the molecular mechanisms
of catalytic processes.

Single-molecule investigations of chemical reactions on
nanocatalysts stimulated significant theoretical efforts to better
describe the microscopic picture of catalysis. The size-dependent
catalytic activity of gold (Au) clusters at the single-cluster level
has been studied using the Langmuir–Hinshelwood mechanism
and density functional theory calculations. The size-dependent
electronic structure of Au clusters is responsible for this size effect
on the catalytic product formation and dissociation processes.26
However, because the sizes of catalytic nanoparticles utilized in
these experiments are still quite large (ranging from ∼100 nm up
to several microns),9 various computer simulation methods and
numerical methods, such as Carr–Parrinello molecular dynamics
simulations and quantum-chemical calculations, could not be used
to understand the dynamics of catalytic processes, indicating that
mesoscopic theoretical methods had to be employed. Initially,
these processes have been analyzed using a simplified mean-field
Langmuir–Hinshelwood approach that assumed that there is

one “effective” catalytic site that represents all active sites in the
nanoparticle.27 However, this theoretical method could not explain
some important features, such as the size-dependent catalytic
activity, that have been observed experimentally. A more advanced
approach is based on the theory of first-passage processes to explain
the dynamics of catalytic processes, and it accounts for several
properties, including the number of active sites and the role of
stochasticity.28,29 This method, however, neglected the molecular
details of the chemical reactions, and for this reason, it could not be
utilized to better understand the microscopic origin of the catalytic
effect.

We recently developed a new theoretical framework based on
discrete-state chemical-kinetic analysis that takes into account the
stochasticity of individual chemical reactions at each catalytic site on
a single nanoparticle.30,31 The advantage of this stochastic approach
is that all dynamic properties of chemical processes on single
nanocatalysts can be explicitly evaluated. This allowed us to clar-
ify several important aspects of catalysis on nanoparticles by linking
theoretical predictions with available experimental observations.30,31

However, the assumption that all active sites are identical in their
catalytic efficiency is unrealistic and may fail to explain the follow-
ing experimental findings. Temporal catalytic dynamics of single
gold nanoparticles in single molecule fluorescence microscopy mea-
surements revealed that there are two types of surface sites with
different catalytic activities.15 Single molecule imaging and kinetic
studies provide evidence of the crystal-face dependency of the TiO2
photocatalytic reactions.32 The catalytic kinetics and dynamics of
the different types of surface atoms on metal nanocatalysts were
studied quantitatively using single-molecule nanocatalysis of Pd
nanocrystals. The results showed that the different types of sur-
face atoms (plane or edge) on Pd nanocubes lead to different
product dissociation kinetics.33 All these observations explain the
need to build up a theoretical approach that allows for quantitative
investigation of the role of heterogeneity in catalytic processes on
nanoparticles.

In this paper, we present a minimal model by extending the
original discrete-state chemical-kinetic method to take into account
the possibility of different active sites with different mechanisms for
catalyzed chemical reactions. Using the stationary-state calculations
and the first-passage analysis, the dynamic properties of chemical
processes on single nanocatalysts are explicitly evaluated for the
simplest heterogeneous system with only two types of active sites.
Several different sources of heterogeneity are identified and fully
quantified. It is argued that the application of the proposed theo-
retical approach to real nanocatalyst systems could uncover some
important molecular details of the underlying chemical processes.

The paper is organized in the following way. Our theoretical
method is described in Sec. II. The specific results are given and
discussed in Sec. III. Section IV summarizes and concludes our
results.

II. THEORETICAL MODEL
To understand better our theoretical method, it is important

to briefly describe the details of single-molecule measurements of
chemical processes on nanocatalysts.9,10 In those experiments, the
catalyzed chemical reactions yield products that are fluorescent and
can be studied at the single-particle level. More specifically, times

J. Chem. Phys. 158, 074101 (2023); doi: 10.1063/5.0137751 158, 074101-2

Published under an exclusive license by AIP Publishing

D
ow

nloaded from
 http://pubs.aip.org/aip/jcp/article-pdf/doi/10.1063/5.0137751/16752461/074101_1_online.pdf

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

between fluorescence signals from single active site reactions are
accurately measured for different spatial locations on the nanopar-
ticle, and these time trajectories are then statistically analyzed.
The goal of our theoretical approach is to provide a quantita-
tive framework that connects these measurements with underlying
microscopic details for nanocatalysts.

Now, to quantify the effect of heterogeneity on the dynamic
properties of catalyzed chemical reactions, we consider a minimal
theoretical model with a single nanocatalyst that hasN active sites, as
illustrated in Fig. 1(a). There are two types of active sites, denoted as
R1 and R2, that catalyze the chemical reactions to produce the same
products but with different molecular mechanisms [see Fig. 1(b)].
The number of sites that follow the mechanism R1 is equal to N1,
and the number of sites that follow the mechanism R2 is equal toN2.
The total number of active sites per nanoparticle is N1 +N2 = N. To
simplify the analysis, we assume that the mechanism R1 is a set of
sequential irreversible transitions between M1 intermediate states
with all rates equal to a1 [Fig. 1(b)]. In this mechanism, C corre-
sponds to the empty state of the catalyst, S is the substrate, and CS(1)j
( j = 1, . . . ,M1) are intermediate states with the bound substrate
in different chemical conformations on the path to the product.

Similarly, the mechanism R2 is viewed as a set of sequential irre-
versible transitions between M2 intermediate states with all rates
equal to a2. Here, we label the intermediate states as CS(2)j with
j = 1, . . . ,M2 [see Fig. 1(b)]. It has been argued before that using
more realistic reversible transitions with different rates will not
change the microscopic picture of processes on the nanocatalyst,
justifying our simplified theoretical model with irreversible transi-
tions.31 We also tested this assumption in Monte Carlo simulations
(results are not shown). Using more realistic reversible transition
rates will change the quantitative estimates of dynamic properties,
but themain physical predictions obtained in this work are still valid.
Therefore, we can use the simplified model in Fig. 1 to understand
the role of heterogeneity in nanocatalysts.

It should be noted that in our theoretical model, it is assumed
that the catalytic activities of reactive sites are constant and do not
change with time. However, there are experimental observations and
theoretical calculations suggesting that due to the dynamic restruc-
turing of nanoparticle surfaces, the catalytic efficiencies of active
sites might fluctuate with time.34,35 Since we are calculating the
stationary dynamic properties of chemical reactions on nanocata-
lysts, our theoretical picture can be viewed as a mean-field approach

FIG. 1. A schematic representation of
chemical processes on a single nanocat-
alyst with two different types of active
sites. (a) Catalytic nanoparticle is viewed
as a nanorod with two types of active
sites. There are N1 sites where the
chemical reaction R1 is taking place and
N2 sites where the chemical mecha-
nism R2 is taking place. (b) Chemical
mechanisms on different active sites:
sequential chemical reactions with M1
intermediates for the mechanism R1 and
sequential chemical reactions with M2
intermediates for the mechanism R2.
(c) Effective chemical-kinetic scheme
for chemical processes on the sin-
gle nanocatalyst. Each discrete state
(n1, n2) corresponds to the state of the
system with n1 (0 ≤ n1 ≤ N1) active
sites in the chemical conformation CS(1)

M1

and n2 (0 ≤ n2 ≤ N1) active sites in
the state CS(2)

M2
just before making the

product.
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with the average activities assigned to each type of catalytic site.
These arguments significantly simplify the calculations of dynamic
properties.

Another important assumption in our theoretical approach is
the independence of active sites from each other, i.e., chemical reac-
tions can happen independently at each site. Meanwhile, this might
be a reasonable approximation for some systems with a low density
of catalytic sites, recent experimental studies on single nanocatalysts
have discovered cooperativity between the activities of neighbor-
ing sites.36 At the same time, the amplitudes of such correlations
seem to be relatively small.36 In addition, a discrete-state stochas-
tic analysis similar to what is presented in this work has already
been explored to analyze the catalytic cooperativity in nanoparti-
cles.37 The results obtained in these studies support the use of the
independence assumption in our theoretical analysis.

To comprehensively describe all processes that are taking place
on the single nanocatalyst, we construct an effective chemical-
kinetic scheme as presented in Fig. 1(c). Our idea is to identify
different effective states of the system by counting how many of
the active sites are in conformations CS(1)M1

or CS(2)M2
, i.e., when

the active sites are in the chemical conformations just before the
product is made.30,31 This is stimulated by the nature of single-
molecule experiments on nanocatalysts, in which the signal that
the reaction occurs comes only after the product molecule is cre-
ated.9 Following this idea, we define a generic stochastic state of
the nanocatalyst as (n1,n2), which corresponds to having exactly
n1 (0 ≤ n1 ≤ N1) active sites of the type R1 in the conforma-
tion CS(1)M1

and n2 (0 ≤ n2 ≤ N2) active sites of the type R2 in the
conformation CS(2)M2

.
From the state (n1,n2), the system can transition into the state

(n1 − 1,n2) with a rate n1a1 [upside transitions in the scheme in
Fig. 1(c)]. This is because the product can bemade at n1 sites with the
rate a1, and all sites are independent of each other. Similarly, from
the state (n1,n2), the system can transition into the state (n1,n2 − 1)
with a rate n2a2 [left–direction transitions in the scheme in Fig. 1(c)]
because originally there are n2 active sites from which the product
can be made with the rate a2 at each site. From the state (n1,n2),
the system can also move into the state (n1 + 1,n2) with a rate
(N1 − n1)r1 [downside transitions in Fig. 1(c)], where the effective
rate constant r1 is given by

r1 =
a1
M1

. (1)

It can be explained by noting that this transition corresponds to an
increase of one in the number of active sites of type R1 in the confor-
mation CS(1)M1

. There are (N1 − n1) active sites of the type R1 that are
not in the final conformation before making the product. This reac-
tion can happenwith the rate a1 only from the conformationCS(1)M1−1,
but because all transition rates in the chemical mechanism R1 are
the same, the probability to encounter this conformation is equal
to 1/M1. It should be noted that we assume here that the system is
already in a stationary state and that the uniform distributions for
individual conformations are already achieved. Similar arguments
suggest that transitions that lead from the state (n1,n2) to the state
(n1,n2 + 1) [right-direction transitions in the scheme in Fig. 1(c)]
are taking place with a rate (N2 − n2)r2, where

r2 =
a2
M2

. (2)

Calculations of dynamic properties for the discrete-state
stochastic scheme in Fig. 1(c) can be performed using differ-
ent approaches, but here we chose the method of first-passage
probabilities.38–41 This is especially convenient for our system since
in the single-molecule experiments on nanoparticles, the catalytic
events are counted as soon as the product molecules appear for the
first time at active sites, which is measured, for example, by changes
in the fluorescence signals.9 In this approach, we define Fn1 ,n2(t) as
a probability density function to complete a catalytic cycle and to
make the product P for the first time at time t if, at t = 0, the system
started in the stochastic state (n1,n2). The time evolution of these
functions is governed by a set of backward master equations,

dF0,0(t)
dt

= N1r1F1,0(t) +N2r2F0,1(t) − (N1r1 +N2r2)F0,0(t),
dF1,0(t)

dt
= (N1 − 1)r1F2,0(t) +N2r2F1,1(t) + a1FP,0(t)

−[(N1 − 1)r1 +N2r2]F1,0(t),
dF0,1(t)

dt
= N1r1F1,1(t) + (N2 − 1)r2F0,2(t) + a2F0,P(t)

−[N1r1 + (N2 − 1)r2]F0,1(t),
⋮

dFn1 ,n2(t)
dt

= (N1 − n1)r1Fn1+1,n2(t) + (N2 − n2)r2Fn1 ,n2+1(t)

+n1a1FP,n2(t) + n2a2Fn1 ,P(t) − [(N1 − n1)r1
+ (N2 − n2)r2 + n1a1 + n2a2]Fn1 ,n2(t),
⋮

dFN1 ,N2(t)
dt

= N1a1FP,N2(t) +N2a2FN2 ,P(t)

−[N1a1 +N2a2]FN1N2(t),

(3)

where FP,n2(t) and Fn1 ,P(t) are the first-passage probability density
functions for the product states with molecules P just created with
n1 molecules in the state R1 and n2 molecules in the state R2, respec-
tively. One can estimate these functions as FP,n2(t) = Fn1 ,P(t) = δ(t).
This physically means that if the system starts in such product states,
the process is immediately accomplished.

As explained in the supplementarymaterial, the set of backward
master equations in Eq. (3) can be explicitly solved using Laplace
transformations of the first-passage probability density functions,

F̃n1 ,n2(s) = ∫
∞

0
e−stFn1 ,n2(t)dt. (4)

It leads to the following equations:

F̃n1 ,n2(s) = X(n1,n2) +
N2−n2
∑
k=1

N1

∑
i1=n1

N1

∑
i2=i1

N1

∑
i3=i2
⋅ ⋅ ⋅

N1

∑
ik=ik−1

X(ik,n2 + k)

×
k

∏
p=1

Q(ip,n2 + p − 1), (5)

where the explicit expressions for the auxiliary functions X(n1,n2)
and Q(i, j) are given in the supplementary material [see Eqs. (9) and
(10) there]. This allows us to evaluate all the dynamic properties
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of the system. For example, the mean first-passage times ⟨Tn1 ,n2⟩,
and the mean squared first-passage times, ⟨T2

n1 ,n2⟩, to complete the
chemical reaction starting from the stochastic state (n1,n2) can be
estimated using

⟨Tn1 ,n2⟩ ≡ ∫

∞

0
tFn1 ,n2(t)dt = −(

∂F̃n1 ,n2(s)
∂s

)

s=0
(6)

and

⟨T2
n1 ,n2⟩ ≡ ∫

∞

0
t2Fn1 ,n2(t)dt = (

∂2F̃n1 ,n2(s)
∂s2

)

s=0
. (7)

Other dynamic features of the chemical processes on single nanocat-
alysts can be evaluated in a similar fashion.

III. RESULTS AND DISCUSSIONS
A. Distributions of different states of the nanocatalyst

Equations (6) and (7) describe the dynamic properties of the
system if the catalyzed chemical reactions initiate exactly from the
state (n1,n2). However, the catalytic process can start from any of
the [(N1 + 1)(N2 + 1) − 1] discrete states; see Fig. 1(c), and note
that it cannot start from the state (N1,N2) since in this state there
are no empty sites for the substrate to bind. To describe the reaction
dynamics for the single catalyst, as measured in the single-molecule
experiments, one should average over all possible initial states of
the system. To do so, we define Pn1 ,n2(N1,N2, t) as the probabil-
ity of finding the nanocatalyst with N1 active sites of type R1 and
N2 active sites of type R2 in the effective state (n1,n2) at time t.
At large times, t →∞, the system is expected to reach stationary
conditions, allowing us to estimate the steady-state probabilities
Pn1 ,n2(N1,N2) via forward master equations, as explained in detail in
the supplementary material. This leads to the following expressions:

Pn1 ,n2(N1,N2) =
(
N1
n1
)( 1

M1
)
n1
(
N2
n2
)( 1

M2
)
n2

(1 + 1
M1
)
N1
(1 + 1

M2
)
N2

, (8)

with (Nn ) =
N!

(N−n)!n! being a binomial coefficient. This equation can
also be rewritten as

Pn1 ,n2(N1,N2) =
(
N1
n1
)xn11 (

N2
n2
)xn22

(1 + x1)N1(1 + x2)N2
, (9)

where x1 = 1/M1 and x2 = 1/M2.

B. Evaluation of reaction times
Now, the mean reaction times ⟨τ⟩N1 ,N2 for the single nanocata-

lyst withN1 sites of the type R1 andN2 sites of the type R2, which are
equivalent to experimentally measured catalytic turnover times, can
be explicitly computed. This can be done by averaging over all states
from which the catalyzed reactions initiate,

⟨τ⟩N1 ,N2 =

N1

∑
n1=0

N2

∑
n2=0

f (n1,n2)⟨Tn1 ,n2⟩, (10)

where the coefficient f (n1,n2) gives the probability for the catalytic
cycle to start in the effective state (n1,n2). Similar calculations can
be done for the mean-squared reaction times,

⟨τ2⟩
N1 ,N2

=

N1

∑
n1=0

N2

∑
n2=0

f (n1,n2)⟨T2
n1 ,n2⟩. (11)

The probability factor f (n1,n2) reflects the number of sites
in the state (n1,n2) from which the catalyzed reaction might start.
Since n1 sites of the type R1 and n2 sites of the type R2 are already
in conformations before the final product is made, there are only
(N1 − n1) sites of the type R1 and (N2 − n2) sites of the type R2
where the catalytic process might initiate. One should also notice
that the probability to start the catalytic cycle on the sites of type
R1 is proportional to r1, while the probability to start on the sites of
type R2 is proportional to r2. This suggests that these factors can be
evaluated using

f (n1,n2) =
[(N1 − n1)r1 + (N2 − n2)r2]Pn1 ,n2(N1,N2)

∑
N1
n1=0∑

N2
n2=0[(N1 − n1)r1 + (N2 − n2)r2]Pn1 ,n2(N1,N2)

,

(12)
which using Eq. (9) and the properties of binomial coefficients can
be rewritten in a simpler form,

f (n1,n2) =
N1a1x1
1+x1

N1a1x1
1+x1

+ N2a2x2
1+x2

Pn1 ,n2(N1 − 1,N2)

+

N2a2x2
1+x2

N1a1x1
1+x1

+ N2a2x2
1+x2

Pn1 ,n2(N1,N2 − 1). (13)

Note also that f (N1,N2) = 0 since the catalytic cycle can never
start from this effective state. It is important to note that the factor
f (n1,n2) reflects the relative probability of where the reaction might
start next for the given overall state of the system and is not the same
as the stationary probability of different states that only specifies the
current situation of the system.

The mean reaction times can now be explicitly calculated using
Eq. (10). However, here we would like to show a simpler alterna-
tive way to estimate this quantity. The stationary flux to make the
product molecules starting from the state (n1,n2) is equal to

Jn1 ,n2 = (n1a1 + n2a2)Pn1 ,n2(N1,N2). (14)

In this equation, the coefficient (n1a1 + n2a2) reflects the fact
that there are n1 sites of the type R1 that are ready to form the prod-
uct with the rate a1 and n2 sites of the type R2 that are ready to form
the product with the rate a2. Then the overall stationary reaction flux
from the single nanocatalyst is given by

J =
N1

∑
n1=0

N2

∑
n2=0

Jn1 ,n2 =
N1a1
1 +M1

+
N2a2
1 +M2

, (15)

which is obtained by substituting the expressions for Pn1 ,n2 into
Eq. (14) and summing over all possible values of n1 and n2. Impor-
tantly, the reciprocal of this quantity is exactly equal to the mean
reaction time,

⟨τ⟩N1 ,N2 =
1
J
=

1
N1a1
1+M1

+ N2a2
1+M2

. (16)
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For the same number of intermediates involved in both reaction
mechanisms R1 and R2, i.e., whenM1 =M2 =M, the mean reaction
time simplifies further into

⟨τ⟩N1 ,N2 =
1 +M

N1a1 +N2a2
. (17)

The results of theoretical calculations for mean reaction times
on single nanocatalysts with two types of active sites are presented
in Fig. 2. As expected, the mean reaction times decrease for larger
numbers of active sites as more chemical reactions can take place at
them, lowering the time intervals between the appearance of prod-
uct molecules. In agreement with these arguments, increasing the
transition rates (a1 or a2) also lowers the mean reaction times [see
Fig. 2(a), where a1 is varied]. In addition, increasing the number
of intermediate states in each chemical mechanism slows down the
overall process since it takes longer to reach the final product, and
this fully agrees with the observations in Fig. 2(b). Here it is also
shown that keeping the number of active sites fixed while increasing
the fraction of sites where reactions are taking place faster [a larger
N2 in Fig. 2(b)] also lowers the mean reaction times, as expected.

C. Analysis of stochastic fluctuations
It has been argued before that to understand the mechanisms

of catalytic processes on single nanocatalysts, it is important to con-
sider a dimensionless parameter R, called randomness,30,31 which is
defined as42

R =
⟨τ2⟩N1 ,N2 − ⟨τ⟩

2
N1 ,N2

⟨τ⟩2N1 ,N2

. (18)

It provides a convenient measure of the degree of stochastic fluctu-
ations for chemical reactions on nanocatalysts. Since a single-step
Poisson process is expected to have R = 1, deviations from unity
serve as an indicator of the amplitude of temporal fluctuations in

dynamic properties and heterogeneity in the system. Smaller val-
ues of the randomness parameter correspond to larger stochastic
fluctuations and larger heterogeneity. One can think of the quantity
1/R as an estimate for the number of rate-limiting transitions in the
system. Clearly, the larger this number (1/R), the more stochastic
fluctuations are observed in the system.

Using Eqs. (10) and (11), the randomness parameter can be
explicitly evaluated for all possible parameters of the nanocatalyst.
The results presented in Fig. 3 show the randomness R as a function
of the number of active sites N1 if the total number of active sites
is fixed. In all cases, the non-monotonic dependence is observed,
suggesting that there are specific values of N1 at which the system
exhibits a maximal possible degree of stochastic fluctuations. Inter-
estingly, this number depends on the transition rates a1 [Fig. 3(a)]
and a2 [Fig. 3(b)]. To explain these observations, we notice that the
maximal degree of stochastic fluctuations is expected when the con-
tributions from the reaction sites of types R1 and R2 are comparable,
i.e., the corresponding fluxes are of the same magnitude,

J1 =
N1a1
1 +M1

≃ J2 =
N2a2
1 +M2

. (19)

Then, we estimate that the minimal value of the randomness
parameter (maximal randomness) can be achieved when

N1 ≃
Na2

( 1+M2
1+M1
)a1 + a2

. (20)

ForM1 =M2 =M, this result simplifies into

N1 ≅
Na2

a1 + a2
. (21)

One can easily check that these arguments perfectly explain the non-
monotonic behavior of the randomness parameter and the location
of the corresponding minima in Fig. 3.

FIG. 2. Mean reaction times (a) as a function of the total number of active sites N on the single nanocatalyst with N1 = 30 for different transition rates a1 with M1 = M2 = 1
and a2 = 1; (b) as a function of the number of intermediate states M1 = M2 = M for a different number of active sites N1 with a1 = 1 and a2 = 5, and with the total number
of active sites equal to N = 100. The curves are analytical predictions [using Eqs. (16) and (17)], and the symbols are from Monte Carlo computer simulations.
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FIG. 3. Randomness parameter as a function of the number N1 of the active sites of type R1 for different catalytic activities specified by a1 and a2 with M1 = M2 = 1.
Calculations are performed for (a) N = 100 and a2 = 1, and (b) N = 10 and a1 = 1. The curves are analytical predictions [using Eq. (18)], and the symbols are from Monte
Carlo computer simulations.

The results of our theoretical calculations also indicate that for
the fixed number of active sites N1 and N2, increasing the catalytic
activity [larger transition rates a1 in Fig. 3(a) or larger transition
rates a2 in Fig. 3(b)] always lowers the randomness parameter. This
corresponds to larger degrees of stochastic fluctuations in the sys-
tem. In addition, one could see that decreasing the number of active
sites [N = 10 in Fig. 3(b) vsN = 100 in Fig. 3(a)] lowers the random-
ness. This is a consequence of the fact that when there are only a
few active sites, the stochastic effects are very pronounced, while for
large N, the stochasticity starts to average out.

D. Analysis of different sources of heterogeneity
The results presented in Fig. 3 are also convenient for ana-

lyzing the different sources of heterogeneity in chemical reactions
on single nanocatalysts. In this system, we identify three different
sources of heterogeneity that influence the overall level of stochas-
tic fluctuations. First, the stochastic nature of the chemical reactions
themselves leads to the fluctuations; one can see from Fig. 3 that
for N1 = 0 when there is only one type of active site, the random-
ness does not reach the unity (R ≃ 0.98 for N = 100 and R ≃ 0.86 for
N = 10). The second source of heterogeneity comes from varying the
fractions of different types of active sites. This leads to large varia-
tions inR as a function ofN1 for the fixed total number of active sites.
The third source of heterogeneity is due to the differences between
chemical mechanisms R1 and R2. This can be seen when we vary the
transition rate a1 [Fig. 3(a)] or the transition rate a2 [Fig. 3(b)] for
the fixed other parameters in the system. The advantage of our the-
oretical approach is that all these different sources of heterogeneity
can be separated, fully quantified, and explained using microscopic
arguments.

In addition, our theoretical method suggests that the analy-
sis of experimental data might be used to determine the important
microscopic properties of the single nanocatalysts. More specifically,
we propose that by varying the degrees of catalytic activities (for
example, by modifying temperatures or substrate concentrations)

and monitoring the changes in the randomness,15 one could, in
principle, determine the fractions of catalytic sites of different types.
One can see from Eq. (21) that at the location when the random-
ness is minimal, we expect the fraction of the sites of the type R1
to be N1/N ≃ a2/(a1 + a2) for the same number of intermediates
in both chemical mechanisms. Analyzing experimental observations
that exhibit such minimal randomness behavior can help to estimate
the fractions of different types of sites, as suggested by Eq. (21).

The degree of stochastic fluctuations in the system also depends
on the number of intermediate chemical states in the catalytic mech-
anisms, as shown in Fig. 4(a). The randomness parameter as a
function of the number of intermediate chemical states M (M1
=M2 =M) is presented there for the variable number of active
sites N1. In all situations, we observe a non-monotonic dependence.
When M = 0, it corresponds to the single-step non-catalytic reac-
tions, and the randomness here is R = 1. It is found also that the
randomness is minimal (i.e., maximal degree of fluctuations) for
M = 1, and then it approaches again the unity for M →∞. This
behavior is similar to what was also observed in the homogeneous
nanocatalyst system with only one type of site.31

Our theoretical approach provides a convenient way to explain
these observations. For this purpose, we employ the chemical-kinetic
scheme of effective states from Fig. 1(c). In the case whereM = 0, the
nanocatalyst is always in the effective catalytic state (N1,N2) since
all states are one step away from making the product molecules. For
this situation, Eq. (18) reduces to F̃N1 ,N2(s) =

1
s+a1N1+a2N2

, giving us

⟨TN1 ,N2⟩ = ⟨τ⟩N1 ,N2 =
1

a1N1 + a2N2
(22)

and

⟨T2
N1 ,N2⟩ = ⟨τ

2
N1 ,N2⟩ =

2
(a1N1 + a2N2)

2 . (23)

Substituting these expressions into Eq. (18) eventually leads to R = 1.
Another limiting case isM →∞, when it takes a very large number
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FIG. 4. Randomness parameter as a function of (a) the number of intermediate states M with different numbers of catalytic sites N1 and (b) the total number of active sites.
The following parameters have been used in the calculations: a1 = 2, a2 = 1, and N = 100. The curves are analytical predictions [using Eq. (18)], and the symbols are from
Monte Carlo computer simulations.

of intermediate steps to complete the reaction. This means that the
system preferentially starts in the effective state (0, 0) [see Fig. 1(c)],
and this again leads to a minimal degree of fluctuations with R = 1.
The case ofM = 1 corresponds to the situation when the system ini-
tiates mostly in the middle of the network of states, closer to the state
(N1/2,N2/2). However, from this state, multiple transitions in all
directions are possible [see Fig. 1(c)], explaining the minimal ran-
domness that corresponds to the largest possible stochasticity in the
system. Increasing the parameterM pushes the system to start pref-
erentially closer to the state (0, 0), and this decreases the degree of
stochastic fluctuations, explaining the trend of R→ 1.

Figure 4(b) shows the dependence of the randomness para-
meter on the total number of active sites. As expected, increasing

N lowers the stochastic effects, and this leads to an increase in
the randomness parameter R. In addition, one can see that the
details of the chemical mechanisms (e.g., the number of inter-
mediate states) become less relevant for larger numbers of active
sites, and all curves for different values of M are converging [see
Fig. 4(b)]. Furthermore, in agreement with our arguments pre-
sented earlier, the strongest fluctuations are observed for the case
M = 1 since in this case the system preferentially starts in the middle
of the network of effective chemical states [Fig. 1(c)]. Increas-
ing M shifts the location of the preferred initial state closer to
the boundaries of the network of states, and this should increase
the randomness parameter due to the lowering of the stochastic
effects.

FIG. 5. Heat map representations of the randomness parameter [using Eq. (18)], as a function of the numbers of intermediate states M1 and M2 with the fixed total number
of active sites N = 10, (a) for N1 = 8 and N2 = 2, and (b) for N1 = 2 and N2 = 8. The numbers of intermediate states are varied between 1 and 30. The following parameters
have been used for calculations: a1 = 2 and a2 = 8.
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One of the sources of heterogeneity in the system that we have
already identified is the variation in the mechanisms of chemical
reactions at different active sites. In Fig. 3, we exhibited this effect
by varying the catalytic efficiency of the sites by changing the cor-
responding transition rates a1 and a2. Our theoretical approach also
allows us to investigate another aspect of this phenomenon. One can
modify the dynamics of catalyzed processes by varying the structure
of the chemical mechanisms. More specifically, we can change the
number of intermediate states M1 and M2 while keeping the same
transition rates a1 and a2. The results of our calculations for the
randomness parameter with varying M1 and M2 are presented in
Fig. 5. One can see dramatic variations in the degree of stochastic
fluctuations in the system due to varying the chemical mechanisms
on the active sites of the nanocatalyst. We predict that the largest
fluctuations in the system occur when M1 or M2 is small, while the
stochasticity decreases when both M1 and M2 are simultaneously
large.

To illustrate the complexity of the behavior of the system when
the chemical mechanisms are modified, in Fig. 6, we present the ran-
domness parameter for the fixed values of the intermediate statesM2
whenM1 is varied. These graphs correspond to the cross-sections in
Fig. 5(a). When the number of intermediate states for the mecha-
nism R2 is large (M2 = 28), the system preferentially starts in the
states that are close to the vertical set of states (n, 0) [see Fig. 1(c)].
The increase in the number of intermediate states M1 corresponds
to shifting the initial state in the direction of the state (0, 0). How-
ever, we know that the stochastic effects in this state are minimal.
This explains the increase in the randomness parameter (blue curve
in Fig. 6). The trend is the opposite when the number of intermediate
states for the mechanism R2 is small (M2 = 2). In this case, the sys-
tem preferentially starts in the bulk of the network of effective states
[see Fig. 1(c)]. Then increasing M1 makes the contribution of the
states of type R1 to the overall dynamics less important. This effec-
tively decreases the number of active sites in the system, leading to
larger stochastic effects and a lowering of the randomness parameter
(red curve in Fig. 6).

FIG. 6. The randomness parameter as a function of the number of intermediate
states M1 for the fixed values of M2 for N1 = 8, N2 = 2, a1 = 2, and a2 = 8. The
curves are analytical predictions [using Eq. (18)], and the symbols are from Monte
Carlo computer simulations.

In addition to analytical calculations, we performed Monte
Carlo computer simulations for the discrete-state stochastic model
illustrated in Fig. 1(c). The standard kinetic Monte Carlo procedures
have been followed, and only the large-time properties have been
reported. The results of computer simulations are shown as sym-
bols in Figs. 2–4 and 6. Error bars are typically smaller than the
sizes of the symbols and are not shown. Excellent agreement between
analytical calculations and computer simulations is observed in all
cases.

IV. SUMMARY AND CONCLUSIONS
We theoretically investigated the role of heterogeneity in the

dynamics of chemical processes that are taking place on single
nanocatalysts. It is done by extending the discrete-state stochastic
approach to account for various sources of heterogeneity by con-
sidering two different types of active sites with different chemical
mechanisms. Our theoretical approach maps all processes in the sys-
tem onto a 2D network of effective states that allows us to explicitly
compute all dynamic properties in the system by utilizing forward
and backward master equations methods. Analyzing mean reac-
tion times, fluxes, and the randomness parameters, we identified
three different sources of heterogeneity that influence the degree
of stochastic fluctuations in the system: namely, the stochasticity of
chemical reactions, the heterogeneity in the composition of active
sites, and the variations in the chemical mechanisms at different
active sites. It is also discussed how our theoretical method can
be applied to real nanocatalyst systems to obtain important micro-
scopic information on underlying processes. Therefore, using the
presented analytical framework together with experimental obser-
vations on the dynamics of chemical reactions should significantly
improve our understanding of molecular mechanisms of catalysis.
Importantly, this means that heterogeneity can be used as a valu-
able quantitative tool for studies of the microscopic mechanisms of
catalytic systems.

It is also important to critically analyze our theoretical method
and to discuss future directions. Although our model gives a com-
prehensive analytical description of the molecular mechanism of
chemical reactions on catalysts with different types of surface sites,
there are several assumptions and simplifications that might affect
the obtained results. In our analysis, we ignored the backward
chemical transitions, and all transition rates for the given mecha-
nism have been assumed to be the same. It has been argued that
taking these effects into account will only change the quantita-
tive nature of the results without affecting the physics. Computer
simulations have been utilized to test this assumption, and no quan-
titative changes were observed (the results are not shown). We also
assumed that all active sites are independent of each other, while
there is recent experimental evidence that different sites on nanocat-
alysts might communicate with each other.9,36,37 It will be interesting
to explore how heterogeneity affects catalytic communications. In
addition, it was assumed that the number of sites of different types
remains constant in our model, while in real systems, the activities
of catalytic sites might fluctuate over time due to surface dynamic
restructuring on nanoparticles. This is a common situation in nanos-
tructured and fluxional catalysts, i.e., in those systems with multiple
inter-conversions between different configurations of catalysts. In
addition, it will be important to extend our theoretical analysis to an
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arbitrary number of different active sites, since this corresponds to a
more realistic situation for catalytic systems. It will also be crucial to
test experimentally our specific theoretical predictions.

SUPPLEMENTARY MATERIAL

See the supplementary material for a complete description of
the calculations of reaction times and stationary probabilities.
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